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Abstract

The coronavirus disease (COVID-19) pandemic has created an urgent need for coordinated mechanisms to respond to the outbreak across health sectors, and digital health solutions have been identified as promising approaches to address this challenge. This editorial discusses the current situation regarding digital health solutions to fight COVID-19 as well as the challenges and ethical hurdles to broad and long-term implementation of these solutions. To decrease the risk of infection, telemedicine has been used as a successful health care model in both emergency and primary care. Official communication plans should promote facile and diverse channels to inform people about the pandemic and to avoid rumors and reduce threats to public health. Social media platforms such as Twitter and Google Trends analyses are highly beneficial to model pandemic trends as well as to monitor the evolution of patients’ symptoms or public reaction to the pandemic over time. However, acceptability of digital solutions may face challenges due to potential conflicts with users’ cultural, moral, and religious backgrounds. Digital tools can provide collective public health benefits; however, they may be intrusive and can erode individual freedoms or leave vulnerable populations behind. The COVID-19 pandemic has demonstrated the strong potential of various digital health solutions that have been tested during the crisis. More concerted measures should be implemented to ensure that future digital health initiatives will have a greater impact on the epidemic and meet the most strategic needs to ease the life of people who are at the forefront of the crisis.
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Background

Countries around the world have been affected by the COVID-19 pandemic since December 2019 [1], and the health care systems in these countries are rapidly adapting to the increasing demand. The World Health Organization (WHO) has called for coordinated mechanisms to support the response to the outbreak across health sectors, and digital health solutions have been identified as one of the most promising approaches to address this challenge in modern societies [2].

The COVID-19 pandemic is singular in many ways. First, in terms of number of people infected, transmissibility, and spectrum of clinical severity, it has had a greater impact to date than previous epidemics such as pandemic influenza, Middle East respiratory syndrome (MERS), severe acute respiratory syndrome (SARS), or Ebola virus [3]. Second, COVID-19 can be considered as the first true global epidemic of this magnitude in the digital era; digital health solutions, which have reached a certain level of maturity but are not widely deployed and accepted yet, can play a major part in our response to the crisis [4]. Indeed, the COVID-19 pandemic is occurring in an era of massive technological advancement. Digital tools can effectively support institutions during a pandemic by facilitating the immediate widespread distribution of information [5], tracking transmission in real time, creating virtual venues for meetings or day-to-day operations, and providing telemedicine visits for patients [6]. However, some digital health strategies and tools may face challenges associated with barriers to access, acceptability, and ethical issues. For instance, some governments
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worldwide are responding to this public health emergency with an unprecedented array of surveillance tools designed to identify and track people who may be infectious [7]. These measures have escalated existing debates regarding individual privacy and government oversight of private citizens.

The COVID-19 pandemic is providing a starting point to discuss how digital health solutions can and should be leveraged to address this unprecedented crisis [8]. This editorial offers an overview of the digital health strategies that have been employed worldwide to fight COVID-19 to date as well as a discussion of the challenges to developing more meaningful [9] and ethical solutions in the near future.

**Digital Health Care Models**

New health care models are needed during the COVID-19 pandemic. Due to the high transmission rate of COVID-19, most countries have ordered strict lockdowns; hence, patient-physician communication and visits are challenging. In the era of digital health technologies, the focus on new models has shifted to telehealth (virtual visits, virtual care), mobile apps (remote patient monitoring), and websites and chatbots (risk assessment, screening, triage). Figure 1 describes the main stakeholders at the forefront of the COVID-19 crisis (the population, the health care systems, and the research and health technology environment in coordination with public health agencies or governments) with significant illustrations of efficient digital health strategies that have been implemented to date at various levels.

**Telemedicine and Remote Patient Monitoring Systems**

Telemedicine allows patients to receive care at home [10], thus avoiding the spread of COVID-19 in overcrowded emergency or waiting rooms [11]. Telemedicine not only supports secured care for COVID-19 patients but also allows routine primary care and electronic prescriptions (e-prescriptions). In addition, health care professionals can screen and monitor symptoms in real time, provide useful medical advice when needed, and keep stable patients at home away from overloaded hospitals [12].

Additionally, these tools can serve as useful resources to rapidly collect meaningful information on large cohorts of patients to study the evolution of their symptoms in real time; this increases understanding of the different clinical phenotypes of people infected with COVID-19 and enables the study of its long-term health consequences. Such a prospective cohort was recently established in Luxembourg (Predi-COVID) to study factors associated with COVID-19 disease severity; this study uses data from the national telesurveillance system that is used for virtually all patients who tested positive for COVID-19 and combines the data with biological sampling, electronic patient-reported outcomes, and innovative digital data collections such as smartphone-based voice recording to identify vocal biomarkers of respiratory syndromes. In another study, Wang et al [13] described armband sensors that can remotely measure the accuracy of hand hygiene based on WHO procedures.

**Triage and Risk Assessment**

The COVID-19 virus has caused panic and uncertainty within populations; to ensure better allocation of resources, telemedicine based on videoconferences can be used not only to comfort patients but also for triage [14]. Hollander et al [15]...
highlighted that telemedicine can serve as a triage system in different phases. The first stage is “forward triage;” here, patients are categorized as possibly COVID-19 infected or uninfected before they arrive at the hospital. In addition, telemedicine ensures close monitoring of less severely infected patients at home by allowing communication around the clock. The second phase of triage occurs in the hospital and is referred to as the “provider-in-triage model.” In this phase, patients at high risk for COVID-19 are screened by rapid evaluation of clinical characteristics and testing. Patients are kept in isolated emergency rooms, where they are given tablet devices to communicate with professionals [15]; the tablets are cleaned between patients. To reduce risk of infection among health care professionals, hospitals have also implemented electronic intensive care unit monitoring. For example, a few countries have launched within-hospital telemedicine programs. A robot enters the room of a patient infected with COVID-19 to monitor both vital and cardiac signs and enable communication between the patient and health care professionals where applicable. All the robot’s actions are controlled by nurses or physicians outside the room [16]. Figure 2 shows the typical path of an individual from the time they have questions about their health or symptoms potentially related to COVID-19. Digital technologies now enable online symptom checks, video consultations, and e-prescriptions and allow forward triage instead of overloading hospitals and increasing the spread of the virus. Low-risk patients can be regularly monitored from home, whereas patients with more severe symptoms can be monitored at hospitals with a provider-in-triage using digital tools.

Figure 2. Risk assessment and triage of COVID-19 in a digital health care model. COVID-19: coronavirus disease.

Web-based symptom trackers such as maladiecoronavirus.fr [17] in France and beatcovid19now.org [18] in Australia were rapidly established to help individuals assess their risk for COVID-19; these trackers are being updated as knowledge of COVID-19 evolves. Site users must answer several questions to feed the risk prediction algorithms; then, based on risk stratification, the website advises the user to call a hotline to receive further instructions or to stay at home and follow international guidelines. Similarly, chatbots such as Symptoma are systems that digitally assist individuals in performing risk assessment of COVID-19 [19].

Digital Communication During the Pandemic

Communication between political leaders and scientific authorities is crucial during a pandemic crisis [20] (Figure 3). Since the start of the COVID-19 pandemic, disinformation, “fake news,” and conspiracy theories about the origin, spread, and treatment of the disease have been present on the internet and in government communications, social media, and SMS text messages. These communication problems also cause confusion and mistrust; the consequences are negative at both the individual and community levels. To provide the most useful information in a timely fashion, effective digital risk communication has been established internationally by WHO as well as nationally and regionally through an active factual information campaign using several digital channels. Good communication strategies help manage people’s fear and increase the likelihood that they will adhere to the measures imposed on them during the crisis. Risk communication promotes community engagement, avoids or decreases the profusion of rumors, and reduces threats to public health. However, poor risk communication can create a great deal of confusion, frustration, and future mistrust of leaders. Communication in epidemics must not only be clear and unambiguous but must also reach the target population quickly (health workers, local authorities, and the public). For instance, guidelines around
practicing social distancing have been judged to be unclear and prone to misunderstanding. These guidelines should be followed with more direct messages, such as “stay at home,” especially to clarify the concept of social distancing for vulnerable populations or younger people. The WHO webpage uses the phrase “physical distance” in addition to “social distance” to emphasize this necessity. However, social contact must be stimulated, especially for older persons [21]. Digital methods appear to be promising solutions, as they enable people to maintain physical distance while keeping informed or maintaining contact with others; for example, the WhatsApp messaging platform provides health alerts in different languages [22].

**Figure 3.** Communication risks and strategies during disease outbreaks.

In addition, digital health can play a major role at a governmental level. Government initiatives have been taken to provide guidelines and information on government websites to inform the population about appropriate behavior during the lockdown period, hand hygiene, etc. Most of these initiatives were supported by international guidelines from WHO or the US Centers for Disease Control and Prevention (CDC).

The use of apps or instant messaging services to enable ministries or health agencies to contact health workers remotely and to inform government officials about the number of cases, symptoms, and prevention measures are just a few examples of measures that have been efficiently used in previous pandemics [23] or early in the COVID-19 crisis [22]. A crucial consequence of a bad risk communication strategy is the likelihood of increased levels of anxiety within the population. Contradictory information and overexposure to sensationalist headlines from mass media and social media can affect people’s mental health and increase the general level of fear. Lockdown can amplify the problem due to increased exposure to social media and rumors as well as lack of confrontation of ideas and debate in the real world [24]. Consequently, lockdown reinforces the importance of institutional development of digital strategies. Therefore, during the outbreak, official communication plans should promote easily accessible and diverse channels of digital communication at all stages and for different purposes (global, regional, and community-based communication). These channels should be integrated as an information system, as a communication tool, and for detecting and supporting people at risk [25]. An example of a communication strategy that was developed very quickly and effectively to fight fear and rumors among a population is the sending of messages by the government of Singapore through WhatsApp [26]. Finally, a strategy to include marginalized and vulnerable populations should be planned. Such a strategy should involve establishing multiple means of communication, including digital platforms; using adequate, simple, and nondiscriminatory language; and taking differences in health literacy into account [27].

**Digital Data to Model COVID-19 Spread, Evolution, and Perception**

The monitoring of online or social media activities for public health purposes has been investigated since the first days of the digital epidemiology field in the early 2010s, with the objective of capturing health-related trends and modeling disease outbreaks. The most famous examples of internet health surveillance were developed to predict the incidence of influenza, such as Google Flu Trends, or to obtain insights from social media platforms such as Twitter about influenza A/H1N1 [28], measles [29], the Zika virus [30], and the Ebola virus [31,32]. Despite their high potential in public health, these studies have been criticized for their lack of theorization and appropriate standard methodology [33], which can prevent comparison of their results and raises questions regarding the...
safety of relying on their findings to design targeted public health measures in the real world. To move beyond the simplistic thought that Twitter is a “giant playground” for data scientists, ongoing initiatives to use Twitter data to study the COVID-19 outbreak should build upon previous mistakes, with a more rigorous approach as well as an open source/open data mentality.

Online activities are very good indicators of trends in society. Exploiting data such as Google Trends [34], Wikipedia searches, or the Baidu Index and Weibo Index in China has already proved useful. In China, internet searches and social media data related to COVID-19 have been shown to be highly correlated with daily disease incidence and exhibit an online peak 10 to 14 days before the peak of daily incidences in the real world [35]. Although there are few reports to date, such data sources could also prove useful for early identification of less common symptoms related to COVID-19 using a similar approach to that used to detect weak pharmacovigilance signals from social media and identify side effects of drugs [36]. The main advantage of these data sources is that they can be accessed early in the epidemic and at low cost.

However, predicting disease incidence from online activities or social media data has never been used in a real time prospective fashion for public health guidance on a large scale; rather, such predictions are performed retrospectively by training algorithms to replicate gold-standard data, such as those obtained from the CDC [37], as closely as possible. COVID-19 may be the first outbreak where such a prospective analysis occurs, combining data from standard sources of disease surveillance with social media data or activity trackers [38] to improve overall accuracy.

Social media data analysis is also relevant during the COVID-19 outbreak to monitor how people react to the pandemic evolution over time (sentiment, anxiety, level of stress) as well as common beliefs, opinions [39,40], fears, or hopes regarding treatment or vaccines. Perhaps most importantly, identifying and combating the spread of “fake news” about COVID-19 is highly necessary in our modern digital society [41,42]. This could help to rationalize the debates and actions around COVID-19 and should be further extended [43].

Discussion

Challenges Related to Digital Health Implementation

The COVID-19 crisis is a typical example of the impossibility of establishing a single global technological solution to a given problem. To increase acceptability of digital technologies, the different cultural, moral, and religious backgrounds of users should be considered. With priority given to collective public health benefit and maintaining local social order during the current emergency [44], digital measures can be intrusive and can erode individual freedoms. In some countries, a strong digital divide persists today, and vulnerable populations may be overlooked during the implementation of digital approaches [45-47]. Digital solutions may be less frequently understood and used by people with low health literacy levels or by specific subgroups such as minorities, older individuals, or people who live in rural or low-income areas [48]. For all these reasons, digital approaches can be received in very different ways when they are applied in high-income, medium-income, or low-income areas or when they are deployed in individualistic versus collectivist countries [49].

In Singapore, an app called TraceTogether has been used to track patients infected with COVID-19. Based on Bluetooth signaling, Singaporean health authorities can track individuals and inform them if they have been in contact with a patient infected with COVID-19 [50]. This patient monitoring system may be beneficial in disease surveillance and outbreak management; however, in European countries, it would not be possible to use it due to individual data protection laws. France conceived the CoronApp, which is based on similar standards [51]. Individuals need to register on the app and provide information on their health status and whether they have symptoms. A geolocation system is used to trace this information and is updated every hour. King’s College London conceived the COVID Symptom Tracker app, which aims to help patients monitor their own symptoms [52]. The app gained such popularity that it is now also used in the United States. In addition to its individual benefits, the app can be used for research purposes to study the epidemiology of COVID-19.

Urged by the European Commission, an unprecedented consortium of eight giant telecommunications companies recently agreed to share aggregated and anonymized geolocation data from their clients to track their movements and activities. This raises numerous questions around data privacy [53] and ethics in Western and African countries [54], despite the availability of privacy-preserving proximity tracing technology such as the Decentralized Privacy-Preserving Proximity Tracing (DP-3T) protocol [55]. In Asia, the response to the COVID-19 crisis in South Korea has received much attention and has been widely cited as an exemplary model. With the increased flexibility in South Korea’s digital privacy laws since the MERS crisis in 2015, numerous aggressive digital solutions have been used, such as a national smartphone app, GPS tracking of infected people, and detailed emergency alerts when a positive case has been identified in a person’s geographical area. However, it was proved that this approach was only efficient to reduce the number of new daily cases due to a vast parallel testing campaign to identify COVID-19 hotspots combined with strong isolation and quarantine measures. In Europe, where testing is not as widespread as in South Asia, the use of such monitoring using GPS coordinates is therefore ethically questionable.

Regarding telehealth, the challenge of implementing feasible systems lies with governments in most cases [56], as billing systems must be adapted [15]. Telemedicine consultations must also ensure patient security in terms of data protection. Hence, close collaborations between different actors, such as health care professionals, health technology companies, and health politicians, must be ensured [15]. Once such a system is running, both patients and health care professionals can benefit from better allocation of resources and adequate care, all with reduced risk of exposure. Telemedicine and digital technologies such as apps can also play larger roles in the present crisis not only to fight COVID-19 but also to address the frequent health issues associated with isolation or quarantine, such as psychological needs [57], mental health conditions [58], and physical inactivity.
[59]. Lastly, some developing countries face major obstacles to the effective delivery of digital health solutions in rural and remote locations, such as incomplete or insufficient basic digital infrastructures (eg, computers, internet networks, and electricity), lack of sustainable funding to develop, operate, and maintain digital platforms, and high telecommunication costs [4,60,61].

**Recommendations to Improve Future Digital Health Systems**

In France, where the COVID-19 epidemic is growing at a rapid pace, the health technology ecosystem has rapidly and generously contributed to management of the crisis. Numerous telemedicine and telemonitoring platforms have been locally deployed in hospitals or general practices. However, a lack of coordination between operators has led to issues such as an absence of consensus about the symptoms to monitor and the alert systems to establish. We could argue that some telemonitoring is better than no monitoring; however, given the rapidly evolving body of knowledge around COVID-19, more transparent communication and greater comparability should be pursued to rapidly and homogeneously update the different solutions. Otherwise, some populations will lose the opportunity to gather this data and later use it for research or evaluation.

In previous emergency situations such as the Ebola virus outbreak, Hurricane Harvey, and Hurricane Irma, as well as currently during the COVID-19 pandemic, telehealth has been explored to support patient-physician communication and, hence, improved health outcomes. It must be ensured that outside of emergency situations, telehealth will be appropriately implemented into national health care systems in the long term. This would facilitate use of telehealth systems during outbreaks [62]. Germany is an example of a country where early implementation of telemedicine and mobile apps into the health care sector since 2018 have shown short-term benefits during the COVID-19 pandemic [63]. The German health ministry even claims that they now aim to accelerate the digitization of health care in Germany and help to translate new laws into practical solutions.

Digital initiatives to fight COVID-19 should be relevant to both hospital and public health systems, adapted to the population, rapidly deployable, and capable of evolving with the growth of the body of knowledge related to COVID-19. Regarding common standards for data collection in digital COVID-19 solutions, future initiatives should consider the example of ISARIC (the International Severe Acute Respiratory and emerging Infection Consortium [64]), who successfully organized clinical research on COVID-19 by providing standardized but customizable clinical research forms in several languages, ensuring a harmonized core set of international and comparable data, or the DP-3T initiative, an open implementation of a decentralized privacy-preserving proximity tracing solution [65].

**Conclusion**

Time is key to fight COVID-19, and digital health solutions provide the opportunity to buy time and human resources. As the COVID-19 pandemic is the first true global health crisis in the digital era, we have observed and will observe a plethora of digital solutions. This pandemic has at least demonstrated the usefulness and reactivity of digital health solutions and constitutes an opportunity to insert these solutions into our health care systems in the long term. This creates an urgent need for policy makers, researchers, and health professionals to collectively and efficiently implement digital solutions into practice without further fragmenting the existing landscapes of care. We now call for more concerted measures to have an optimal impact on the epidemic and to address the most strategic needs to ease the life of people who are at the forefront of the COVID-19 crisis [66].
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Abstract

Background: Virtual reality (VR) delivered through immersive headsets creates an opportunity to deliver interventions to improve physical, mental, and psychosocial health outcomes. VR app studies with older adults have primarily focused on rehabilitation and physical function including gait, balance, fall prevention, pain management, and cognition. Several systematic reviews have previously been conducted, but much of the extant literature is focused on rehabilitation or other institutional settings, and little is known about the effectiveness of VR apps using immersive headsets to target health outcomes among community-dwelling older adults.

Objective: The objective of this review was to evaluate the effectiveness of VR apps delivered using commercially available immersive headsets to improve physical, mental, or psychosocial health outcomes in community-dwelling older adults.

Methods: Peer-reviewed publications that included community-dwelling older adults aged ≥60 years residing in residential aged care settings and nursing homes were included. This systematic review was conducted in accordance with the Joanna Briggs Institute (JBI) methodology for systematic reviews of effectiveness evidence. The title of this review was registered with JBI, and the systematic review protocol was registered with the International Prospective Register of Systematic Reviews.

Results: In total, 7 studies that specifically included community-dwelling older adults were included in this review. VR apps using a head-mounted display led to improvements in a number of health outcomes, including pain management, posture, cognitive functioning specifically related to Alzheimer disease, and a decreased risk of falls. A total of 6 studies reported a statistically significant difference post VR intervention, and 1 study reported an improvement in cognitive function to reduce navigational errors. Only one study reported on the usability and acceptability of the interventions delivered through VR. While one study used a distraction mechanism for pain management, none of the studies used gaming technology to promote enjoyment.

Conclusions: Interventions to improve health outcomes through VR have demonstrated potential; however, the ability to synthesize findings by primary outcome for the older adult population is not possible. A number of factors, especially related to frailty, usability, and acceptability, also need to be explored before more substantial recommendations on the effectiveness of VR interventions for older adults can be made.

Trial Registration: PROSPERO CRD42019143504; https://www.crd.york.ac.uk/prospero/display_record.php?RecordID=143504

(J Med Internet Res 2020;22(6):e17331) doi:10.2196/17331
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Introduction

Background

Understanding how to best support the health and well-being of older adults is an important societal question. With increasing age, natural age-related physical, cognitive, and social changes are often compounded by physical and cognitive comorbidities [1-3]. A primary desire of older people as they age is that they are able to remain living as independently as possible [1-3]. However, the majority of older people live with at least one chronic disease with subsequent impact on physical, mental, or psychosocial health [1-3]. This can impact the ability to live independently or maintain social connectivity [1-3].

Prominent musculoskeletal changes include muscle loss and weakness, which impact gait and balance, increasing the risk of falls [4]. Falls among older adults is a global health issue affecting nearly 35% of people aged 65 years and older every year [5]. As age increases, so does the prevalence of falls [6]. Falls are costly to the health care systems and usually impact the quality of life (QoL) and independence of the older person [7].

Physiological and behavioral responses are common in people who have sustained a fall [8]. In addition, normal neurocognitive changes that occur in healthy aging can impact processing speed and motor responses, potentially increasing the risk of falls [9]. Changes in neurocognitive function are prevalent among older adults. Worldwide, 50 million people are diagnosed with dementia, and Alzheimer disease (AD) is the most common form of dementia, contributing nearly 70% to the dementia diagnoses [10]. The brain changes that accompany AD result in memory loss that can disrupt a person’s daily life [11], for example, difficulty in solving problems and completing everyday tasks at home, misplacing things, and getting lost outside the home, which can have a significant impact on the ability to navigate daily life. Frequently, people who experience memory problems withdraw from social activities because the changes they have experienced impact social interaction [12]. Furthermore, the QoL of older adults with dementia may be adversely affected by chronic pain, which is associated with depression [13]. As people with dementia such as AD may have vision and perception problems, they are at a greater risk of sustaining a fall and three times more likely to suffer from injuries such as hip fracture [14].

Interventions to facilitate healthy aging, adaptation, and strengthening in older adults with normal age-related changes that are intertwined with chronic disease are important in working to support older adults to remain in their own homes for as long as possible and to promote well-being. Exploring interventions that use virtual reality (VR) may offer unique opportunities to address areas of health need. VR is evolving at a rapid rate and presents an opportunity to enhance and support older adults’ physical and cognitive issues to promote engagement in physical activity, travel, or interactions with others [15]. The term virtual reality was first coined in the late 1980s. In the last 30 years, a vast range of VR devices have been developed, and the technology has been used across various domains, including education, athlete training, architecture, and notably in health-related research including physical, mental, and psychosocial health [15].

The term virtual reality has been used in health research to refer to various forms of onscreen digital representation of real objects or environments, such as showing a silhouette of an individual on a TV screen that mimics their physical rehabilitation movements [16]. However, VR is now predominantly used to refer to what was previously qualified as immersive virtual reality, which is understood to be viewing a stereoscopic virtual environment through a motion-tracked head-mounted display (HMD) [16]. A stereoscopic display encompasses the field of view and is able to track the motion of the head [16]. VR using an HMD not only provides the user with a particular artificial environment to view but also allows the user to engage with the virtual environment as they can look around by moving the head and by moving around the virtual environment by moving the body [16].

Definitions of what constitutes immersion both within and outside VR research vary, but a concept that arises from motion-tracked VR is presence, also known as an illusory experience of being in another place [16]. Deeper conceptualizations of presence include illusions of place or being in another location and plausibility, where events viewed by a person in VR are convincing [17]. Within the virtual world, the events seen within it are felt as if the user is really there or the events are actually taking place [18]. By allowing the user to interact with the VR environment naturally (eg, walking up to it and using a hand to pick up objects), the experience appears real for the user [18]. These attributes make a number of VR apps such as exposure therapy treatment for anxiety highly effective [18].

The degree of presence (or place illusion) that a user experiences is largely dependent on the characteristics of the VR technology being used [17,19]. Earlier VR research utilized HMDs with poor immersive qualities and limited technical capabilities, such as a lack of head-tracking, a small field of view, or the use of transparent displays (something closer to augmented reality) [19].

Greater presence is felt when the VR device has a stereoscopic display, has a wider field of view, and has greater amounts of tracked user movement [19]. Real-world health settings are likely to use these commercial headsets, as they are relatively affordable, easy to set up, and they support VR apps development through software such as Unity or Unreal Engine [20,21]. Although nonimmersive systems are interesting and beneficial, many community-dwelling older adults with natural age-related changes may not have the mental and physical capacity that may be needed in a nonimmersive environment.

Immersive headsets, or those that incorporate motion-tracked stereoscopic HMDs, and potentially motion controllers are known to induce a stronger sense of presence and potentially a sense of realism, embodiment, memory, and spatial understanding than nonimmersive devices [17,19,22,23]. Older adults have natural age-related changes that impact cognitive function; the literature discusses that increasing the immersive properties can be beneficial to increasing the sense of presence and place illusion, which is critical to achieve high intrinsic motivation to participate in the VR experience and achieve the health benefits desired [17,24]. Some community-dwelling older adults with cognitive and physical changes may find it challenging to concentrate on images on a wall-mounted flat screen or a handheld tablet while
using an exercise bike. Furthermore, spatial cognition and ability are common changes that occur as a result of aging [25]. Given these issues, the participant may experience increased levels of stress during the intervention, and the sense of presence may be diminished as the participant tries to cognitively and physically navigate the intervention [17,24,25]. The task environment (flat screen, computer screen, and tablet) may have several display elements including passive crystal displays and light-emitting diodes [25]. Lighting levels for reading passive liquid crystal displays (nonbacklit) may be adequate for office or research environments; however, they are not adequate when used with older adults who may have visual acuity changes and who will be using the VR HMD in the home environment [25].

Using nonimmersive displays is further compounded by the angle from which the participant may need to view the display and potentially the glare of the screens that are used, which can alter the ability to visualize [25]. Due to these factors, immersive headsets are considered a distinct category of device with unique potential benefits for community-dwelling older adults. Accordingly, VR experiences in health apps for community-dwelling older adults using HMDs with stereoscopic displays that encompass the field of view and track the motion of at least the head, but also additional parts of the body, were examined in this systematic review.

Therefore, a number of papers have evaluated or systematically reviewed literature based on virtual reality in the health of older adults; however, as discussed earlier, the definition of virtual reality varies widely. The majority of these papers focused on nonimmersive digital games technology such as the Nintendo Wii, Microsoft Kinect, or custom activities where player movement is shown on a flat TV or monitor screen. Common topics of inquiry into this form of virtual reality used with older adults include one or more aspects of physical activity such as balance, rehabilitation, gait function, and falls [26-36]. Serious mental illness [37] and cognitive intervention and training [27,38-40] have also been the focus of reviews; however, very few papers have examined immersive VR, the area of interest in this paper. Duque [41] reported using 3D virtual-reality goggles for visual-vestibular balance training exercises, although it is not clear if these constitute an immersive display or headset. However, recent research has begun to use immersive HMDs in the assessment of physical [42,43] or cognitive function [44] in older adults as well as providing enjoyable travel experiences [45].

In addition to the effectiveness of VR and digital games on chosen outcomes, it is important to understand the usability and acceptability of technology. When a technology such as VR is used, researchers need to be aware that older adults may not be familiar with the technology or they may have unique aging-related physical or cognitive changes that could make participation difficult. Silva [46] conducted a systematic review to identify the study characteristics of VR research with older adults and how VR impacted older adult end users. Silva [46] concluded that design characteristics could be modified to aid older adult users’ experience in using the VR apps. A further systematic review [33] reported evidence on the effectiveness and feasibility of using digital gaming systems within older adults to enable physical activity is weak, with a high risk of bias. Although the authors use the term virtual reality, none of the studies used immersive VR HMDs, only traditional flat screen gaming technologies or augmented reality glasses (a transparent display with digital overlay). The acceptance of HMD VR, possible cybersickness, and attitudes toward technology have also been investigated [47]. There was no evidence to suggest that negative attitudes toward VR apps or cybersickness would be barriers to using VR apps with older adults.

**Objectives**
Although research using VR and immersive headsets is increasing, more knowledge is needed about the types of VR apps using immersive headsets, the health outcomes targeted, outcomes, and transferability to real-world settings for community-dwelling older adults. The aim of this systematic review was to evaluate the effectiveness of VR apps delivered using commercially available immersive headsets in improving physical, mental, and psychosocial health outcomes in community-dwelling older adults.

**Methods**

**Inclusion Criteria**

**Types of Participants**
This review included specifically community-dwelling older adults aged 60 years or older. Initial searches of the existing literature demonstrated that the classification of what constituted older adult varied. Accordingly, the United Nations definition of older populations as 60 years and over was used because this classification provided a more realistic representation of older adults across different countries with varying life expectancies [48]. Older adults residing in residential aged care settings and nursing homes were included, and hospitalized older adults were excluded from the review. Studies that included participants aged under 60 years in the control group were also included.

**Interventions**
Studies that evaluated the use of VR apps delivered via immersive headsets including a combination of VR delivery, employing immersive headsets with incorporation of projector screens to create other forms of immersive VR experiences, were included in this review. Accordingly, commercial headsets including Rift or Vive and older models that encompass the field of view and have motion tracking were included. Studies that did not use VR headsets were excluded.

**Comparators**
This review considered studies that compared the intervention with conventional therapy and studies that did not use comparisons such as case studies.

**Outcomes**
This review considered studies that included the following outcomes: effectiveness of the VR apps intervention via immersive headset using physical, mental, or psychosocial outcome measures. These outcomes were measured using...
kinematic and kinetic computer apps and/or statistical software as well as Likert-based questionnaires.

**Types of Studies**

This review considered both experimental and quasi-experimental study designs, including, but not limited to, randomized controlled trials (RCTs), nonrandomized controlled trials, before and after studies, and interrupted time-series studies. In addition, analytical observational studies including prospective and retrospective cohort studies, case-control studies, and analytical cross-sectional studies were considered for inclusion. This review also considered descriptive observational study designs including case series, individual case reports, and descriptive cross-sectional studies for inclusion. Human studies published in English between 1997 and 2019 were included. This time frame was chosen to capture the most recent advances of VR technology in health practice.

**Review Registration and Approach**

The inclusion criteria, methods, and analysis were registered in the Joanna Briggs Institute (JBI) Systematic Review Register, and the protocol was registered with the International Prospective Register of Systematic Reviews (PROSPERO, CRD42019143504) a priori to the commencement of data extraction. The systematic review was conducted in accordance with the JBI methodology for systematic reviews of effectiveness evidence. This review followed the preferred reporting items for systematic reviews and meta-analyses (PRISMA) recommendations for systematic review reporting [49].

**Search Strategy**

To identify published studies, a 3-step search strategy was employed between April and June 2019. An initial limited search of the Medical Literature Analysis and Retrieval System Online (MEDLINE, using EbscoHost) and Google Scholar was undertaken to identify articles on the topic, using search terms “virtual reality,” “older adult*,” “community setting,” “health,” and “wellbeing.” The text words contained in the titles and abstracts of relevant articles and the index terms used to describe the articles were used to develop a full search strategy for MEDLINE, Cyberpsychology and Behavior, Cumulative Index of Nursing and Allied Health Literature (CINAHL), Excerpta Medica DataBASE Guide (EMBASE), Web of Science, JBI, the Cochrane Library, IEEEExplore, Lancet Psychiatry, Association for Computing Machinery (ACM) Digital Library, Science Direct, and PsycINFO. The search strategy, including all identified keywords and index terms, was adapted for each database to account for appropriate Medical Subject Headings (MeSH) terms. Multimedia Appendix 1 shows the search strategies used for each database, with concepts combined with Boolean operators AND and OR. Hand searches were conducted when necessary. The reference list of all relevant systematic reviews was screened for additional studies. Multimedia Appendix 2 illustrates the PRISMA flow diagram.

**Study Selection**

Following the search, all identified citations were collated and uploaded into Endnote X9, and duplicates were removed [50]. Titles and abstracts were screened by 2 independent reviewers for assessment against the inclusion criteria for the review (GD and CG). The full text of selected citations was assessed in detail against the inclusion criteria by at least two independent reviewers (GD, LW, GW, and CG). Reasons for exclusion of full-text studies were as follows: participants in the intervention group being younger than 60 years, VR apps not utilizing HMDs, studies using qualitative designs, and not addressing the effectiveness of VR apps. Disagreements arising between the reviewers at any stage of the study selection process were resolved through team discussions or with a third reviewer.

**Assessment of Methodological Quality and Certainty of the Findings**

Eligible studies were critically appraised and methodological quality was assessed by 2 independent reviewers (GD, LW, GW, and CG), using the standardized critical appraisal instruments from the JBI [51]. This allowed the reviewers to gain greater insight into the methodological strengths and limitations of the selected studies. Blinding treatment groups was not always conceivable given the nature of the intervention; hence, it was not considered a criterion for inclusion. Any incongruities in appraisal that arose between reviewers were discussed and resolved by all authors. The author of one of the studies considered for inclusion in this review was contacted to request clarification of the randomization techniques used. The grading of recommendations, assessment, development, and evaluation (GRADE) approach for assessing the certainty of evidence for an effect, summarized in a narrative form, was used to assess the overall quality of the findings [52]. The GRADE assessment evaluates the limitations of the studies, indirectness, imprecision, inconsistency, and publication bias [52]. The overall quality of the evidence was categorized as high, moderate, low, or very low. At least two reviewers (GD, LW, GW, and CG) independently completed the GRADE assessments for each article.

**Data Extraction**

Data were extracted from studies by 2 independent reviewers (GD, LW, GW, and CG) using an adapted version of the JBI standardized data extraction tool. The data extracted included specific details about the populations; study methods; interventions; outcomes of significance to the review objective, including the effectiveness of the VR intervention on physical, mental, and psychosocial outcomes; types of VR apps used; and specific health outcomes targeted in community-dwelling older adults. Disagreements between the reviewers were resolved through team discussions or with a third reviewer.

**Data Synthesis**

Findings from the selected studies were narratively synthesized to demonstrate the effectiveness of the VR app intervention via immersive headsets on physical, mental, or psychosocial outcomes.

**Results**

**Summary of the Search Results**

The initial search (Multimedia Appendix 1) from 12 databases resulted in 416 references. Additional records were identified...
(n=74) through manual searching, including searching for systematic review reference lists. After duplicates were removed, titles of a total of 464 studies were assessed.

After the title search was completed, the abstracts of 216 articles were assessed for inclusion by 2 authors (GD and CG). A total of 17 full-text papers were comprehensively assessed for inclusion. Of which, 10 full-text manuscripts were excluded for reasons previously stated, and 7 manuscripts were included in this systematic review, with 2 papers reporting on the same sample. To compare data, Table 1 and Table 2 present the characteristics of the studies and the key findings extracted.
<table>
<thead>
<tr>
<th>Study</th>
<th>Study design</th>
<th>Sample size</th>
<th>Sample characteristics</th>
<th>Virtual reality application</th>
<th>Virtual reality exposure</th>
<th>Outcomes assessed</th>
<th>Outcomes measured</th>
</tr>
</thead>
<tbody>
<tr>
<td>Benham [53]</td>
<td>Mixed methods</td>
<td>12</td>
<td>8 female, 4 male, majority of the sample were white, majority had exposure to technology weekly, 8 participants had musculoskeletal pain, and 4 had neurological pain</td>
<td>The immersive VR system utilized the HTC Vive HMD with 2 hand controllers. A variety of games could be played, although those using movements or standing were excluded for safety reasons. Popular games included interactions with animals, music, and travel. Used range of commercially available VR apps</td>
<td>Participants completed 12 VR sessions over a 6-week period. These ranged from 15 to 45 min long.</td>
<td>Pain management, QoL, depression, overall physical health, overall psychological health, and social life</td>
<td>Patient-reported outcomes, measurement information system, Item Bank v. 1.0–emotional distress–depression, World Health Organization Quality of Life Scale Brief Version (assessing overall health, physical, psychological, and social health), numeric pain rating scale</td>
</tr>
<tr>
<td>Gago [54]</td>
<td>Quasi-experimental</td>
<td>39</td>
<td>20 participants with AD (11 fallers and 9 nonfallers) and 19 control participants. Groups were equally matched for demographic and anthropometric data.</td>
<td>Immersive Oculus Rift VR headset showed a view as if the person was standing at the top of a staircase. The perspective in the headset was shifted forward down the stairs to mimic the displacement during a fall. Used the commercially released “Tuscan Villa” demo from Unity, which is no longer available</td>
<td>One session with a total of five 10-second trials per subject, with each trial involving 1 shift in perspective down the stairs (approximate distance of 1.17 m)</td>
<td>Posture and falls in AD</td>
<td>Kinematic and time-frequency distribution sensor data to assess posture and falls</td>
</tr>
<tr>
<td>Study</td>
<td>Study design</td>
<td>Sample size</td>
<td>Sample characteristics</td>
<td>Virtual reality application</td>
<td>Virtual reality exposure</td>
<td>Outcomes assessed</td>
<td>Outcomes measured</td>
</tr>
<tr>
<td>---------------</td>
<td>--------------</td>
<td>-------------</td>
<td>----------------------------------------------------------------------------------------</td>
<td>-----------------------------------------------------------------------------------------------</td>
<td>----------------------------------------------------------------------------------------</td>
<td>-----------------------------------------------------------------------------------</td>
<td>-----------------------------------------------------------------------------------</td>
</tr>
<tr>
<td>Levy [55]</td>
<td>RCT</td>
<td>16</td>
<td>10 women and 6 men, randomly assigned to a treatment (6 women and 3 men) and control (4 women and 3 men) group. Their fear of falling developed after falling themselves.</td>
<td>Immersive V8 VR HMD was used with wireless mouse for exposure therapy, followed by the use of serious games. Participants were asked to walk during the VR exposure in different settings on different difficulty levels (city, castle, island, and underground). A 3-dimensional electromagnetic sensor was fixed to the helmet to measure head and body motion during walking periods. Used bespoke research software.</td>
<td>12 weekly sessions lasting 40 min (VR exposure=15 min)</td>
<td>Falls, depression, anxiety, and social life impact from functional impairment</td>
<td>Fear of falling measure, Beck depression inventory, Spielberger state-trait anxiety inventory, and Sheehan disability scale</td>
</tr>
<tr>
<td>Optale [56]</td>
<td>RCT</td>
<td>36</td>
<td>24 female and 12 male; from local restcare home</td>
<td>Compare face-to-face music therapy (control) with VR therapy that includes the music from control condition. Custom virtual environments including outdoor areas with paths, childhood homes, or modern city. Navigated using joystick and viewed through motion-tracked V6 headset. User navigates through the environment and views video clips at certain points. Music plays during the experience. Used bespoke research software.</td>
<td>The experimental group completed 6 months of VR memory training. 3 VR sessions every fortnight within the first 3 months. During the next 3-month booster training phase, there was 1 weekly VR session, VR sessions lasted approximately 15 min.</td>
<td>General cognitive ability and memory, depression, and daily living</td>
<td>General cognitive abilities were assessed using the mini-mental state examination and mental status in neurology tests; the digital span test assessed short-term verbal memory abilities; verbal story recall test assessed long-term verbal memory; phonemic verbal fluency test, dual task performance test, and cognitive estimation test were used to assess executive function; clock drawing test assessed visuospatial processing; activities of daily living functions and mobility and the instrumental activities of daily living assessed daily living activities; the geriatric depression scale assessed depression.</td>
</tr>
<tr>
<td>Study</td>
<td>Study design</td>
<td>Sample size</td>
<td>Sample characteristics</td>
<td>Virtual reality application</td>
<td>Virtual reality exposure</td>
<td>Outcomes assessed</td>
<td>Outcomes measured</td>
</tr>
<tr>
<td>------------</td>
<td>--------------</td>
<td>-------------</td>
<td>----------------------------------------------------------------------------------------</td>
<td>-----------------------------------------------------------------------------------------------------------------------------------</td>
<td>--------------------------------------------------</td>
<td>---------------------</td>
<td>-----------------------------------------------</td>
</tr>
<tr>
<td>Parijat</td>
<td>RCT</td>
<td>24</td>
<td>12 male and 12 female; 12 control and 12 experimental; closely age matched (±4 years); closely matched for physical characteristics.</td>
<td>Participants viewed a custom city-street VR environment that moved as if the person was walking, through an immersive motion-tracked Sony headset. The visual scene showed that the person was slipping, to induce slip recovery behavior. Used bespoke research software.</td>
<td>One session of VR exposure of 45 to 55 min, with pre- and postslip training and assessments in separate sessions.</td>
<td>Falls</td>
<td>Kinematic and kinetic data were filtered before angular kinematics and muscle activations were assessed at 5-min time intervals.</td>
</tr>
<tr>
<td>White</td>
<td>Case study</td>
<td>1</td>
<td>74-year-old male living at home with his wife. Diagnosed with mild cognitive impairment with probable development of AD. Scored 24/30 on Montreal Cognitive Assessment.</td>
<td>Bespoke 3-story virtual building that is navigated via a wheelchair in a 2-dimensional physical space and viewed through oculus Rift DK2. Virtual elevators move the user between floors. Task involves moving to the correct window of 12 in the building. Used bespoke research software.</td>
<td>3×45-min training sessions per week for 7 weeks</td>
<td>Cognitive ability in AD</td>
<td>Cognitive ability and spatial trajectories were assessed</td>
</tr>
</tbody>
</table>

aVR: virtual reality.  
bHTC: high-tech computer.  
cHMD: head-mounted display.  
dQoL: quality of life.  
eAD: Alzheimer disease.  
fRCT: randomized controlled trial.
Table 2. Summary of findings table.

<table>
<thead>
<tr>
<th>Outcomes assessed; study</th>
<th>Key findings</th>
<th>Grading of recommendations, assessment, development, and evaluation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pain management; Benham [53]</td>
<td>Between presession 1 and postsession 12 VR sessions, there were significant improvements in pain scores with a large effect size (−1.54, 95% CI −2.50 to −0.58; P=0.02; Effect size &gt;0.8=large effect).</td>
<td>Moderate</td>
</tr>
<tr>
<td>Quality of life; Benham [53]</td>
<td>WHOQOL-BREF did not find any significant differences over 6 weeks of VR therapy on overall health (−0.06, 95% CI −0.91 to 0.78; P=0.66), no significant differences on overall physical health (0.41, −0.45 to 1.26; P=0.08), no significant differences on social life (0.08, 95% CI −0.77 to 0.93; P=0.87), and no significant differences on overall psychological health (0.33, 95% CI −0.52 to 1.18; P=15).</td>
<td>Moderate</td>
</tr>
<tr>
<td>Posture; Gago [54]</td>
<td>The AD faller group had a higher power regarding use of mechanical properties of oscillation for postural adjustments compared with the control group, alluding to worse postural stability in this group (−4 to 0s: P=0.02; 0 to 4s: P=0.01; and 4 to 8s: P=0.008). AD participants had a time lag in cognitive strategies for postural correction compared with healthy subjects (−4 to 0s: P=0.002; 0 to 4s: P=0.01).</td>
<td>Moderate</td>
</tr>
<tr>
<td>Falls; Gago [54]</td>
<td>The AD fallers groups had a delayed reaction time for changes in power compared with the control group, with a change in power seen only in the last interval (0 to 4s vs 4 to 8s; LB:P=0.008; HB:P=0.01).</td>
<td>Moderate</td>
</tr>
<tr>
<td>Falls; Levy [55]</td>
<td>There were statistically significant differences between the 2 groups for fear of falling scores. Fear of falling scores over the 12 weeks reduced by 2.78 (SD 4.82) in the VR group and increased by 4.14 (SD 4.30) in the control group (P=0.007).</td>
<td>Moderate</td>
</tr>
<tr>
<td>Falls; Parijat [57,58]</td>
<td>VR training led to significantly better balance on slippery surfaces with VR therapy reducing slip distance (slip distance 1: F_{1,18}=10.34, P=0.01; slip distance 2: F_{1,18}=5.27, P=0.03), reducing peak slide heel velocity (F_{1,18}=4.54, P=0.05), and reducing peak trunk extension post slip (F_{1,18}=12.46, P=0.01). Slip distance 1 and 2 are the anterior-posterior distance traveled (in cm, based on the location of the heel) from the start of the slip to when heel acceleration peaks (slip distance 1) and then from this point until the heel velocity peaks (distance 2) VR with the treadmill supported realistic walking gait after 15 to 20 min (step duration: F_{2,56}=10.56, P=0.002; step width: F_{2,56}=9.56, P=0.02). There were no significant effects on ankle, hip, or knee kinematics.</td>
<td>Moderate</td>
</tr>
<tr>
<td>Memory and cognitive function; Optale [56]</td>
<td>Combining music therapy with exploration of spatial and personally relevant environments in VR led to improved memory (F_{2,58}=17.40, P&lt;0.001) and general cognitive functions (MMSE$ scores F_{2,58}=23.01, P&lt;0.001; mental status in neurology score F_{2,58}=30.16, P&lt;0.001); executive function (cognitive estimation test group difference: F_{1,29}=11.12, P=0.002; dual task performance test group and time interaction: F_{2,58}=10.92, P&lt;0.001; phonemic verbal fluency test group and time interaction: F_{2,58}=14.6, P&lt;0.001); verbal memory (digital span test group and time interaction F_{2,58}=17.4, P&lt;0.001; verbal story recall test group and time interaction F_{2,58}=36.66, P&lt;0.001), but not in spatial abilities (F_{2,58}=3.14, P=0.05).</td>
<td>Low</td>
</tr>
<tr>
<td>Memory and cognitive function; White [59]</td>
<td>Navigation errors reduced during VR training, but there may be no strong positive effect on overall cognitive ability.</td>
<td>Low</td>
</tr>
<tr>
<td>Disability; Levy [55]</td>
<td>There were no significant differences in social life (P=0.18) or family life (P=0.12) impact from functional impairment between the VR exposure therapy group and the waiting-list group.</td>
<td>Moderate</td>
</tr>
<tr>
<td>Daily living; Optale [56]</td>
<td>There were no significant differences of VR therapy on daily living tasks (Activities of Daily living 2.58=1.5, P=0.23; Instrumental Activities of Daily Living 2.58=1.05, P=0.36).</td>
<td>Moderate</td>
</tr>
<tr>
<td>Anxiety; Levy [55]</td>
<td>There were statistically significant differences between the 2 groups’ mean state anxiety scores. The mean state anxiety score reduced by 8.86 (SD 14.46) in the VR group and increased by 9.80 (4.66) in the control group (P=0.05). There were no significant differences in trait anxiety scores between the groups (P=0.24).</td>
<td>Moderate</td>
</tr>
<tr>
<td>Depression; Benham [53]</td>
<td>There were no significant differences in PROMIS$ scores (0.29, 95% CI −1.14 to 0.56; P=0.33).</td>
<td>Moderate</td>
</tr>
<tr>
<td>Depression; Levy [55]</td>
<td>There were no significant differences in Beck Depression Inventory scores between the VR and control groups (P=0.47).</td>
<td>Moderate</td>
</tr>
</tbody>
</table>
Populations Included in the Review

The populations recruited were highly variable. Although all were 60 years and older, the populations recruited into the studies in this review were older adults experiencing musculoskeletal or neurological pain, with a fear of falling, living in residential aged care, diagnosed with AD, and diagnosed with mild cognitive impairment [53-59]. Therefore, the results could not be synthesized across defined populations, for example, older adults at risk of falls.

Virtual Reality Application

VR apps were used to view a stereoscopic virtual environment through a motion-tracked HMD. Each of the studies in this review used an immersive virtual environment intervention [53-59]. This included differently manufactured devices with varying frames per second, field of view, degrees of freedom, latency, and tracking, which influence the immersive sense of presence [19]. The frequency and duration of VR exposure varied considerably between studies. VR exposure ranged from five 10-second displays of stereoscopic 3D images to 55 min of serious gaming, with 15 min being the most common exposure time [53-59]. VR therapy was administered as a singular session in 3 studies [54,57,58]. Other studies completed VR therapy more regularly, with Levy [55] administering it weekly over a 12-week period, Benham [53] completing it twice weekly for 6 weeks, White [59] completing it 3 times per week over a 7-week period, and Optale [56] completing 3 sessions per fortnight. Across the 7 papers, VR was used for 2 general categories of health care application: treatment for a particular condition or symptom and assessment of physical ability (although there was also a component of training) [53-59].

<table>
<thead>
<tr>
<th>Outcomes assessed; study</th>
<th>Key findings</th>
<th>Grading of recommendations, assessment, development, and evaluation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Depression; Optale [56]</td>
<td>The participants receiving VR therapy had a reduced depression value on the Geriatric Depression Scale after the initial VR session ($F_{1,29}$=5.61; $P=.02$), but not after the booster VR session ($F_{1,29}$=1.35; $P=.25$).</td>
<td>Moderate</td>
</tr>
</tbody>
</table>

aGRADE assessment reported per outcome, not per study.
bVR: virtual reality.
cWHOQOL-BREF: World Health Organization Quality of Life Scale Brief Version.
dAD: Alzheimer disease.
eLB: low-frequency band within kinematic time-frequency analysis.
fHB: high-frequency band within kinematic time-frequency analysis.
gMMSE: mini-mental state examination.
hPROMIS: patient-reported outcomes measurement information system.

Health Outcomes Targeted in the Interventions

Physical Health Outcomes

Physical health outcomes are important for community-dwelling older adults to remain living in the community as independently as possible. However, due to the complex multimorbid chronic disease, many community-dwelling older people are at risk of declining physical health as they age [60,61]. For example, older adults living in the community are at greater risk for falls due to increasing functional decline and subsequent muscle loss and weakness. Several studies focused on falls, including participants who were either at risk of falls or with a history of falls [54,55,57,58]. Some overlap in health outcomes existed where 2 studies focused on health outcomes that transect physical, mental, and social aspects [53,55]. For example, the paper by Levy [55] had a primary objective focused on assessing VR therapy in the treatment of fear of falling. In total, 2 studies evaluated the use of VR training apps to improve postural and muscular adjustment with the goal of enabling the older person to compensate for induced perturbation (balance-recovery) or slips with the goal of fall prevention [54,57]. In perturbation-balance training, a balance-recovery approach is used to improve the recovery reaction to a person losing his or her balance. Gago [54] developed VR training that introduced visual perturbation with the goal of studying the postural adjustment mechanisms in participants with AD with and without a history of falls and a control group. A key finding of this study was that older adults with AD who had a history of falling needed greater compensatory postural adjustment compared with participants with AD who did not have a history of falling and the control group (4 to 0s: $P=.02$; 0 to 4s: $P=.01$; and 4 to 8s: $P=.008$) [54]. This may be due to visual and perceptual problems that are often common in people with AD. However, the participants with AD who had a history of falls were able to make adjustments to visual perturbation [54].

Parijat et al [57,58] conducted 2 separate studies using the same sample and dataset. In the study by Parijat et al [58], the design and effectiveness of VR training to improve recovery reactions of healthy older adults, with the aim of reducing fall frequency,
was investigated. Parijat et al [58] found that VR training of motor skills to recover from a slip-induced fall led to significantly better balance minutes (step duration: $F_{1,76} = 10.56, P = .002$; step width: $F_{1,76} = 9.56, P = .02$) and recovery reactions (step distance 1: $F_{1,18} = 10.34, P = .01$; step distance 2: $F_{1,18} = 5.27, P = .03$; peak slide heel velocity: $F_{1,18} = 4.54, P = .05$) on actual slippery surfaces. However, because participants were able to adapt to virtual slips fairly quickly, visually inducing physical responses might not be effective long term. In the paper, slip distances 1 and 2 are the anterior-posterior distance traveled (in cm, based on the location of the heel) from the start of the slip to when heel acceleration peaks (slip distance 1) and then from this point until the heel velocity peaks (slip distance 2) [58]. In the study by Parijat et al [57], the objective was to improve the recovery reaction and improve angular and muscular responses when participants were exposed to a slippery surface. The authors also quantified the kinematics of angular and muscular changes [57]. Kinematics is a way of describing the geometric mechanics of motion and velocity without considering the force that caused the motion. The key findings of this study were that VR with the treadmill supported both realistic walking gait and significant improvements in slip recovery kinematics [57]. The authors concluded that slip training was more effective using VR training compared with conventional movable platform training [57]. The kinematic angular differences varied only in the trunk measurements between the 2 groups. Peak trunk extensions decreased more in the VR training group compared with the control group ($F_{1,18} = 12.46, P = .01$) [57]. In the second slip trial, the VR training group was able to quickly reverse the forward trunk rotation, which is a key ability for regaining balance [57].

**Mental and Psychosocial Health Outcomes**

A total of 3 studies implemented VR to improve cognition, memory, and/or psychologic aspects in older adults [55,56,59]. In the study by Levy [55], older adult participants who exhibited fear of falling were included. The objective of this study was to use a VR app to treat the pathology of the phobic reactions to walking experienced by the participants [55]. Notably, all participants had moderate to severe social limitations as a result of their traumatic fall history, in addition to having a variety of comorbidities that were not related to walking difficulties [55]. The findings of this study showed a significant decrease in the fear of falling measure in the intervention group ($-2.78; SD 4.82$) compared with the control group after VR exposure (4.14; SD 4.30; $P = .007$) [55]. Although there was no difference in social life or depression, anxiety in the intervention group was significantly lower ($-8.86; SD 14.46$) than that in the control group (9.80; SD 4.66; $P = .005$) [55]. Optale [56] and White [59] studied the use of VR apps to improve cognition and memory function in older adults with memory deficits. Optale [56] used VR immersion and interaction as a treatment intervention for older adults with memory deficits. Several outcomes were measured, including general cognitive abilities, verbal memory, executive functions, and visuospatial processing. The study findings show that VR therapy led to significant improvements in cognitive functioning and verbal memory (pretraining to postraining MMSE score: $F_{1,29} = 6.85; P = .01$ and postraining to postbooster evaluation: $F_{1,29} = 4.46; P = .04$), particularly long-term memory improved in the intervention group [56]. A significant change was observed in the experimental group for all 3 executive functions measured [56]. However, visuospatial abilities or daily living were not affected [56]. A descriptive case study by White [59] used VR app intervention to strengthen the cognitive reserve in one participant with early AD to improve and maintain cognition, and in particular, spatial cognition. The participant’s navigational ability improved in response to the training given [59]. Although navigation errors were present, a reduction was evident overall [59]. However, it is unclear whether or not there is a positive effect on overall cognitive ability [59]. The findings of this case study suggest that people with early stages of AD can learn to navigate paths in a suitable immersive VR system [59].

In the remaining study, Benham [53] conducted a mixed methods study at a senior day-center to identify the efficacy of VR interventions on pain, depression, and QoL in community-dwelling older adults who self-reported acute or chronic pain that was bothersome at least two days per week. The VR therapy appears to have improved pain management in community-dwelling older adults [53]. VR intervention significantly reduced the report of pain ($-1.54, 95\% CI\text{-}2.50$ to $-0.58; P = .002$) [53]. Participants also reported that the VR intervention was able to distract them from their pain [53].

**Discussion**

**Principal Findings**

The incorporation of VR in health care is promising in its ability to support older adults in managing age-related changes, for example, musculoskeletal changes and those related to chronic disease that impact physical, cognitive, and psychosocial health and well-being. The studies included in this review are examples of how technologic advances are changing the face of health care and demonstrate that certain VR interventions can be successfully used with older adults.

Fall prevention appears to be an area where immersive VR using HMD can have a significant impact. Falls contribute to injury, pain, disability, and premature death [5]. The loss of balance and slow reactions to steady state is a primary mechanism for falls [62]. A total of 2 studies evaluated the use of VR training apps to improve postural and muscular adjustment with the goal of enabling the older person to compensate for induced perturbation (balance-recovery) or slips so that a fall may be prevented [54,57]. Although there is an emphasis on the physical aspect of fall prevention, including balance, gait, and recovery reaction, sustaining a fall can have psychological and behavioral impacts on the older person. Fear of falling is common among older adults, and in some cases, this fear is disproportionate, with physical reactions to extreme anxiety including palpitations, sweating, and avoidance of walking altogether [63,64]. A total of 3 studies aimed to improve cognition, memory, and/or psychological aspects in older adults [55,56,59]. The results indicate a positive change and improvement, although several questions remain around the longevity of the impact [55,56,59].
The findings of the studies reviewed suggest that the expansion of VR for health-related interventions, while in a safe and controlled environment, may have several potential therapeutic benefits for older adults to facilitate independence and QoL [65,66]. Although the studies included in this review have mostly focused on evaluating the effectiveness of VR intervention in conventional therapy [53-59], VR intervention apps could also support therapists and clinicians to assess a person’s physical, cognitive, or psychosocial status to identify potential problems [67,68]. For example, gait patterns, postural adjustment, musculoskeletal pain, and compensatory mechanisms could be assessed using VR to identify mobility issues of concern and determine a person’s fall risk [69]. Tailored VR interventions could be developed to target fall prevention and to promote increased physical activity, which has a protective effect on age-related musculoskeletal changes [54,57,58].

Furthermore, using VR to assess, develop, and implement cognitive interventions to improve cognition, memory, and psychological aspects could make VR a competitor to traditional cognitive rehabilitation [70]. For example, stroke is common among older adults, and many require cognitive rehabilitation along with physical rehabilitation. Clinicians could use VR as an individualized intervention to determine cognitive and decision-making problems and develop individualized VR-based interventions [70,71]. Chronic pain is common in older adults, limiting independence, physical movement, and social activity [53,72]. Although more knowledge is needed about VR interventions to reduce or manage pain in older adults, VR has been used extensively in other age groups, and there is scientific evidence that VR can reduce the pain that is experienced [73,74]. VR exposure therapy interventions have been applied to reduce extreme fears such as phobias [73-75]. After a fall or similar accident, older adults often suffer from extreme fear of falling, which could be very limiting to staying physically active [76]. The study by Levy [55] was able to demonstrate significant reductions in the fear of falling. One of the unique benefits of VR use in health care with older adults is the potential to meet more than one need, as VR apps may span the physical, mental, and psychosocial needs of a person [77,78].

Although some studies under review reported indication of positive outcomes regarding VR use in older adults [53,55,59], it is important to highlight several practical aspects that are challenges to implementing VR interventions with older adults, who are often in a vulnerable state, and to translate the use of VR interventions as a standard of care in the aged care sector. The majority of participants were healthy enough to fully participate in the intervention studies [57-59]. Investigations into using VR interventions with older adults who are frail or unwell are needed. For example, a better understanding of the severity of cognitive impairment and the applicability of VR has not been explored. People with increased levels of frailty who are at greater risk for functional decline and falls may benefit from VR interventions; however, it is unclear whether frail older adults can engage with the VR interventions described in this review.

Strengths and Limitations

Visual and auditory changes could make it challenging for some older adults to engage with the technology. It is important to consider natural age-related changes in the design of VR apps for older adults [79]. Only Parijat et al [57,58] explicitly assessed visual acuity, via Snellen’s chart; Benham [53], Gago [54], Levy [55], and Optale [56] excluded participants if they self-reported uncorrected vision or serious/significant sensory impairment. None of the authors administered hearing tests [53-59]. Only Benham [53] and Parijat et al [57,58] took any measurement of cybersickness [80]. In most of the studies, it was unclear whether the researchers used a participatory approach by inviting older adults to contribute to the design and conduct of the intervention [81]. Although some literature indicates that older adults are open to using VR interventions, not much is known about the acceptance of HMD VR use in older adults [66,82]. For example, only 1 study included a survey question about the overall experience with VR [53]. None of the other studies discussed how well older adults accepted the VR and HMD and whether they were able to engage with and adapt to the physical aspects of the VR device and the VR environment or their experience with presence. Unless there is some adaptation to vision and hearing abnormalities and dexterity, older adults may be reluctant to adopt VR as a consistent health care–related intervention. In using VR exposure therapy with older people with anxiety and phobias, there is some debate on the outcome expectancy of treatment outcomes induced by presence (or immersion in the VR environment) because this relationship could be influenced by anxiety that may be inadvertently created by presence [55]. Subsequently, clinicians and industry providers may be reluctant to adopt VR for exposure therapy.

We noted that several studies in this review used a VR intervention as a means to impact another outcome that was not measured at the time of the study [54,57,58]. For example, although some of the studies implemented VR training with the aim of preventing falls, fall prevention was an indirect outcome variable, and although postural adjustment may have improved during the study, it is unclear how long this benefit lasts for and whether any longer-term impact on falls was experienced. Furthermore, some authors noted that VR interventions that induce slips need to make each slip novel in some way to reduce the likelihood that participants adapt to the stimulus and inadvertently limit the desired postural improvement [57,58].

Interestingly, no study designed or incorporated gaming technology in VR to support engagement and promote enjoyment for participants [26]. This would bring the technology full circle with its beginnings as a gaming technology [83]. The participants in the study by Benham [53] were able to play a game if they desired, but many seemed to choose other activities such as traveling or interacting with animals, and gaming/gamification was not a deliberate or controlled part of the intervention design or evaluation. Longitudinal studies should be conducted to determine the long-term effect on the outcome variable under study. All studies in this review included a small sample size, which impacted the generalizability of the findings [53-59]. Powered RCTs are needed to determine the

https://www.jmir.org/2020/6/e17331
effectiveness of VR therapy compared with standard care practices.

It is important to note that none of the papers included in the review reached a High level of GRADE certainty and quality. White [59] was judged to have a very low GRADE judgment, as it constituted a single case study with no blinding or randomization. The remaining papers were rated as Moderate, as they employed randomized designs, blinding, patient-reported outcomes, or RCTs [53-58]. Therefore, there is convincing evidence that VR interventions can be effective; however, it is clear that more research needs to be done. A recent review paper highlighted a similar shortcoming in scientific rigor in other fields of VR research [84]. So, although this suggests that it is not a problem particular to the health domain, it also emphasizes that more rigorous scientific methods need to be used to robustly evaluate and validate the technology.

Conclusions
In conclusion, the wider literature suggests that VR interventions have the potential for wide-scale adoption to promote health and wellness among older adults. This review demonstrates that interventional research using VR with older adults in varying states of health is in the early stages of development. In particular, evidence around the potential adoption of VR interventions in applied clinical or therapeutic settings is limited and requires further understanding of logistics, financial costs, and the acceptability and usability of immersive VR in older adults from the perspective of older adults and clinicians. The review also indicated the need for a greater understanding of the design features of immersive VR apps that can promote and improve health for older adults, including those with audio-visual deficits.
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Abstract

Background: There is growing evidence that technology-based interventions (TBIs) are effective for the treatment of depression. As TBIs are gaining acceptance, a question arises whether good therapeutic alliance, considered a key aspect of psychotherapy, can be established without or with minimal face-to-face contact or rather changes if blended concepts are applied. While therapeutic alliance has been studied extensively in the context of face-to-face therapy, only few studies have reviewed evidence on alliance ratings in TBIs.

Objective: The purpose of this study was to examine therapeutic alliance in technology-based psychological interventions for the treatment of depression.

Methods: We searched Cochrane Central Register of Controlled Trials (CENTRAL), MEDLINE, PsycINFO, PSYNDEX, CINAHL, clinical trial registers, and sources of grey literature for randomized controlled trials on TBIs in the treatment of adults with unipolar depression. All publications were selected according to prespecified criteria. Data were extracted by two independent reviewers.

Results: A total of eight out of 98 studies (9.5%) included in the review on TBIs for depression considered therapeutic alliance as part of their evaluation. The available data covered eight different treatment conditions, including four stand-alone treatments (face-to-face psychotherapy, email, telephone, and internet program) and four combined treatments (face-to-face psychotherapy plus a smartphone app and an internet program combined with face-to-face psychotherapy, treatment as usual, or email/telephone). On average, patients rated the alliance positively across all groups. Importantly, no relevant group differences regarding therapeutic alliance sum scores were found in any of the studies. Five studies investigated the relationship between patients’ alliance ratings and treatment outcome, revealing mixed results.

Conclusions: Our results suggest that it is possible to establish a positive therapeutic alliance across a variety of different TBIs for depression, but this is based on a small number of studies. Future research needs to determine on what basis therapeutic alliance is formed in settings that do not allow for additional nonverbal cues, perhaps with adapted instruments to measure therapeutic alliance.

Trial Registration: PROSPERO International Prospective Register of Systematic Reviews CRD42016050413; https://www.crd.york.ac.uk/prospero/display_record.php?ID=CRD42016050413

International Registered Report Identifier (IRRID): RR2-10.1136/bmjopen-2018-028042

(J Med Internet Res 2020;22(6):e17195) doi:10.2196/17195
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Introduction

Background

Globally, over 300 million people (point prevalence in 2015) are estimated to have depression, accounting for 4.4% of the world population [1]. Depression is the greatest contributor for both disability and suicide [1] and is associated with greatly increased healthcare costs [2]. Treatment of depression with face-to-face psychotherapy has been shown to be effective over the last decades [3]. There is growing evidence that technology-based interventions (TBIs) are also effective for the treatment of depression, with great clinical improvement and recovery after treatment [4-9].

TBIs differ according to various aspects, including the type of technology (eg, computer and smartphone), therapeutic rationale (eg, cognitive behavior therapy and behavioral activation), the clinical phase of depression management (waiting period, acute treatment, and aftercare), and the amount of human support [10]. The degree of support as well as the delivery mode can range from a stand-alone self-administered treatment with no therapist contact at all to a blended treatment with active involvement of a therapist and regular face-to-face meetings.

Besides lowering the threshold to access treatment (eg, providing geographic and time-related flexibility) [11], TBIs, such as online therapy, provide an opportunity to reach people who refuse to seek traditional services, especially those who wish to remain anonymous [11,12].

Considering these aspects as well as the increasing interest in TBIs, a question arises whether adequate therapeutic alliance, considered a key aspect of psychotherapy, can be established without or with minimal face-to-face contact or rather changes when blended concepts are applied.

Therapeutic alliance can be viewed as the “quality of partnership and mutual collaboration between a therapist and client” [13], albeit a generally valid definition of the construct does not exist. According to Bordin [14], good therapeutic alliance is characterized by an agreement between the therapist and patient on the goals of the therapy, the tasks to be performed, and their emotional bond (eg, if the patient feels respected and appreciated by the therapist). Depending on the type of technology, the communication between the therapist and patient can be synchronous (telephone or video conference) or asynchronous (email or web-based program). Moreover, different technologies provide different cues about the therapist, such as visual (video conference) and auditory (telephone) cues, which may influence the emotional bond. This complexity needs to be incorporated when describing findings concerning therapeutic alliance, as pointed out in a recent review by Berger [15].

There are different instruments to assess therapeutic alliance, and the most frequently used instrument is the Working Alliance Inventory (WAI) [16,17], which includes the three aspects of goal, task, and bond. These instruments can be administered at different time points and are based on the patient’s, the therapist’s, or an observer’s point of view.

Positive alliance ratings are good predictors of treatment success in traditional face-to-face psychotherapy, even when controlling for other possible confounders, such as prior symptom change [13,18,19].

While therapeutic alliance has been studied extensively in the context of face-to-face therapy [13], only few studies have reviewed the evidence on alliance ratings in TBIs [17,20]. In a meta-analysis of 295 studies, Flickiger et al [17] recently showed that alliance ratings in internet-based programs are similar to those in face-to-face settings. They further revealed that the effect size of the relationship between alliance and treatment outcome is comparable in TBIs and face-to-face settings. The authors reported that most of the studies investigating alliance in internet-based interventions relied on the WAI. However, this review focused on internet-based interventions only and did not refer specifically to people diagnosed with depression. There are randomized controlled trials (RCTs) addressing therapeutic alliance in TBIs for people with depression [21,22]. However, there is no published systematic review on this topic.

Aim

The purpose of this study was to examine therapeutic alliance in TBIs for the treatment of depression in a systematic review, considering the following research questions: (1) How many of the studies included in the review consider therapeutic alliance in their evaluation? (2) How is therapeutic alliance assessed? (3) How is the quality of therapeutic alliance rated across different interventions? (4) Is there a relationship between therapeutic alliance and treatment outcome?

Methods

Design

This study is part of a preregistered systematic review (PROSPERO registration number: CRD42016050413) on the comparative effectiveness of Technology-based Interventions in different steps of Depression Care (TIDECA). The corresponding protocol has been published [23] and includes more detailed descriptions. This review is in accordance with the standards of the Cochrane Collaboration [24] and is reported in line with the Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA) statement [25].

Search Strategy

We searched the following key databases: Cochrane Central Register of Controlled Trials (CENTRAL), MEDLINE, PsycINFO, PSYNDEX, and CINAHL. The search was not limited by date, language, or publication status. Supplementary material of the study protocol [23] includes applied search strategies of key databases. We further searched clinical trial registers (ClinicalTrials.gov, International Clinical Trial Registry Platform, and German Clinical Trial Register) and sources of grey literature (Open Grey, Trip Database, ProQuest Dissertations & Theses Abstract and Indexing, and specialized registers of Institute for Scientific Information Web of Science). Additionally, all first authors of the included publications were contacted for supplementary information on further published and unpublished trials and specific study information or the
status of on-going studies, which were identified as published study protocols or preregistered trials.

**Inclusion and Exclusion Criteria**

We applied PICOS categories (Population; Intervention; Comparator; Outcome; Study design) [24,26] to define the inclusion and exclusion criteria for our study. All abstracts were screened according to prespecified criteria. We included studies only if (1) they were cluster RCTs, (2) participants were 18 years or older, (3) participants had a diagnosis of unipolar depression based on a formal classification system, (4) mental or somatic comorbidities were not the main focus of the intervention or study, and (5) the active intervention included a TBI based on an explicit psychotherapeutic theory and aimed to improve depressive symptoms. For more details, refer to the study protocol [23].

**Selection Procedure**

The selection process is presented in Figure 1. The search yielded a total of 13,077 records after duplicates were removed. Two authors (MK and SL) independently screened the first 100 records for inclusion. Since the interrater reliability for this sample was high (98%), one author (MK) screened the remaining records in the course of the title/abstract screening and the second author (SL) assessed publications labelled as “unclear.” Selected full-text publications (n=802) were subsequently screened for inclusion by two independent reviewers (MK and MD). Discrepancies were resolved by discussion with a third reviewer (SL). A total of 98 publications fulfilled all inclusion criteria for the TIDECA study and were finally screened to determine whether they included data on the *therapeutic working alliance relationship*. Eight publications were included in this review.
**Data Extraction**

We developed a standardized data collection sheet, which was piloted on three studies. The sheet collected the following data: (1) general data (e.g., year of publication), (2) methodological information (including risk of bias assessment), (3) demographic and clinical sample characteristics, (4) classification of the clinical phase of depression management (waiting period, acute treatment, and aftercare), (5) delivery mode (e.g., blended treatment), (6) treatment characteristics, (7) sample size and study flow, (8) primary and secondary outcome data, and (9) data on therapeutic alliance, including measuring instrument, rating of therapeutic alliance for all included groups (means, standard deviations, and \( P \) values for available group differences), and data on the relationship between therapeutic alliance and treatment outcomes (\( P \) values). Data were extracted by two independent reviewers (EW and MK), and inconsistencies were resolved by discussion or by involving a third reviewer (SL).

**Data Analysis**

Given the heterogeneity of the studies included, qualitative (respectively descriptive) synthesis of the evidence was performed, rather than a meta-analysis.
Descriptive statistics were used to present means, standard deviations, and percentage scores. Standard deviations were derived from standard errors, if not provided otherwise. We decided to focus on alliance ratings after the treatment had started (instead of pretreatment ratings) in order to detect possible group differences based on the different interventions. If several time points after the start of treatment were reported in the studies, we selected the earliest alliance ratings, in line with previous findings showing that therapeutic alliance is established at an early stage of therapy [27]. Given that only a small number of studies provided the therapists’ ratings of therapeutic alliance and all studies provided the patients’ ratings, the results focused on the patients’ ratings.

Quality Appraisal
The risk of bias assessment was evaluated by two independent reviewers (EW and MK) for the included studies according to the Risk of Bias Tool of the Cochrane Handbook for Systematic Reviews [24] (including the domains random sequence generation, allocation concealment, blinding of participants and personnel, blinding of outcome assessment, incomplete outcome data, selective outcome reporting, and other bias). In line with a previous operationalization [28], we specified the domain “other bias” using the following three additional categories: insufficient treatment adherence, allegiance bias, and attention bias. Interrater reliability was calculated to be 77%. Discrepancies were resolved by discussions between the reviewers (EW and MK) or by involving a third reviewer (SL).

Protocol Changes
Since the applied literature search was very comprehensive, we did not perform an additional systematic forward and backward reference search.

Results
Study Characteristics
Among the selected studies in the TIDECA review, 9.5% (8/98) considered therapeutic alliance as part of their evaluation. As displayed in Table 1, studies examining therapeutic alliance were published within the last decade and were mainly located in Europe, except for one study from the United States [29-36]. The sample size of these studies ranged from 38 to 325 participants. The technological delivery modes in the intervention groups included email, web-based programs, telephone, and a smartphone app. Waitlists, face-to-face psychotherapy, treatment as usual (TAU) combined with a waitlist, and an active control group with TAU were used as controls. Among the studies, four used a TBI as a stand-alone intervention, three implemented a blended treatment (ie, combining TBIs with face-to-face therapy), and one conducted enhanced stand-alone interventions (ie, combining TBIs with TAU without following a specific concept). The therapeutic rationale of applied TBIs was based on behavioral psychotherapy in all studies. The length of the treatment ranged from 8 to 18 weeks. The qualifications of the therapists varied from MSc students of clinical psychology and licensed psychotherapists to PhD-level psychologists.

Notable differences were observed with regard to the degree of therapist guidance. Therapists in predominantly self-help interventions focused on providing feedback, validation, reinforcement, and encouragement to continue with the program. In predominantly therapist-administered interventions, the therapy was delivered by therapists, whereas interventions based on self-help did not involve any therapists.
<table>
<thead>
<tr>
<th>Study, authors (publication year)</th>
<th>Study location</th>
<th>N(^a)</th>
<th>Study arms</th>
<th>Delivery mode</th>
<th>Therapeutic rational of TBI(^b)</th>
<th>Length (weeks)</th>
<th>Qualification of the therapists</th>
<th>Degree of guidance(^c)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Andersson et al (2012) [29]</td>
<td>Sweden</td>
<td>88</td>
<td>Email support vs internet program vs waitlist</td>
<td>Stand-alone intervention</td>
<td>CBT(^d)</td>
<td>8</td>
<td>MSc students of clinical psychology</td>
<td>Predominantly therapist administered (email) and predominantly self-help (internet)</td>
</tr>
<tr>
<td>Berger et al (2018) [30]</td>
<td>Germany</td>
<td>98</td>
<td>Internet program + F2F(^e) vs F2F</td>
<td>Blended treatment</td>
<td>CBT</td>
<td>12</td>
<td>Licensed psychotherapists</td>
<td>Predominantly therapist administered</td>
</tr>
<tr>
<td>Lindner et al (2014) [31]</td>
<td>Sweden</td>
<td>38</td>
<td>Internet program + telephone support vs internet program + email support</td>
<td>Stand-alone intervention</td>
<td>BA(^f) + ACT(^g)</td>
<td>8</td>
<td>MSc students of clinical psychology</td>
<td>Predominantly self-help</td>
</tr>
<tr>
<td>Ly et al (2015) [32]</td>
<td>Sweden</td>
<td>93</td>
<td>Smartphone + F2F vs F2F</td>
<td>Blended treatment</td>
<td>BA</td>
<td>9 (blended) and 10 (control)</td>
<td>MSc students of clinical psychology</td>
<td>Predominantly self-help</td>
</tr>
<tr>
<td>Meyer et al (2015) [33]</td>
<td>Germany</td>
<td>163</td>
<td>Internet program + TAU(^b) vs TAU + waitlist</td>
<td>Enhanced stand-alone intervention</td>
<td>CBT</td>
<td>13.05</td>
<td>No therapists involved</td>
<td>Self-administered</td>
</tr>
<tr>
<td>Steinmann et al (2019) [34]</td>
<td>Germany</td>
<td>59</td>
<td>Telephone + F2F + letters vs telephone + F2F</td>
<td>Stand-alone intervention</td>
<td>CBT</td>
<td>9-13</td>
<td>Licensed psychotherapists</td>
<td>Predominantly therapist administered</td>
</tr>
<tr>
<td>Stiles-Shields et al (2014) [35]</td>
<td>USA</td>
<td>325</td>
<td>Telephone vs F2F</td>
<td>Stand-alone intervention</td>
<td>CBT</td>
<td>18</td>
<td>PhD-level psychologists</td>
<td>Predominantly therapist administered</td>
</tr>
<tr>
<td>Zwerenz et al (2017) [36]</td>
<td>Germany</td>
<td>229</td>
<td>Internet program + TAU vs active control + TAU</td>
<td>Blended treatment</td>
<td>CBT</td>
<td>12</td>
<td>No therapists involved</td>
<td>Self-administered</td>
</tr>
</tbody>
</table>

\(^a\)N: number of participants randomized.  
\(^b\)TBI: technology-based intervention.  
\(^c\)Based on the study by Newman et al [37].  
\(^d\)CBT: cognitive behavioral therapy.  
\(^e\)F2F: regular face-to-face psychotherapy.  
\(^f\)BA: behavioral activation.  
\(^g\)ACT: acceptance and commitment therapy.  
\(^h\)TAU: treatment as usual.

**Risk of Bias Assessment**

Overall, the risk of bias assessment showed a low risk of bias for selection bias, detection bias, and attrition bias (Figure 2). Given the nature of the studies, blinding of participants and personnel was not possible, thus creating a high risk for performance bias. Selective reporting (reporting bias) was unclear or high in all but one study, mainly due to unexplained or unjustified discrepancies between the protocol or the trial registration and the reported measures. Other sources of bias were unclear or high in all but two studies.
Figure 2. Risk of bias assessment. Other sources involved insufficient treatment adherence, allegiance bias or conflict of interest, and attention bias.

Sample Characteristics

Table 2 provides an overview of the sociodemographic characteristics of the sample. The sample is rather typical for psychotherapeutic studies, with a mean participant age of 43.9 (SD 13.9) years and the majority of participants being female (769/1,093, 70.4%), being employed (554/941, 58.9%), and having a high level of education (672/1034, 65.0%). All studies included only participants who had a clinical diagnosis of depression, except for the study by Meyer et al [33], which had a sample with 84% (137/163) of patients having depression.
Table 2. Sample sociodemographic characteristics.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Value(^a) (N=1093(^b))</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years)</td>
<td>43.9 (13.9)</td>
</tr>
<tr>
<td>Sex (females)</td>
<td>769 (70.4%)</td>
</tr>
<tr>
<td><strong>Occupation</strong></td>
<td></td>
</tr>
<tr>
<td>Employed (full and part time)</td>
<td>554 (58.9%)</td>
</tr>
<tr>
<td>Unemployed (including retired and disabled)</td>
<td>303 (29.3%)</td>
</tr>
<tr>
<td>Undergoing training (students and trainees)</td>
<td>41 (9.0%)</td>
</tr>
<tr>
<td><strong>Education</strong></td>
<td></td>
</tr>
<tr>
<td>Low educational level (&lt;9 years)</td>
<td>42 (4.1%)</td>
</tr>
<tr>
<td>Middle educational level (9-11 years)</td>
<td>297 (28.7%)</td>
</tr>
<tr>
<td>High educational level (≥12 years)</td>
<td>672 (65.0%)</td>
</tr>
<tr>
<td><strong>Marital status</strong></td>
<td></td>
</tr>
<tr>
<td>Married/with partner</td>
<td>480 (46.4%)</td>
</tr>
<tr>
<td>Single/without partner (including divorced and widowed)</td>
<td>329 (46.4%)</td>
</tr>
</tbody>
</table>

\(^a\)Data are presented as mean (SD) or n (%).

\(^b\)Values refer to the available data. Some studies did not report in line with our subcategories (missing data: occupation, four studies; education, one study; marital status, two studies).

Assessment of Therapeutic Alliance

Table 3 summarizes how therapeutic alliance was assessed in the included studies. Five studies [29-32,35] relied on the WAI in its original format of 36 items (7-point Likert scale) [16], the short form version (WAI-S) with 12 items (7-point Likert scale) [38], or the short form-revised version (WAI-SR) with only positively worded items (5-point Likert scale) [39]. All five studies reported the total score, and three studies [29,30,35] further reported the subscores of the WAI (task, goal, and bond).

Two studies relied on the original Helping Alliance Questionnaire [40]; one reported the total score [36], whereas the other reported the subscore for collaboration or bond [34]. One study [33] assessed therapeutic alliance using the 11-item Helping Alliance Questionnaire (HAQ-11) [41], with a 6-point response score. The mean total score of the HAQ-11 was converted to a percentage score that indicated how many participants viewed the alliance as positive.

All studies used the client-rated version of the assessment tools, and three studies [30,35,36] also utilized therapist ratings. While all studies scheduled an early or mid-treatment assessment of the alliance, ranging from 2 to 6 weeks of treatment, some studies included pretreatment and follow-up evaluations as well. Notably, Steinmann et al [34] reported alliance ratings at study intake only, and Zwerenz et al [36] administered the HAQ to measure therapeutic alliance in the TAU arm but not in the TBI arm. Therefore, these data were not considered in the subsequent results.
Table 3. Assessment of therapeutic alliance.

<table>
<thead>
<tr>
<th>Study, authors (publication year)</th>
<th>Assessment tool</th>
<th>Measures reported</th>
<th>Rater</th>
<th>Time of assessment</th>
<th>Total treatment length</th>
</tr>
</thead>
<tbody>
<tr>
<td>Andersson et al (2012) [29]</td>
<td>WAI³</td>
<td>Total score + 3 subscores (task, goal, and bond)</td>
<td>Client</td>
<td>After 3 weeks</td>
<td>8 weeks</td>
</tr>
<tr>
<td>Lindner et al (2014) [31]</td>
<td>WAI-Short Form</td>
<td>Total score</td>
<td>Client</td>
<td>After 2/8/12 weeks</td>
<td>8 weeks</td>
</tr>
<tr>
<td>Ly et al (2015) [32]</td>
<td>WAI-Short Form</td>
<td>Total score</td>
<td>Client</td>
<td>Pre-treatment/after 3 weeks</td>
<td>9 weeks (10 weeks control)</td>
</tr>
<tr>
<td>Meyer et al (2015) [33]</td>
<td>HAQ-11b</td>
<td>Total score</td>
<td>Client</td>
<td>After 3 weeks</td>
<td>13.05 weeks³c</td>
</tr>
<tr>
<td>Steinmann et al (2019) [34]</td>
<td>HAQd</td>
<td>Subscore (collaboration or bonding)</td>
<td>Client</td>
<td>Study intake</td>
<td>9-13 weeks</td>
</tr>
<tr>
<td>Stiles-Shields et al (2014) [35]</td>
<td>WAI-Short Revised</td>
<td>Total score + 3 subscores (task, goal, and bond)</td>
<td>Client + therapist</td>
<td>At 4/14 weeks</td>
<td>18 weeks</td>
</tr>
<tr>
<td>Zwerenz et al (2017) [36]</td>
<td>HAQ</td>
<td>Total score</td>
<td>Client + therapist</td>
<td>Study intake/endpoint of TAUe</td>
<td>12 weeks</td>
</tr>
</tbody>
</table>

³WAI: Working Alliance Inventory.
³HAQ-11: 11-item Helping Alliance Questionnaire.
³A period of 3 months was converted to weeks with a factor of 4.35 weeks per month for comparability.
³HAQ: Helping Alliance Questionnaire.
³TAU: treatment as usual.

Ratings of Therapeutic Alliance

The patients’ ratings of therapeutic alliance (between week 2 and 6) are displayed in Table 4. The available data cover eight different treatment conditions, including four stand-alone treatments (face-to-face psychotherapy, email, telephone, and internet program) and four combined treatments (face-to-face psychotherapy plus a smartphone app and an internet program combined with face-to-face psychotherapy, treatment as usual, or email/telephone).

On average, patients rated the alliance positively across all groups. Importantly, no relevant group differences regarding therapeutic alliance sum scores were found in any of the studies. Andersson et al [29] found a significant difference ($P=.04$) between email-based therapy and the use of a self-help internet program when comparing the subscore goal, with higher scores in the email condition. However, no relevant group differences regarding the other subscores where found.

Berger et al [30] and Stiles-Shields et al [35] further analyzed therapists’ alliance ratings and found no statistically significant group differences between face-to-face psychotherapy and face-to-face psychotherapy combined with an internet program ($P>.09$) or between face-to-face psychotherapy and telephone treatment ($P>.05$).
Table 4. Patients’ ratings for therapeutic alliance.

<table>
<thead>
<tr>
<th>Study, authors (publication year) and subscale</th>
<th>Alliance ratingsa, mean (SD)</th>
<th>Group differencesd</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>F2Fb</td>
<td>F2F + smartphone</td>
</tr>
<tr>
<td>Download Andersson et al (2012) [29]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Task</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Bond</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Goal</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Total</td>
<td>3.48 (0.88)</td>
<td>N/A</td>
</tr>
<tr>
<td>Task</td>
<td>3.27 (0.89)</td>
<td>N/A</td>
</tr>
<tr>
<td>Bond</td>
<td>3.60 (1.00)</td>
<td>N/A</td>
</tr>
<tr>
<td>Goal</td>
<td>3.55 (0.99)</td>
<td>N/A</td>
</tr>
<tr>
<td>Lindner et al (2014) [31]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Meyer et al (2015) [33]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Stiles-Shields et al (2014) [35]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>49.9 (7.57)</td>
<td>N/A</td>
</tr>
<tr>
<td>Task</td>
<td>23.3 (4.26)</td>
<td>N/A</td>
</tr>
<tr>
<td>Bond</td>
<td>21.9 (5.21)</td>
<td>N/A</td>
</tr>
<tr>
<td>Goal</td>
<td>16.5 (2.48)</td>
<td>N/A</td>
</tr>
</tbody>
</table>

aMeans and standard deviations are displayed, except for the study by Meyer et al, where the percentage of participants rating the alliance as positive is displayed.
bF2F: regular face-to-face psychotherapy.
cTAU: treatment as usual.
dP values based on t tests (Andersson et al and Ly et al), Mann-Whitney U tests (Berger et al), repeated measures analysis of variance (Lindner et al), and least square estimated means (Stiles-Shields et al).
eN/A: not applicable.
fStatistically significant.
fNot statistically significant after Bonferroni correction.

**Relationship Between Therapeutic Alliance and Treatment Outcome**

Five studies [29,30,32,33,35] investigated the relationship between patients’ alliance ratings and treatment outcome (Table 5).

Berger et al [30] found a statistically significant positive association between patients’ alliance ratings at 6 weeks and treatment outcome in the face-to-face psychotherapy group (P<0.05) but not in the combined treatment group. They further showed that residual gain scores of depression were predicted by the patients’ alliance rating at 12 weeks in both the regular face-to-face therapy group (P<0.01) and combined group (P<0.01). The therapists’ ratings at 6 weeks showed no significant association with treatment outcome for either the regular (P=.61) or combined treatment (P=.08). The therapists’ ratings at 12 weeks were significantly associated with treatment outcome in the combined group (P<0.05) but not in the regular face-to-face therapy group (P=.60).

Ly et al [32] reported a significant positive association between patients’ working alliance scores and changes in treatment...
outcome for the blended treatment ($P<.05$) but not for the regular face-to-face psychotherapy.

Meyer et al [33] found a positive correlation between the patients’ HAQ-11 scores after 3 weeks of treatment with the internet program plus treatment as usual and symptom reduction. This correlation remained significant ($P<.02$) when controlling for early symptom change.

Anderson et al [29] and Stiles-Shields et al [35] found no relevant relationship between patients’ alliance ratings and treatment outcome.

Table 5. Relationship between patients’ therapeutic alliance ratings and treatment outcome.

<table>
<thead>
<tr>
<th>Study, authors (publication year)</th>
<th>F2F</th>
<th>F2F + smartphone</th>
<th>Internet program</th>
<th>Internet program + F2F</th>
<th>Internet program + TAU</th>
<th>Email</th>
<th>Internet program + email/phone</th>
<th>Telephone</th>
</tr>
</thead>
<tbody>
<tr>
<td>Andersson et al (2012) [29]</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Berger et al (2018) [30]</td>
<td>+</td>
<td>N/A</td>
<td>N/A</td>
<td>0</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Ly et al (2015) [32]</td>
<td>0</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Meyer et al (2015) [33]</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>+</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Stiles-Shields et al (2014) [35]</td>
<td>0</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>0</td>
</tr>
</tbody>
</table>

aF2F: regular face-to-face psychotherapy.
bTAU: treatment as usual.
cN/A: not applicable.
dNo significant relationship between therapeutic alliance and treatment outcome.
eStatistically significant positive relationship between therapeutic alliance and treatment outcome. Significance based on Spearman correlation (Berger et al, $P<.01$) and mixed effects models (Ly et al, $P=.00-.05$; Meyer et al, $P<.01$).

**Discussion**

**Principal Findings**

This study investigated if and how therapeutic alliance ratings were considered in RCTs on different technology-based psychological interventions for depression. Out of the 98 studies included in the TIDECA review, 8 (9.5%) investigated therapeutic alliance. A previous review on e-therapy for different mental health diagnoses found that 1.3% of the included studies considered measures of therapeutic alliance [20]. Notably, the studies included in that review were published between 2002 and 2010, whereas the studies in our review were published between 2012 and 2019. This result may suggest an increased interest in the subject matter; however, it is difficult to directly compare the numbers, since the inclusion criteria of both studies were not identical. Our results showed that the assessment of therapeutic alliance was based on either the WAI or HAQ and that all studies used the patients’ ratings, whereas only three studies reported the therapists’ ratings as well. Furthermore, this study analyzed therapeutic alliance ratings across different interventions considering factors (eg, the degree of therapeutic guidance) that may affect therapeutic alliance, as well as the relationship between therapeutic alliance and treatment outcome.

It was shown that in a face-to-face psychotherapy setting, the therapeutic relationship was not rated differently when adding an internet-based program as an adjunctive treatment tool. Further, a setting with reduced (four instead of 10) face-to-face sessions and a supportive smartphone app also showed no relevant differences compared with a control setting (10 face-to-face sessions and no smartphone app) regarding therapeutic alliance. Replacing all face-to-face sessions with telephone therapy revealed no relevant difference in alliance ratings. This is especially notable as telephone communication eliminates all visual cues.

In guided internet-based programs, no difference regarding therapeutic alliance was found between guidance via email and guidance via telephone. Thus, in this specific setting, vocal cues and synchronous communication, as provided by the telephone, did not result in other therapeutic alliance ratings compared with asynchronous communication and missing vocal cues. Further, guided internet programs showed alliance ratings similar to those for individualized email therapy.

Overall, therapeutic alliance was rated positively, regardless of the type of technology applied. Notably, this also applied to a setting with no therapist contact at all [33], although it is unclear what exactly is reflected by alliance measures between a person and a program.

Our results are based on one study for each treatment comparison; thus, conclusions need to be considered with caution. Further, therapeutic alliance was assessed at different time points, ranging from 2 to 6 weeks after baseline, which adds heterogeneity to the sample. Thus, different alliance ratings may relate to how the relationship was perceived at a specific time point during the treatment, rather than reflecting differences between the interventions themselves. With this in mind, our results suggest that in the context of TBIs for depression, visual and vocal cues, synchronous communication, and physical presence of the therapist are not requirements for developing good therapeutic alliance. This finding is especially interesting in light of the idea that nonverbal behavior is a key factor of relationship formation between patients and therapists [42]. Possibly, there are other factors that compensate for the lack of nonverbal cues, such as more flexibility when accessing therapeutic modules in web-based programs or smartphone.
apps. Additionally, there are limited studies about the influence of nonverbal cues on the therapeutic relationship [43]; thus, the relevance of these cues for building an adequate alliance is unclear.

We found mixed results concerning the relationship between therapeutic alliance and treatment outcome (eg, alliance ratings in face-to-face therapy were closely related to the treatment outcome in one study but not in another). It has been argued that alliance ratings are not directly related to treatment outcome, but rather represent a third variable, such as early improvement and treatment motivation [44]. This notion was not confirmed by the results of the study by Meyer et al [33], which showed that early alliance ratings predicted treatment outcome, even when controlling for early symptom change.

**Strengths and Limitations**

Our review was conducted in line with the Cochrane guidelines, and studies were selected according to prespecified criteria, which were previously published in the study protocol, reflecting high methodological standards. The strict application of inclusion and exclusion criteria reduced the overall number of studies considered in this review. All studies were conducted in Western countries, mainly Europe (Sweden and Germany), and one study was conducted in the United States. These countries share similar communication patterns (eg, relying highly on semantic meaning rather than contextual and nonverbal cues) [45]. Thus, it is unclear whether our results can be extended to non-Western countries, especially in the context of TBIs, where visual and vocal cues are eliminated (eg, email and web-based programs).

There are some additional considerations when interpreting our results. First, the majority of the studies relied upon the WAI for the assessment of therapeutic alliance. As recently pointed out [46], this instrument has not been developed and tested for use in technology-based interventions and may need some adaptations to identify setting-specific influences. This may apply to the specific wording of the instrument (eg, program instead of therapist), as well as the content of the questions (eg, the goals of the treatment are usually not discussed in a self-help program). Thus, it is possible that future studies utilizing a tool that is specifically developed and validated in this context may show divergent results.

Second, not all studies specifically reported whether any additional contact between therapists and patients occurred outside of the treatment setting. For example, if a patient is assigned to an email therapy group but meets the therapist during the recruitment or initial assessment process, additional exposure to visual and vocal cues could influence the formation of a therapeutic bond. Thus, we encourage future studies to take this point into consideration by reporting all contacts between therapists and patients.

Third, most patients were recruited via advertisements. Previous research has shown that patients recruited from nonclinical settings have a more positive attitude toward internet interventions for the treatment of depression than patients recruited from clinical settings [47]. Further, therapists that agreed to participate in the studies may have been subject to a similar selection bias. Thus, the results may not be transferrable to clinical practice, where more skeptical individuals (concerning TBIs) are present.

Fourth, only three out of eight studies took the therapists’ perception of therapeutic alliance into consideration. Previous studies have shown that therapists and patients may judge the alliance differently [13]; thus, it would be favorable to include both measures in future studies.

**Implications for Clinical Practice and Future Research**

As the field may continue to expand and more therapists may consider technology-based treatment options, it is important to further investigate on what basis the alliance is formed in settings that do not allow for additional cues, such as facial expression and tone. For example, in an RCT with several arms, each eliminating a different component of face-to-face communication (eg, visual or auditory cues), researchers could investigate if and how therapeutic alliance is affected. Importantly, these studies should include both the therapists’ and patients’ perspectives. Further, it will be important to replicate the finding that early alliance ratings may predict treatment outcome independently from early symptom change.

Such studies will require more frequent measurements of therapeutic alliance, symptom change, and alternative factors that could relate to treatment outcome, such as pretreatment motivation, in order to establish the relation of these aspects. Moreover, research needs to address how personal preferences and attitudes toward TBIs may interact with the formation of a therapeutic alliance, both from the patient’s and therapist’s perspective. Finally, it remains unclear what exactly is measured in settings without any therapist contact at all. Possibly, the alliance between a person and a technology-based program reflects less of the emotional aspect of therapeutic alliance and is more related to how the program matches an individual’s goals and expectations of the tasks required.

**Conclusion**

This review shows that studies on therapeutic alliance in TBIs for the treatment of depression are still limited, especially regarding therapists’ alliance ratings. Taking into account different degrees of therapeutic guidance, qualifications of therapists, modes of delivery, and types of technologies, the results of this review suggest that a positive therapeutic alliance can be established in TBIs for people with depression.
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Abbreviations

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>HAQ:</td>
<td>Helping Alliance Questionnaire</td>
</tr>
<tr>
<td>HAQ-11:</td>
<td>11-item Helping Alliance Questionnaire</td>
</tr>
<tr>
<td>RCT:</td>
<td>randomized controlled trial</td>
</tr>
<tr>
<td>TAU:</td>
<td>treatment as usual</td>
</tr>
<tr>
<td>TBI:</td>
<td>technology-based intervention</td>
</tr>
<tr>
<td>TIDECA:</td>
<td>Technology-based Interventions in different steps of Depression Care</td>
</tr>
<tr>
<td>WAI:</td>
<td>Working Alliance Inventory</td>
</tr>
<tr>
<td>WAI-S:</td>
<td>Working Alliance Inventory short form version</td>
</tr>
<tr>
<td>WAI-SR:</td>
<td>Working Alliance Inventory short form-revised version</td>
</tr>
</tbody>
</table>
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Abstract

Background: Studies using Taiwan’s National Health Insurance (NHI) claims data have expanded rapidly both in quantity and quality during the first decade following the first study published in 2000. However, some of these studies were criticized for being merely data-dredging studies rather than hypothesis-driven. In addition, the use of claims data without the explicit authorization from individual patients has incurred litigation.

Objective: This study aimed to investigate whether the research output during the second decade after the release of the NHI claims database continues growing, to explore how the emergence of open access mega journals (OAMJs) and lawsuit against the use of this database affect the research topics and publication volume and to discuss the underlying reasons.

Methods: PubMed was used to locate publications based on NHI claims data between 1996 and 2017. Concept extraction using MetaMap was employed to mine research topics from article titles. Research trends were analyzed from various aspects, including publication amount, journals, research topics and types, and cooperation between authors.

Results: A total of 4473 articles were identified. A rapid growth in publications was witnessed from 2000 to 2015, followed by a plateau. Diabetes, stroke, and dementia were the top 3 most popular research topics whereas statin therapy, metformin, and Chinese herbal medicine were the most investigated interventions. Approximately one-third of the articles were published in open access journals. Studies with two or more medical conditions, but without any intervention, were the most common study type. Studies of this type tended to be contributed by prolific authors and published in OAMJs.

Conclusions: The growth in publication volume during the second decade after the release of the NHI claims database was different from that during the first decade. OAMJs appeared to provide fertile soil for the rapid growth of research based on NHI claims data, in particular for those studies with two or medical conditions in the article title. A halt in the growth of publication volume was observed after the use of NHI claims data for research purposes had been restricted in response to legal controversy. More efforts are needed to improve the impact of knowledge gained from NHI claims data on medical decisions and policy making.

http://www.jmir.org/2020/6/e18457/
Introduction

Health care administrative data, also known as administrative claims data, [1], are derived from claims for reimbursement for routine health care services. They are relatively inexpensive to procure and, in general, readily available in electronic format [2]. Therefore, they are widely used for medical and public health research [1,3,4]. Such claims-based studies may cover a variety of research types, such as disease surveillance, health service utilization, validity analysis, and association between exposure and health outcomes [5].

Taiwan’s National Health Insurance Research Database (NHIRD), one of the largest health care administrative databases in the world, has provided a great opportunity for researchers to perform population-based studies [6]. Since 1995, residents in Taiwan have enjoyed a universal single-payer health care system operated by the National Health Insurance (NHI). The program covered virtually all of Taiwan’s population (99.5%) by 2010. The coverage of the whole population in the database has the advantages of an enormous sample size and lack of participation bias [6]. In 2000, Taiwan’s National Health Research Institutes compiled NHI claims data into the NHIRD and made it publicly available to the academic community. Low-cost updates of the NHIRD are possible because its data collection is carried out routinely for purposes inherent in the process of medical care and insurance reimbursement [6]. The public release of this large population-based database enables collaboration and knowledge sharing among researchers and boosts scientific production [6,7]. A bibliometric study conducted by Chen et al [8] to investigate the trend of using the NHIRD as research material found that the number of these studies had increased significantly from 2000 to 2009, with an average annual growth rate of 45.8%.

While more and more authors have successfully published studies using NHI claims data as the data source, some of these studies were criticized for being merely data-dredging studies rather than hypothesis-driven [9]. For example, as described by Hampson et al [9], increased risks of 5 different medical conditions following carbon monoxide poisoning were reported in 5 individual articles using the same research model. In addition, the emergence of open access mega journals (OAMJs) since 2006 [10] may have played a role. OAMJs, as a new business model for publication, are characterized by a large publication volume and broad disciplinary scope. They generally accept research articles as long as the requirements of “scientific soundness” are met, regardless of their contributions to a research field or academic interest [10]. It is believed, justified or not, that Journal Citation Reports (JCR)-indexed OAMJs are especially attractive to some researchers in Taiwan [10,11].

On the other hand, with the widespread use of the NHIRD in research, several human rights groups protested the use of claims data without the explicit authorization from individual patients and launched a lawsuit against the NHI Administration in 2012 [12,13]. As a result, the National Health Research Institutes stopped accepting applications for the NHIRD from researchers at the end of 2015 and terminated the NHIRD service in mid-2016 [14]. Thereafter, researchers can only access NHI claims data on site at the Data Science Center or via a virtual private network connection at its branch offices [15].

Studies based on the NHIRD have expanded substantially in both quantity and quality during the period of 2000 to 2009 [8]. However, whether the recently burgeoning OAMJs or lawsuit would affect the research output from NHI claims data remained undetermined. Since Asian countries like Japan and South Korea are also developing their own nationwide claim databases [16], the lessons regarding how Taiwan’s NHI claims database contributed to academic production may help researchers in other countries to develop their own policy and strategy on how to use claims databases in research. Accordingly, we formulated the following research questions: (1) With the widespread use of NHI claims data as research material, does the number of research articles in the second decade keep growing at a similar pace to that observed in the first decade since the release of NHI claims data? What is the effect of the lawsuit against the secondary use of health insurance data for research on research output? (2) What are the most common research topics of articles using NHI claims data? Do the types of research topics correlate with the volume of research output? (3) Which journals published the most articles using NHI claims data? (4) What is the role of open access journals in the proliferation of research output? (5) Who are the most prolific authors and research groups?

Methods

Data Source

This study used PubMed to locate publications that may have used NHI claims data as the primary data source because PubMed is the most widely used database for searching medical literature. Articles published in English that entered PubMed between Jan 1, 1996 and Dec 31, 2017 with “journal article” as their publication type were included. Following the work by Chen et al [8], a broad search strategy was employed to permit inclusion of as many articles as possible. Articles had to mention “Taiwan” in any of the textual fields including title, abstract, medical subject heading (MeSH) index terms, and author’s affiliation address and meet any of the following criteria: (1) indexed with the MeSH term “insurance, health” or “national health programs”; (2) either “nationwide” or “population” in the title field; (3) any of the following terms appearing in the title or abstract: “health insurance,” “national insurance,” “claims data,” “claim data,” “insurance claims,” “insurance data,” “administrative data,” “nationwide data,” “national data,” “NHIRD,” “LHID,” “NHI,” and “BNHL.” The asterisk (*) is the truncation symbol used by PubMed that indicates to find all terms that begin with the string preceding the asterisk.
Articles classified under the categories of comment, letter, editorial, or review and those published without an abstract were excluded. The search was done on June 24, 2018 and resulted in 5105 articles for further evaluation (See Multimedia Appendix 1).

Because journals may change their titles or even merge, this study always adopted the last title of a journal. JCR Science Edition and Social Sciences Edition (Clarivate Analytics, 2018) was used to retrieve 2017 Journal Impact Factors and journal categories. Journals were classified from Q1 to Q4 according to the impact factor quartiles in the specific journal category, where Q1 journals stand for journals with higher impact factors. Journals not indexed by the JCR were classified as other. Open access journals were identified through the Directory of Open Access Journals. OAMJs were defined as described in a previous study [10].

Ascertainment of Studies
All the articles were downloaded from PubMed and preprocessed using the “easyPubMed” package in R. Because the list of potential articles was quite lengthy, several heuristic rules were applied to determine whether an article used NHI claims data as the primary data source. Basically, regular expression pattern matching was used to detect the mentioning of using NHI claims data in article abstracts and adjusted the matching patterns by trial and error. This study finally found two inclusion rules and one exclusion rule. The rules are shown in Textbox 1. These rules identified 3059 articles as using NHI claims data and achieved 100% precision (positive predictive value) by manually examining a random sample of 500 articles. The remaining 2046 articles were reviewed by the first and second authors. Each author independently classified an article as “using NHI claims data,” “not using NHI claims data,” or “using data from undetermined source” by examining its abstract or full text, when necessary. This process achieved an agreement of 99.1% (kappa=0.978), and discrepancies (19 articles) were resolved by consensus. Among them, 632 articles were considered not using NHI claims data and thus excluded. In the end, a total of 4473 articles were included in this study (Multimedia Appendix 1).

Textbox 1. Heuristic rules used to determine whether an article used National Health Insurance claims data.

<table>
<thead>
<tr>
<th>Inclusion rules</th>
<th>Exclusion rule</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. (from</td>
<td>data</td>
</tr>
</tbody>
</table>

Text Mining
This study used MetaMap as the tool to mine medical entities, such as symptoms, clinical findings, diseases, and medications, from article titles. MetaMap is a natural language processing tool developed by the National Library of Medicine. It analyzes input text through tokenization, sentence boundary determination, part-of-speech tagging, and parsing and generates variants of resulting phrases or words [17]. By evaluating measures of centrality, variation, coverage, and cohesiveness, MetaMap locates each matched medical entity in the Unified Medical Language System (UMLS) Metathesaurus, assigns it a semantic type, and returns a concept unique identifier and score between 0 and 1000, with a higher value representing a closer match [18]. This study used UMLS Metathesaurus version 2016AA.

Because an article title typically indicates what the article is about, this study attempted to mine knowledge from article titles. Although MeSH terms are also used in PubMed to describe what an article is about, we analyzed MetaMap-derived concepts instead of MeSH concepts for two reasons. First, we focused on the article title, but the MeSH concepts were determined by examining the whole article; second, the UMLS Metathesaurus contains far more medical concepts than the MeSH vocabulary. This study focused on two categories of medical entities: (1) medical conditions including diseases, symptoms and signs, and findings and (2) interventions, including medications, procedures, and surgery. Specifically, medical entities were categorized based on their UMLS semantic types (see Multimedia Appendix 2). Because MetaMap may generate multiple UMLS semantic types and concepts from the same phrase [18], this study relied on the order output by MetaMap and accepted only the first returned semantic type and concept. Furthermore, MetaMap might retrieve general terms that are not the medical entities the researchers were interested in, such as “adopt,” “75+ years,” and “ambulatory visit”. Therefore, this study collected these terms in a stop word list by manually reviewing an aggregate list of the concepts returned by MetaMap. The terms in the stop word list were then excluded from analysis.

Researchers may have different preferences for research topics when using administrative databases as the primary data source [5]. Descriptive studies may investigate only one medical condition whereas analytical studies generally focus on the association between an exposure (either a medical condition or an intervention) and an outcome (a medical condition) [19]. Some studies that used NHI claims data were considered to replicate the same research model of examining the association.
between two medical conditions [9]. Motivated by this criticism, this study classified articles into 4 study types based on medical entities mentioned in the title as follows: (1) with ≥1 intervention regardless of the number of medical conditions, (2) with ≥2 medical conditions but without any intervention, (3) with only 1 medical condition but without any intervention, and (4) others. Each article was assigned to only 1 of the 4 study types. For example, in the article title “Tamoxifen and the risk of Parkinson’s disease in female patients with breast cancer in Asian people,” tamoxifen is an intervention whereas Parkinson’s disease and breast cancer are both medical conditions. This article is classified as the type with ≥1 intervention. An article with the title “Increased risk of stroke in patients with chronic kidney disease after recurrent hypoglycemia” mentions three medical conditions and is classified as the type with ≥2 medical conditions but without any intervention.

In order to offer background statistics, PubMed was queried to identify the number of articles published in English that entered PubMed between 2000 and 2017 with “journal article” as their publication type. The number of articles published between 2000 and 2017 in the top 20 journals that have published the most studies using NHI claims data were also obtained. Furthermore, the titles of the articles in PubMed and the top 20 journals were screened for presence of the top 10 medical conditions and top 10 interventions that were the most prevalent among studies using NHI claims data. The percentage of each medical condition or intervention among published articles was calculated.

Statistical Analysis and Data Visualization

Categorical variables are reported as counts (percentages). Comparisons between groups used chi-square tests. Trends in continuous variables were assessed using the Cuzick test. Trends in categorical outcomes were evaluated using the Cochran-Armitage trend test for binomial proportions and the multinomial Cochran-Armitage Trend Test implemented in the R package “multiCA” [20] for multinomial proportions. Social network analysis was applied to explore the cooperation between authors and the relationships between medical entities. The “igraph” package in R was used to produce the network graph. Each node represents an author or a medical entity. The nodes are joined by weighted links, in which the width of a link indicates the frequency of relationships between two nodes. The size of a node is proportional to the weighted degree centrality of the node, which is computed by summing the weights of links to the node.

Statistical analyses and visualizations were performed using Stata 15.1 (StataCorp, College Station, Texas) and R version 3.5.0 (R Foundation for Statistical Computing, Vienna, Austria). Two-tailed P values were considered statistically significant at <.05.

Results

Trends in Research Output

Since the first article appeared in 2000, the number of publications grew tremendously until 2015, when the publication output seemed to reach a plateau (Figure 1). In contrast, the number of publications in PubMed and the top 20 journals that have published the most studies using NHI claims data continued to increase after 2015 (Figure 1). By 2015, the average annual growth rate of published articles was 77.4%, with a doubling time of 1.7 years. Almost all the articles (97.0%) were published in journals indexed in the JCR Science Edition or Social Sciences Edition. Among the articles indexed in the JCR, 46.4%, 38.3%, 11.5%, and 3.8% were published in Q1, Q2, Q3, and Q4 journals, respectively. Figure 1 illustrates the distribution of articles across the four quartiles of journals in the JCR each year. Table 1 gives the characteristics of articles, authors, and journals across 3 time periods and the results of the trend analysis by year. Based on the affiliation of the first author, we determined that researchers in nonhospital institutions published most of the articles initially, which were gradually outnumbered by those produced by hospital researchers in recent years. Articles were increasingly published in open access journals, in particular OAMJs. Articles were published in an increasing number of journals and were more widely distributed across disciplines.
Figure 1. Annual number of publications between 2000 and 2017 (A) in PubMed, (B) in the top 20 journals that have published the most studies using National Health Insurance (NHI) claims data, and (C) based on NHI claims data, separated by JCR (2017 edition) ranking (Q1, Q2, Q3, Q4). The first year of each major OAMJ is indicated. The release of the National Health Insurance Research Databases (NHIRD) began in 2000 and ended in 2015. The Health and Welfare Database (HWD) was created in 2009 and is still available for research use.
Table 1. Characteristics of and trends for articles and journals.

<table>
<thead>
<tr>
<th>Articles and journals</th>
<th>Period</th>
<th>Articles</th>
<th>Journals</th>
</tr>
</thead>
<tbody>
<tr>
<td>Indexed in PubMed, n</td>
<td>86</td>
<td>636</td>
<td>3751</td>
</tr>
<tr>
<td>(%)</td>
<td>(96.9)</td>
<td>(97.0)</td>
<td>(98.3)</td>
</tr>
<tr>
<td>Indexed in JCR&lt;sup&gt;a&lt;/sup&gt; 2017, n (%)</td>
<td>78</td>
<td>625</td>
<td>3635</td>
</tr>
<tr>
<td>First author from hospitals, n (%)</td>
<td>33</td>
<td>303</td>
<td>2479</td>
</tr>
<tr>
<td>First author from abroad</td>
<td>3 (3.5)</td>
<td>20 (3.1)</td>
<td>71 (1.9)</td>
</tr>
<tr>
<td>Published in OAJs&lt;sup&gt;b&lt;/sup&gt;, n (%)</td>
<td>16</td>
<td>103</td>
<td>1447</td>
</tr>
<tr>
<td>Published in OAMJs&lt;sup&gt;c&lt;/sup&gt;, n (%)</td>
<td>0 (0)</td>
<td>8 (1.3)</td>
<td>898</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Study types per article title</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>With ≥1 intervention, n (%)</td>
<td>29 (33.7)</td>
<td>202</td>
<td>1315</td>
</tr>
<tr>
<td>With ≥2 conditions, n (%)</td>
<td>8 (9.3)</td>
<td>132</td>
<td>1435</td>
</tr>
<tr>
<td>With only 1 condition, n (%)</td>
<td>30 (34.9)</td>
<td>210</td>
<td>797</td>
</tr>
<tr>
<td>Others, n (%)</td>
<td>19 (22.1)</td>
<td>92 (14.5)</td>
<td>204</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Journals</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Indexed in PubMed, n</td>
<td>59</td>
<td>297</td>
<td>766</td>
</tr>
<tr>
<td>Indexed in JCR 2017, n</td>
<td>53</td>
<td>287</td>
<td>727</td>
</tr>
<tr>
<td>Journal categories, n</td>
<td>32</td>
<td>56</td>
<td>68</td>
</tr>
</tbody>
</table>

<sup>a</sup>JCR: Journal Citation Reports.<br><sup>b</sup>OAJ: open access journal.<br><sup>c</sup>OAMJ, open access mega journal.

Research Topics of Articles

A total of 1763 medical entities were retrieved from article titles using MetaMap. Among these, 1132 entities belonged to the category of medical conditions, and 631 belonged to the category of interventions. The most commonly investigated medical conditions were diabetes (n=263), stroke (n=189), and dementia (n=139), whereas the most commonly studied interventions were statin (n=100), metformin (n=40), and Chinese herbal medicine (n=38). The top 50 medical conditions and interventions are listed in Table 2.

Table 3 gives the number and percentage of articles with one of the top 10 medical conditions or the top 10 interventions in the article title during the same period (2000 to 2017). Apparently, the top 10 medical conditions and top 10 interventions were not so prevalent in the titles among articles in PubMed or the top 20 journals.

Figure 2 illustrates the distribution of study types over the years. A significant trend in the proportions of study types was found ($P<.001$). In particular, the number of articles with ≥2 medical conditions in the title grew extensively whereas the number of articles with only one medical condition or without any medical entities in the title decreased considerably (Table 1). Figure 3 shows the most common condition-condition pairs and condition-intervention pairs in article titles. Diabetes, stroke, and dementia remained the top three medical conditions that were extensively studied in association with other medical conditions. They co-occurred with 118, 111, and 80 other medical conditions in article titles, respectively. Among the most studied interventions, statin, metformin, and Chinese herbal medicine co-occurred with 70, 31, and 28 medical conditions in article titles, respectively.
Table 2. Relative frequency of the top 50 medical conditions and interventions mentioned in article titles of studies based on National Health Insurance (NHI) claims data.

<table>
<thead>
<tr>
<th>Medical conditions and interventions</th>
<th>Number of times mentioned</th>
</tr>
</thead>
<tbody>
<tr>
<td>Diabetes</td>
<td>263</td>
</tr>
<tr>
<td>Stroke</td>
<td>189</td>
</tr>
<tr>
<td>Dementia</td>
<td>139</td>
</tr>
<tr>
<td>Type 2 diabetes</td>
<td>132</td>
</tr>
<tr>
<td>Cancer</td>
<td>124</td>
</tr>
<tr>
<td>End stage renal disease</td>
<td>102</td>
</tr>
<tr>
<td>Atrial fibrillation</td>
<td>88</td>
</tr>
<tr>
<td>Chronic obstructive pulmonary disease</td>
<td>88</td>
</tr>
<tr>
<td>Chronic kidney disease</td>
<td>87</td>
</tr>
<tr>
<td>Schizophrenia</td>
<td>82</td>
</tr>
<tr>
<td>Ischemic stroke</td>
<td>80</td>
</tr>
<tr>
<td>Asthma</td>
<td>79</td>
</tr>
<tr>
<td>Depression</td>
<td>74</td>
</tr>
<tr>
<td>Rheumatoid arthritis</td>
<td>71</td>
</tr>
<tr>
<td>Breast cancer</td>
<td>68</td>
</tr>
<tr>
<td>Tuberculosis</td>
<td>65</td>
</tr>
<tr>
<td>Parkinson disease</td>
<td>59</td>
</tr>
<tr>
<td>Acute myocardial infarction</td>
<td>55</td>
</tr>
<tr>
<td>Bipolar disorder</td>
<td>55</td>
</tr>
<tr>
<td>Hepatocellular carcinoma</td>
<td>55</td>
</tr>
<tr>
<td>Hypertension</td>
<td>55</td>
</tr>
<tr>
<td>Osteoporosis</td>
<td>55</td>
</tr>
<tr>
<td>Hip fracture</td>
<td>54</td>
</tr>
<tr>
<td>Lupus erythematosus, systemic</td>
<td>54</td>
</tr>
<tr>
<td>Pneumonia</td>
<td>53</td>
</tr>
<tr>
<td>Fracture</td>
<td>51</td>
</tr>
<tr>
<td>Attention deficit-hyperactivity disorder</td>
<td>49</td>
</tr>
<tr>
<td>Acute pancreatitis</td>
<td>46</td>
</tr>
<tr>
<td>Cardiovascular disease</td>
<td>45</td>
</tr>
<tr>
<td>Erectile dysfunction</td>
<td>41</td>
</tr>
<tr>
<td>Lung cancer</td>
<td>41</td>
</tr>
<tr>
<td>Acute coronary syndrome</td>
<td>40</td>
</tr>
<tr>
<td>Coronary artery disease</td>
<td>38</td>
</tr>
<tr>
<td>Depressive disorder</td>
<td>38</td>
</tr>
<tr>
<td>Infection</td>
<td>37</td>
</tr>
<tr>
<td>Peripheral arterial disease</td>
<td>37</td>
</tr>
<tr>
<td>Prostate cancer</td>
<td>37</td>
</tr>
<tr>
<td>Epilepsy</td>
<td>36</td>
</tr>
<tr>
<td>Traumatic brain injury</td>
<td>36</td>
</tr>
<tr>
<td>Sleep disorder</td>
<td>35</td>
</tr>
<tr>
<td>Medical conditions and interventions</td>
<td>Number of times mentioned</td>
</tr>
<tr>
<td>----------------------------------------------</td>
<td>---------------------------</td>
</tr>
<tr>
<td>Colorectal cancer</td>
<td>34</td>
</tr>
<tr>
<td>Migraine</td>
<td>34</td>
</tr>
<tr>
<td>Psoriasis</td>
<td>34</td>
</tr>
<tr>
<td>Hearing loss, sudden</td>
<td>31</td>
</tr>
<tr>
<td>Gout</td>
<td>27</td>
</tr>
<tr>
<td>Liver abscess, pyogenic</td>
<td>27</td>
</tr>
<tr>
<td>Obstructive sleep apnea</td>
<td>27</td>
</tr>
<tr>
<td>Sleep apnea</td>
<td>27</td>
</tr>
<tr>
<td>Alzheimer's disease</td>
<td>26</td>
</tr>
<tr>
<td>Psychiatric disorder</td>
<td>26</td>
</tr>
</tbody>
</table>

**Interventions**

<table>
<thead>
<tr>
<th>Interventions</th>
<th>Number of times mentioned</th>
</tr>
</thead>
<tbody>
<tr>
<td>Statin</td>
<td>100</td>
</tr>
<tr>
<td>Metformin</td>
<td>40</td>
</tr>
<tr>
<td>Chinese herbal medicine</td>
<td>38</td>
</tr>
<tr>
<td>Hemodialysis</td>
<td>38</td>
</tr>
<tr>
<td>Antidepressant</td>
<td>36</td>
</tr>
<tr>
<td>Antipsychotic</td>
<td>35</td>
</tr>
<tr>
<td>Proton pump inhibitor</td>
<td>29</td>
</tr>
<tr>
<td>Dialysis</td>
<td>27</td>
</tr>
<tr>
<td>Nonsteroidal anti-inflammatory drugs</td>
<td>27</td>
</tr>
<tr>
<td>Corticosteroid</td>
<td>24</td>
</tr>
<tr>
<td>Influenza vaccination</td>
<td>24</td>
</tr>
<tr>
<td>Angiotensin-converting enzyme inhibitor</td>
<td>22</td>
</tr>
<tr>
<td>Benzodiazepine</td>
<td>21</td>
</tr>
<tr>
<td>Zolpidem</td>
<td>19</td>
</tr>
<tr>
<td>Antihypertensive agents</td>
<td>18</td>
</tr>
<tr>
<td>Dialysis, peritoneal</td>
<td>17</td>
</tr>
<tr>
<td>Thiazolidinedione</td>
<td>17</td>
</tr>
<tr>
<td>Antidiabetic</td>
<td>16</td>
</tr>
<tr>
<td>Angiotensin receptor blockers</td>
<td>14</td>
</tr>
<tr>
<td>Reduction</td>
<td>14</td>
</tr>
<tr>
<td>Tamoxifen</td>
<td>14</td>
</tr>
<tr>
<td>Antibiotic</td>
<td>13</td>
</tr>
<tr>
<td>Cholecystectomy</td>
<td>13</td>
</tr>
<tr>
<td>Sitagliptin</td>
<td>13</td>
</tr>
<tr>
<td>Angiotensin 2 receptor blockers</td>
<td>12</td>
</tr>
<tr>
<td>Antiepileptic drug</td>
<td>12</td>
</tr>
<tr>
<td>Chemotherapy</td>
<td>12</td>
</tr>
<tr>
<td>Selective serotonin reuptake inhibitors</td>
<td>12</td>
</tr>
<tr>
<td>Acupuncture</td>
<td>11</td>
</tr>
<tr>
<td>Intervention, percutaneous coronary</td>
<td>11</td>
</tr>
<tr>
<td>Mechanical ventilation</td>
<td>11</td>
</tr>
<tr>
<td>Pioglitazone</td>
<td>11</td>
</tr>
<tr>
<td>Medical conditions and interventions</td>
<td>Number of times mentioned</td>
</tr>
<tr>
<td>-------------------------------------------------------------</td>
<td>---------------------------</td>
</tr>
<tr>
<td>Appendectomy</td>
<td>10</td>
</tr>
<tr>
<td>Aspirin</td>
<td>10</td>
</tr>
<tr>
<td>Clopidogrel</td>
<td>10</td>
</tr>
<tr>
<td>Hormone therapy</td>
<td>10</td>
</tr>
<tr>
<td>Interferon</td>
<td>10</td>
</tr>
<tr>
<td>Splenectomy</td>
<td>10</td>
</tr>
<tr>
<td>Total knee arthroplasty</td>
<td>10</td>
</tr>
<tr>
<td>Antiplatelet agents</td>
<td>9</td>
</tr>
<tr>
<td>Caesarian section</td>
<td>9</td>
</tr>
<tr>
<td>Coronary artery bypass grafting</td>
<td>9</td>
</tr>
<tr>
<td>Drug eluting stent</td>
<td>9</td>
</tr>
<tr>
<td>Liver transplantation</td>
<td>9</td>
</tr>
<tr>
<td>Radiotherapy</td>
<td>9</td>
</tr>
<tr>
<td>Resection</td>
<td>9</td>
</tr>
<tr>
<td>Alendronate</td>
<td>8</td>
</tr>
<tr>
<td>Antiviral</td>
<td>8</td>
</tr>
<tr>
<td>Digoxin</td>
<td>8</td>
</tr>
<tr>
<td>Hypnotic</td>
<td>8</td>
</tr>
</tbody>
</table>
Table 3. Number and percentage of articles with the corresponding condition or intervention in the article title between 2000 and 2007.

<table>
<thead>
<tr>
<th>Articles</th>
<th>Studies using NHI(^a) claims data (n=4473), n (%)</th>
<th>Articles in top 20 journals n=362,463, n (%)</th>
<th>Articles in PubMed n=12,309,239, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Articles with the condition in the article title</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Diabetes</td>
<td>263 (5.9)</td>
<td>4195 (1.2)</td>
<td>112,484 (0.9)</td>
</tr>
<tr>
<td>Stroke</td>
<td>189 (4.2)</td>
<td>1944 (0.5)</td>
<td>56,781 (0.5)</td>
</tr>
<tr>
<td>Dementia</td>
<td>139 (3.1)</td>
<td>664 (0.2)</td>
<td>24,217 (0.2)</td>
</tr>
<tr>
<td>Type 2 diabetes</td>
<td>132 (3.0)</td>
<td>1724 (0.5)</td>
<td>38,757 (0.3)</td>
</tr>
<tr>
<td>Cancer</td>
<td>124 (2.8)</td>
<td>22,030 (6.1)</td>
<td>503,283 (4.1)</td>
</tr>
<tr>
<td>End stage renal disease</td>
<td>102 (2.3)</td>
<td>169 (0.0)</td>
<td>4387 (0.0)</td>
</tr>
<tr>
<td>Atrial fibrillation</td>
<td>88 (2.0)</td>
<td>1189 (0.3)</td>
<td>21,867 (0.2)</td>
</tr>
<tr>
<td>Chronic obstructive pulmonary disease</td>
<td>88 (2.0)</td>
<td>450 (0.1)</td>
<td>10,356 (0.1)</td>
</tr>
<tr>
<td>Chronic kidney disease</td>
<td>87 (1.9)</td>
<td>671 (0.2)</td>
<td>12,617 (0.1)</td>
</tr>
<tr>
<td>Schizophrenia</td>
<td>82 (1.8)</td>
<td>1215 (0.3)</td>
<td>33,536 (0.3)</td>
</tr>
<tr>
<td><strong>Articles with the intervention in the article title</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Statin</td>
<td>100 (2.2)</td>
<td>319 (0.1)</td>
<td>5130 (0.0)</td>
</tr>
<tr>
<td>Metformin</td>
<td>40 (0.9)</td>
<td>372 (0.1)</td>
<td>6408 (0.1)</td>
</tr>
<tr>
<td>Chinese herbal medicine</td>
<td>38 (0.8)</td>
<td>158 (0.0)</td>
<td>674 (0.0)</td>
</tr>
<tr>
<td>Hemodialysis</td>
<td>38 (0.8)</td>
<td>58 (0.0)</td>
<td>3175 (0.0)</td>
</tr>
<tr>
<td>Antidepressant</td>
<td>36 (0.8)</td>
<td>696 (0.2)</td>
<td>7327 (0.1)</td>
</tr>
<tr>
<td>Antipsychotic</td>
<td>35 (0.8)</td>
<td>337 (0.1)</td>
<td>5540 (0.0)</td>
</tr>
<tr>
<td>Proton pump inhibitor</td>
<td>29 (0.6)</td>
<td>38 (0.0)</td>
<td>1105 (0.0)</td>
</tr>
<tr>
<td>Dialysis</td>
<td>27 (0.6)</td>
<td>416 (0.1)</td>
<td>16,301 (0.1)</td>
</tr>
<tr>
<td>Nonsteroidal anti-inflammatory drugs</td>
<td>27 (0.6)</td>
<td>2 (0.0)</td>
<td>260 (0.0)</td>
</tr>
<tr>
<td>Corticosteroid</td>
<td>24 (0.5)</td>
<td>109 (0.0)</td>
<td>4475 (0.0)</td>
</tr>
</tbody>
</table>

\(^a\)NHI: National Health Insurance.
Scattering of Articles in Journals

Until the end of 2017, 4473 articles were published in 841 journals, with an average of 5.3 articles per journal. Among these journals, 791 were indexed in the JCR Science Edition or Social Sciences Edition and were spread across 68 disciplines. The journals PLOS ONE and Medicine ranked first and second, respectively, in the number of publications and yielded 18.0% (804/4473) of the articles, whereas 333 journals published only one article each. This study applied Bradford’s law and divided journals into three groups by the rank of journals, with each group of journals publishing approximately the same number of articles (Table 4). The top 20 journals represented one-third of all articles. In contrast, 113 and 708 journals contributed to the next two one-third proportions, respectively. The ratio of journal numbers among these three groups is 20:113:708 (1:5.7:35.4), which is quite close to 1:5.7:5.7^2 (32.5).
Table 4. Scattering of articles in journals.

<table>
<thead>
<tr>
<th>Group</th>
<th>Journals (n=841), n</th>
<th>Articles (n=4473), n</th>
<th>Cumulative, n (%)</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Top third</td>
<td>20</td>
<td>1504</td>
<td>1504 (33.6)</td>
<td>Publishing 26-419 articles</td>
</tr>
<tr>
<td>Middle third</td>
<td>113</td>
<td>1315</td>
<td>2819 (63.0)</td>
<td>Publishing 8-25 articles</td>
</tr>
<tr>
<td>Bottom third</td>
<td>708</td>
<td>1654</td>
<td>4473 (100.0)</td>
<td>Publishing 1-7 articles</td>
</tr>
</tbody>
</table>

Role of Open Access Mega Journals

Open access journals published 35% of the studies, whereas OAMJs published around one-fifth of the studies (Table 1). Half of the top 20 journals are open access journals, with 4 journals considered to be OAMJs (Table 5). The four OAMJs (ie, PLOS ONE, Medicine, Scientific Reports, and BMJ Open) ranked first, second, seventh, and ninth, respectively, in terms of the number of publications. Table 6 shows the distribution of study types per article title across journal types. The proportions of study types were similar between open access journals and non-open access journals ($P=.266$). In contrast, OAMJs had a different distribution of study types than non-OAMJs ($P<.001$). They tended to publish articles with ≥2 medical conditions in the title.
Table 5. Top 20 journals ranked by published articles between 2000 and 2017.

<table>
<thead>
<tr>
<th>Journal name</th>
<th>IF(^a)</th>
<th>Rank in JCR(^b) in 2017</th>
<th>Articles, n (%)</th>
<th>OAJ(^c)</th>
<th>OAMJ(^d)</th>
</tr>
</thead>
<tbody>
<tr>
<td>PLOS ONE</td>
<td>2.766</td>
<td>Multidisciplinary sciences (15/64)</td>
<td>419 (9.4)</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td>Medicine</td>
<td>2.028</td>
<td>Medicine, general &amp; internal (56/154)</td>
<td>385 (8.6)</td>
<td>Y</td>
<td>χ(^e)</td>
</tr>
<tr>
<td>International Journal of Cardiology</td>
<td>4.034</td>
<td>Cardiac &amp; cardiovascular systems (41/128)</td>
<td>72 (1.6)</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>Journal of the Formosan Medical Association</td>
<td>2.452</td>
<td>Medicine, general &amp; internal (42/154)</td>
<td>52 (1.2)</td>
<td>Y</td>
<td>N</td>
</tr>
<tr>
<td>Oncotarget</td>
<td>N/A(^f)</td>
<td>N/A</td>
<td>51 (1.1)</td>
<td>Y(^g)</td>
<td>N</td>
</tr>
<tr>
<td>Journal of Affective Disorders</td>
<td>3.786</td>
<td>Clinical neurology (46/197), psychiatry(^h) (37/142), psychiatry(^h) (27/142)</td>
<td>51 (1.1)</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>Scientific Reports</td>
<td>4.122</td>
<td>Multidisciplinary sciences (12/64)</td>
<td>49 (1.1)</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td>Pharmacoepidemiology and Drug Safety</td>
<td>2.314</td>
<td>Public, environmental &amp; occupational health (66/180), pharmacology &amp; pharmacy (145/261)</td>
<td>47 (1.1)</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>BMJ Open</td>
<td>2.413</td>
<td>Medicine, general &amp; internal (43/154)</td>
<td>47 (1.1)</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td>Journal of the Chinese Medical Association</td>
<td>1.660</td>
<td>Medicine, general &amp; internal (72/154)</td>
<td>39 (0.9)</td>
<td>Y</td>
<td>N</td>
</tr>
<tr>
<td>Journal of Ethnopharmacology</td>
<td>3.115</td>
<td>Plant sciences (38/222); chemistry, medicinal (20/59); integrative &amp; complementary medicine (4/27); pharmacology &amp; pharmacy (87/261)</td>
<td>36 (0.8)</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>BMC Health Services Research</td>
<td>1.843</td>
<td>Health care sciences &amp; services (53/94)</td>
<td>34 (0.8)</td>
<td>N</td>
<td>Y</td>
</tr>
<tr>
<td>European Journal of Internal Medicine</td>
<td>3.282</td>
<td>Medicine, general &amp; internal (27/154)</td>
<td>30 (0.7)</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>Research in Developmental Disabilities</td>
<td>1.820</td>
<td>Education, special(^h) (8/40), rehabilitation(^h) (19/69)</td>
<td>30 (0.7)</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>Health Policy</td>
<td>2.293</td>
<td>Health care sciences &amp; services (40/94), health policy &amp; services(^b) (22/79)</td>
<td>29 (0.6)</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>Osteoporosis International</td>
<td>3.856</td>
<td>Endocrinology &amp; metabolism (40/143)</td>
<td>28 (0.6)</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>Evidence-based Complementary and Alternative Medicine</td>
<td>2.064</td>
<td>Integrative &amp; complementary medicine (10/27)</td>
<td>27 (0.6)</td>
<td>N</td>
<td>Y</td>
</tr>
<tr>
<td>QJM</td>
<td>3.204</td>
<td>Medicine, general &amp; internal (30/154)</td>
<td>27 (0.6)</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>Journal of Clinical Psychiatry</td>
<td>4.247</td>
<td>Psychiatry (26/142), psychiatry(^b) (19/142), psychology, clinical(^b) (11/127)</td>
<td>26 (0.6)</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>International Journal of Environmental Research and Public Health</td>
<td>2.145</td>
<td>Environmental sciences (116/241); public, environmental &amp; occupational health (73/180); public, environmental &amp; occupational health(^b) (44/156)</td>
<td>25 (0.6)</td>
<td>Y</td>
<td>N</td>
</tr>
</tbody>
</table>

\(^a\)IF: impact factor.  
\(^b\)JCR: Journal Citation Reports.  
\(^c\)OAJ: open access journal.  
\(^d\)OAMJ: open access mega journal.  
\(^e\)Converted to an OAMJ in 2014.  
\(^f\)N/A: not available.  
\(^g\)Not listed in the Directory of Open Access Journals.  
\(^h\)Social Sciences Edition.
Table 6. Distribution of study types per article title across journal types.

<table>
<thead>
<tr>
<th>Study type</th>
<th>Open access journal, n (%)</th>
<th>Open access mega journal, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Yes (n=1566)</td>
<td>No (n=2907)</td>
</tr>
<tr>
<td>With ≥1 intervention</td>
<td>552 (35.2)</td>
<td>994 (34.2)</td>
</tr>
<tr>
<td>With ≥2 conditions</td>
<td>537 (34.3)</td>
<td>1038 (35.7)</td>
</tr>
<tr>
<td>With only 1 condition</td>
<td>353 (22.5)</td>
<td>684 (23.5)</td>
</tr>
<tr>
<td>Others</td>
<td>124 (7.9)</td>
<td>191 (6.6)</td>
</tr>
</tbody>
</table>

Prolific Authors and Research Groups

The visualization in Figure 4 presents the networks of co-authorships during 2000 to 2005, 2006 to 2011, and 2012 to 2017. To avoid cluttering the figure, only author pairs who had collaborations in more than 2, 5, and 20 articles in the 3 time periods, respectively, were depicted. From 2000 to 2005, the social network analysis identified three main research groups. Herng-Ching Lin from Taipei Medical University was the most productive author and published at least 10 articles. Between 2006 and 2011, Herng-Ching Lin still produced the highest volume of publications (≥100). However, several other research groups emerged during this period. From 2012 to 2017, a total of 7 productive authors were identified, and each published at least 100 articles. Two large research groups can be readily observed in the network graph, including authors mainly from China Medical University Hospital (Cheng-Li Lin, Chia-Hung Kao, Fung-Chang Sung, et al) and Taipei Veterans General Hospital (Tseng-Ji Chen, Chia-Jen Liu, et al).

When a prolific author was defined as one who had at least 100 articles published between 2000 and 2017, a total of 8 authors were qualified as prolific. Table 7 shows that study types were significantly different between studies authored by at least one of the prolific authors and those that were not (P<.001). The most common type of studies contributed by prolific authors were studies with two or more medical conditions in the article title, whereas studies by nonprolific authors were more likely to mention at least one intervention in the article title.

Discussion

Principal Findings

This study yielded several interesting findings. First, a rapid growth in publications was observed from 2009 to 2015, just as it was between 2000 and 2009. However, the growth dramatically ceased after 2015. Second, certain medical conditions, such as diabetes, stroke, and dementia, and certain interventions such as statin therapy, metformin, and Chinese herbal medicine, received more attention from researchers using NHI claims data as the study material. Third, almost all the studies were published in JCR-indexed journals, most ranking as Q1 or Q2 in their corresponding JCR categories. OAMJs appeared to provide fertile soil for the rapid growth of research...
based on NHI claims data, particularly studies with ≥2 medical conditions in the article title. Fourth, while the top 8 most prolific authors contributed nearly one-third of all studies, they published more studies with ≥2 medical conditions in the article title than nonprolific authors. These studies mainly investigated the association between two medical conditions and might be easier to conduct than studies examining the effect of an intervention on a medical condition.

Publication Volume
As described by Chen et al [8], the growth of literature using NHI claims data generally followed the proposed model of scientific growth [21] before 2015. The sudden halt of the growth trend after 2015 is quite unexpected. Although the underlying reasons are not fully understood, it is speculated to be related to the 2012 lawsuit against the secondary use of health insurance data [12,13]. Later, in reaction to the legal controversy, more precautionary measures for accessing NHI claims data were enforced [13]. Consequently, the National Health Research Institutes stopped the acceptance of new applications for procuring data from the NHIRD December 2015 onwards. Moreover, permission to use a local copy of the NHIRD typically expires after 3 years. Therefore, after December 2018, researchers were allowed to access NHI claims data, which is now a part of the Health and Welfare Database, only within the Data Science Center of the Ministry of Health and Welfare or via a virtual private network from local branch offices of the Data Science Center across the country [22]. These measures definitely increased the barriers to conducting research using the NHI claims data. The question of whether the research output will decline from the present level awaits further observation.

Research Topics
Diabetes, stroke, and dementia represented the most commonly investigated medical conditions. All these conditions are highly prevalent diseases that naturally attract more attention from researchers. Furthermore, their high prevalence enabled researchers to study these diseases using merely the Longitudinal Health Insurance Database, which is the 1 million–person subset of the NHIRD that entails a lower cost than the whole dataset of the NHIRD. In particular, because the diagnostic codes for diabetes and stroke have been validated within NHI claims data [23-25], researchers might be more confident performing research on these diseases. This again emphasizes the importance of case validation in secondary data analysis [26].

As for interventions, statins and metformin are commonly prescribed to patients with stroke and diabetes, respectively. Naturally, they were among the most frequently investigated interventions. In addition, the pleiotropic effects of statins and metformin might also intrigue researchers to test their effects on other diseases using large health care databases like the NHIRD [27,28]. Last but not least, the NHI program reimburses Chinese herbal medicine; therefore, NHI claims data provide researchers a unique opportunity to study the effectiveness of Chinese herbal medicine [29].

Implications
Writing for publication is essential for academics. Currently, not only are academics evaluated against how well they publish but universities are also ranked according to their academic publication rates. The long-existing “publish or perish” culture of academia has now prevailed in Taiwan’s hospitals. Taiwan’s hospital accreditation system, in addition to assessing the quality of health care, also aims to determine the teaching status of a hospital [30]. Therefore, hospitals are putting more pressure on their staff to publish in JCR-indexed journals in order to meet the accreditation standards. The pressure to publish is reflected in the increasing trend of first authors coming from hospitals (Table 1).

In addition to these internal factors, the external environment is just suitable for catalyzing the growth of publications. The increasing availability of open access journals, in particular OAMJs, provides unprecedented capacity to accommodate a large volume of publications. Furthermore, several OAMJs (eg, PLOS ONE, Medicine, Scientific Reports, and BMJ Open) have decent impact factors and above-average JCR ranking (Q1 or Q2). All these factors have driven researchers to utilize secondary data analysis to augment their research output. Although the current system might have misdirected some hospital practitioners to “shallow research,” it has also encouraged positive involvement of practitioners in academic research.

Based on the text mining analysis, prolific authors tended to produce articles with ≥2 medical conditions in the title, while such articles were more likely to be published in OAMJs. From the pragmatic point of view, it is easier to investigate the association between two medical conditions than to study the effect of an intervention on a medical condition, in particular when the intervention, such as a medication, is time-dependent. Testing multiple hypotheses at the same time definitely increases the likelihood of finding an association [31]. Therefore, conducting studies investigating the association between two medical conditions within a large database appears to be a shortcut to increase research output. A typical approach is to examine whether condition A increases the risk of condition B. Some of these studies are criticized as “templated and non-hypothesis driven” and have raised concerns and disputes regarding the misuse of data analysis [9,32,33]. In addition, due to Berkson’s bias, such association studies may generate significant but spurious associations caused by inappropriate conditional factors such as hospitalization [34]. All these criticisms may give an impression that findings from studies using NHI claims data are useless to either clinical practitioners or policy makers.

Future Directions
Despite the negative impression, the following strategies were proposed to increase the impact of research based on NHI claims data. First, the percentage of first authors who are not Taiwanese citizens was very low (Table 1). As compared to studies using the United Kingdom’s electronic health database [35], international collaboration is relatively uncommon in studies using NHI claims data. In addition to seeking collaboration with foreign partners, the integration of databases from multiple...
Countries can provide opportunities to compare disease prevalence and treatment effects across countries [36], hopefully producing more generalizable knowledge. Second, apart from formulating a hypothesis before conducting a study, researchers should focus on generating research questions with a real impact on clinical decision making rather than producing articles acceptable by journals with an impact factor. In this respect, studies using the United Kingdom’s electronic health database have set good examples of providing real-world evidence to inform clinical practice [37]. Future research should be directed towards clinically relevant and actionable study outcomes. Third, NHI claims data, like other administrative claims data, have been questioned about their data validity because claims data typically lack clinical information. Record linkage between NHI claims data and various clinical registries may be a promising approach to complement the advantages of each data source. The combination of detailed clinical information from registry databases and long-term outcome data from claims databases offers opportunities to enhance the validity of outcomes research [38]. Finally, as for the litigation from human rights groups against the use of NHI claims data, researchers should take this as an opportunity to meet the need for more dialogue and proactive participation from such groups.

**Limitations**

This study has the following limitations. First, this study included only articles written in English and indexed in the PubMed database to make the results comparable with the study by Chen et al [8]. This undoubtedly limited the scope of this work to health-related publications. However, because the purpose of NHI claims data is to track payments for health care utilization, it is believed that most of these articles, if not all, were published in PubMed-indexed journals. Second, even though journal rankings change year by year, this study used 2017 JCR Journal Impact Factors and journal categories for journal ranking to simplify the analysis. Third, the analysis of article titles was based on automated natural language processing algorithms provided by MetaMap. Although MetaMap can effectively extract medical concepts from biomedical texts, the semantic relationships between the identified medical concepts are not readily discernible [39]. For example, it was difficult to determine whether a study truly investigated the association between two medical conditions simply based on the co-occurrence of the two conditions in the article title.

**Conclusions**

As Taiwan has recently become an aged society and is expected to become a super-aged society by 2025 [40,41], health care expenditure will inevitably increase as the size of the elderly population grows. Therefore, knowledge of the burden of various diseases as well as the cost effectiveness of different diagnostic and treatment strategies is of paramount importance. Although nationwide disease registration and population-based surveys can provide valuable information to facilitate medical decisions and policy making, the processes of registration and surveys may themselves entail extra costs. In this regard, analysis of secondary data, such as NHI claims data, may continue to provide an affordable, alternative means of gaining knowledge.
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Abstract

Background: Continuous monitoring of vital signs by using wearable wireless devices may allow for timely detection of clinical deterioration in patients in general wards in comparison to detection by standard intermittent vital signs measurements. A large number of studies on many different wearable devices have been reported in recent years, but a systematic review is not yet available to date.

Objective: The aim of this study was to provide a systematic review for health care professionals regarding the current evidence about the validation, feasibility, clinical outcomes, and costs of wearable wireless devices for continuous monitoring of vital signs.

Methods: A systematic and comprehensive search was performed using PubMed/MEDLINE, EMBASE, and Cochrane Central Register of Controlled Trials from January 2009 to September 2019 for studies that evaluated wearable wireless devices for continuous monitoring of vital signs in adults. Outcomes were structured by validation, feasibility, clinical outcomes, and costs. Risk of bias was determined by using the Mixed Methods Appraisal Tool, quality assessment of diagnostic accuracy studies 2nd edition, or quality of health economic studies tool.

Results: In this review, 27 studies evaluating 13 different wearable wireless devices were included. These studies predominantly evaluated the validation or the feasibility outcomes of these devices. Only a few studies reported the clinical outcomes with these devices and they did not report a significantly better clinical outcome than the standard tools used for measuring vital signs. Cost outcomes were not reported in any study. The quality of the included studies was predominantly rated as low or moderate.

Conclusions: Wearable wireless continuous monitoring devices are mostly still in the clinical validation and feasibility testing phases. To date, there are no high quality large well-controlled studies of wearable wireless devices available that show a significant clinical benefit or cost-effectiveness. Such studies are needed to help health care professionals and administrators in their decision making regarding implementation of these devices on a large scale in clinical practice or in-home monitoring.

(J Med Internet Res 2020;22(6):e18636) doi:10.2196/18636
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continuous monitoring; patient monitoring; vital signs; clinical deterioration; early deterioration; wearable wireless device; systematic review; monitoring
Introduction

Continuous monitoring of vital signs of inpatients is a common practice in intensive care, medium care, operation theatre, and recovery ward settings [1]. The goal of continuous vital signs monitoring in these settings is early detection of the clinical deterioration, thereby allowing timely intervention [2,3]. However, once patients are discharged to the general ward, vital signs are only monitored intermittently, often just once or twice daily. Early warning scores have been implemented to guide clinical interpretation, but this value is limited by the intermittent nature of the measurements [4-6]. Serious unexpected adverse events do occur regularly in general wards, especially in high-risk postsurgical or elderly frail patients [7-13]. This incidence of adverse events is expected to increase owing to the aging population, increasing complexity of in-hospital care, increasing pressure to limit health care costs, and increasing shortage of nursing staff. These adverse events may be prevented or mitigated if continuous monitoring of vital signs would be available to facilitate early detection of the deteriorating trends in vital signs, thereby allowing timely interventions [14-16]. An important advantage of continuous monitoring may be the insight in the trends, which can be much more informative and predictive than single deviating values [17-19]. Recent studies have shown that continuous monitoring in combination with automated alerts in case of deterioration improves patient outcomes [17,20-23]. However, for continuous monitoring to be applicable in general wards, it should not lead to decreased mobility of the patient. Therefore, continuous monitoring devices should preferably be portable, wireless, and wearable on an easily accessible body part [18,24]. Such wearable devices also have the potential to be used for continuous monitoring of the vital signs of the patients at home or in rehabilitation centers, thereby possibly leading to reduced length of hospital stay and preventing unplanned readmissions [25]. The technology of wearable wireless sensors for vital signs monitoring is advancing rapidly [26]. Many manufacturers are now developing wearable sensors with different capabilities and different underlying technical specifications and algorithms [27]. The reliability and the accuracy of these devices have often only been demonstrated in healthy volunteers instead of in patients with deviating values [17]. In addition, the scientific evidence regarding the feasibility, effectiveness, and costs of these wearable sensors in clinical practice is still very limited [17,28,29]. Previous reviews on continuous monitoring of vital signs did not focus on wearable wireless devices but rather on conventional nonambulant monitoring [14]. The aim of this study was to systematically review the current evidence on wearable wireless devices for continuous vital signs monitoring by providing a thorough overview of the currently available studies.

Methods

Design

We conducted a systematic review of the literature by following the guidelines as outlined in the Cochrane Handbook for Systematic Reviews of Interventions version 6.0 and reported according the Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA) statement [30,31].

Eligibility Criteria

Studies were considered eligible for inclusion when they met the following criteria: consisted of participants older than 18 years; evaluated a continuous monitoring device that measured vital signs such as heart rate (HR), respiratory rate (RR), blood pressure (BP), temperature, and blood oxygen saturation (SpO₂) [16]; used a device that measured ≥2 vital signs; used a device that was wireless and wearable; and published after 2009. This timeframe was chosen to prevent the inclusion of papers on outdated technology. Studies were excluded when the device was not wearable by the patient and the device had no formal approval as a medical device through the Conformité Européenne (CE) mark or Food and Drug Administration (FDA) clearance or both. Furthermore, conference abstracts, review articles, letters, editorials, articles without full texts, and non-English or non-Dutch articles were excluded.

The outcomes of interest were as follows: validation (eg, sensitivity, specificity, limits of agreement [LoA]), feasibility (eg, acceptability, user experiences, system fidelity), clinical outcomes (eg, mortality, length of stay, fail-to-rescue [FTR], intensive care unit [ICU] admission), and costs (eg, cost-minimization, cost-benefit, cost-effectiveness, or cost-utility outcomes) [25,32-35]. For validation studies, the prespecified clinically relevant mean difference and LoA were 10±10 beats per minute for HR, 3±3 breaths per minute for RR, 0.5°±1.0°C for temperature, 10±20 mmHg for systolic BP, and 3%±5% for SpO₂. The guidelines for the acceptable mean differences and LoA for continuous monitoring of vital signs are unfortunately lacking.

Search Strategy

A systematic literature search of PubMed/MEDLINE, EMBASE, and the Cochrane Central Register of Controlled Trials was performed with the last search run on September 6, 2019. In addition, the references of the retrieved studies were manually screened to obtain additional relevant studies. The following keywords were used: vital signs, clinical deterioration, and wireless continuous monitoring. Keywords on outcomes were based on terms about validation, feasibility, clinical outcomes, and cost outcomes. The full search strategy is available in Multimedia Appendix 1. The search string was audited by a clinical librarian and adapted for the individual databases and interfaces as needed. The information about the specifications of the wearable devices was obtained from the manuals and fact sheets of the manufacturers.

Study Selection

All identified references were checked for duplicates and consolidated in the reference manager software (Mendeley 1.19.5). Titles and abstracts of references were independently screened by 2 researchers against the inclusion and exclusion criteria. Full-text articles of references that matched the inclusion criteria were read independently to determine eligibility. Disagreements were resolved by discussion between the 2
review authors; if no agreement could be reached, the third author was consulted.

Data Collection Process

A data extraction sheet was developed based on the Cochrane Consumers and Communication review group’s data extraction template and was pilot tested using 5 randomly selected included studies and refined accordingly [31]. One review author extracted the data from the included studies and the second author checked the extracted data. Disagreements were resolved by discussion between the 2 review authors; if no agreement could be reached, the third author was consulted.

Data Extraction and Synthesis

The following data were extracted for each study: (1) first author, country, year of publishing, aim, design, setting, patient population, sample size, and conflicts of interest; (2) manufacturer and name of the device and type of vital signs measured by the device; and (3) outcomes of the studies divided in previously defined categories: validation, feasibility, clinical, and cost outcomes. The study outcomes were presented for each device.

Risk of Bias of Individual Studies

For assessing the risk of bias of individual studies, 2 authors independently appraised each study critically. Disagreements in the quality assessment between the authors were solved by discussion until consensus was reached. Owing to the large diversity of the included study designs, 3 different instruments were used. The 2018 version of the Mixed Methods Appraisal Tool (MMAT) was utilized for 5 study designs: qualitative, quantitative randomized controlled, quantitative nonrandomized, quantitative descriptive, and mixed methods [36]. Each category contained 5 criteria with the score range from 0 to 5 of the criteria met. For mixed methods studies, scores were calculated as the lowest score from among the 3 relevant designs (quantitative, qualitative, and mixed methods). A score of 0 to 2 was considered as low, a score of 3 and 4 was considered as moderate, and a score of 5 was considered as high. For diagnostic accuracy study designs, the quality assessment of diagnostic accuracy studies 2nd edition (QUADAS-2) was utilized to assess the risk of bias [37]. QUADAS-2 consists of 4 domains: patient selection, index test, reference standard, and flow and timing. All domains were assessed for the potential for risk of bias and the first 3 domains, that is, patient selection, index test, and reference standard were assessed for concerns regarding applicability. For economic evaluation studies, the quality of health economic studies (QHES) tool was utilized to assess the quality [38]. The QHES instrument is a validated method for assessing the quality of health economic analyses. It consists of 16 items, each with specific weight values ranging from 1 to 9. Each score is multiplied by the weight to produce a total score, with a maximum score of 100.

Results

Study Selection

We identified 5403 potentially relevant studies in our literature search after duplicate removal, of which 5 studies were accessed from the reference list of the potentially relevant studies. Screening of titles and abstracts resulted in 198 studies, which were read full text. Eventually, 27 studies that met the eligibility criteria were included [39-65]. A PRISMA flowchart of the search is presented in Figure 1.
Study Characteristics

In this study, 13 different devices of 10 manufacturers were studied in 2717 subjects (median 43, range 6-736). Subjects were healthy patients, trauma patients, surgical patients, or neurological/neurosurgical patients (Table 1). The 13 devices were as follows: ViSi Mobile, SensiumVitals, HealthPatch MD, VitalPatch, Wireless Vital Signs Monitor (WVSM) device, MiniMedic, Zephyr BioPatch, Biosensor, IntelliVue Cableless Measurement Solution, Wavelet Wristband, Proteus patch, Alarm Management System, and EQ02 Lifemonitor (Table 2).

Of the 27 included studies, 15 were from the United States and the remaining were from the United Kingdom (N=6), the Netherlands (N=2), Canada (N=1), China (N=1), Australia (N=1), and Austria (N=1). Among these, 13 were validation studies, 6 were cohort studies, 2 were case-control studies, 3 were mixed methods studies, 1 was a qualitative study, and 2 were pilot randomized controlled trials. The reported outcomes were validation (N=15), feasibility (N=15), and clinical outcomes (N=6; Table 3). Seventeen studies declared that they had no conflicts of interest. In 6 studies, one or more authors were employees of the manufacturing company of the studied device. The remaining 4 studies did not declare any possible conflicts of interest (Table 1).

Devices

ViSi Mobile

Five studies (N=1308) have been published about the ViSi Mobile (Sotera Wireless; Table 1) [39,40,51,59,60]. This device is worn on the wrist, upper arm, or chest, and it measures HR, RR, BP, SpO₂, and skin temperature (Table 2) [66].

Validation outcomes: This device was validated in 1 study, which reported an acceptable mean difference but wide LoA between the device and manual nurse measurements for HR, RR, BP, SpO₂, and skin temperature (Table 2) [59]. SpO₂ had an acceptable mean difference and LoA.

Of the 27 included studies, 15 were from the United States and the remaining were from the United Kingdom (N=6), the Netherlands (N=2), Canada (N=1), China (N=1), Australia (N=1), and Austria (N=1). Among these, 13 were validation studies, 6 were cohort studies, 2 were case-control studies, 3
were mixed methods studies, 1 was a qualitative study, and 2 were pilot randomized controlled trials. The reported outcomes were validation (N=15), feasibility (N=15), and clinical outcomes (N=6; Table 3). Seventeen studies declared that they had no conflicts of interest. In 6 studies, one or more authors were employees of the manufacturing company of the studied device. The remaining 4 studies did not declare any possible conflicts of interest (Table 1).

**Feasibility outcomes:** Patients reported the wristband as big or heavy. Four studies reported the perceptions of the health care professionals [39,51,59,60]. Nurses mentioned that this device had a short battery life and poor connection but it reported better insight into the vital signs [59]. Both nurses and physicians felt confident about their ability to identify patients at risk of deterioration but were concerned about the accuracy of the device [39,59]. Besides, physicians were positive about the potential of continuous monitoring, as this device provided reassurance to patients and supported interdisciplinary communication between nurses and physicians [39]. Another study stated that 67% of the nurses were positive about the deployment of continuous monitoring in the ward [51]. All nurses were positive that the monitor provided valuable patient data that increased patient safety [60]. However, they had certain reservations, including the potential decrease in the bedside nurse-patient contact, increase in inappropriate rapid response team (RRT) calls, and possible discomfort for patients wearing the device [39]. Two studies reported system fidelity. The system generated 2 to 10 alarms per patient in a day [40,60], of which one study [60] reported that 92% of the nurses indicated that the number of alarms were appropriate. One study showed that 70% of the artefacts, defined as the noncollected parameters, were caused by connection failure and 74% lasted less than 5 minutes [59].

**Clinical outcomes:** RRT calls, FTR, unexpected deaths, and ICU transfers were not significantly reduced by continuous monitoring [40,51]. The complication rate was higher in the intermittent monitoring group than in the continuous monitoring group [51]. One study described only 4 alert-initiated interventions in 236 patients [60]. The quality of these studies ranged from low to moderate, as assessed by the MMAT tool, thereby indicating that these studies are subject to bias (Figure 2).

**Cost outcomes:** None of the studies reported this type of outcome.

**SensiumVitals**

Five studies (N=371) have been published about the SensiumVitals (Sensium Healthcare; Table 1) [56,61-64]. This is a patch device attached to the chest for continuous monitoring of the HR, RR, and axillary temperature (Table 2) [67].

**Validation outcomes:** This device was validated in 3 studies. Two studies included surgical patients [63,64] and 1 included healthy volunteers [61]. The results were conflicting. The mean difference between the device and reference standard was acceptable for HR and RR (Table 4). For HR, LoA was acceptable in 2 studies and outside acceptable limits for 1 study. For RR, LoA was wide for all studies. One study [64] reported temperatures outside acceptable ranges. Furthermore, RR was frequently rejected by the algorithm owing to the inaccuracy of the measurement [61,63]. However, the results may be biased owing to the high risk of bias at the reference standards and patient selection (Figure 2). In addition, 2 of the 3 studies [61,63] were authored by the employees of the SensiumVitals manufacturing company and one study was also funded by the manufacturer [61].

**Feasibility outcomes:** Two studies described the feasibility of this device. One qualitative study showed the patient perceptions [56]. Six themes emerged from the interviews: (1) patients emphasized the importance of nursing contact, (2) patients indicated that they hoped to be disturbed less for night-time observations with the new monitoring system, (3) patients reported high comfort, (4) patients experienced a high sense of security, (5) patients expressed that monitoring could be a solution for the busy nursing staff, and (6) patients expressed reservations about the reliability of the technology such as the data security and system failure. The second study reported that patients were comfortable with the patch and that it enhanced the feeling of safety although 16.4% discontinued the intervention owing to the discomfort before the end of the study [62].

**Clinical outcomes:** Only one study reported the clinical outcome. In that study, no statistically significant better clinical outcomes for the patch group were seen, possibly owing to the sample size [62]. Notably, the authors reported that an unacceptable high number of alerts were sent to the nurses before adjusting the alarm thresholds. Since the quality of these studies was rated from low to high by the MMAT tool, possible bias is introduced (Figure 2).

**Cost outcomes:** None of the studies reported this type of outcome.

**VitalPatch and HealthPatch MD**

Five studies (N=133) have been published on the VitalPatch and its previous version HealthPatch MD, which is not available anymore (VitalConnect; Table 1) [41-43,65]. Of them, one mixed methods study compared the HealthPatch with the ViSi Mobile [59]. This patch device is applied to the chest and measures HR, RR, and ST (Table 2) [68].

**Validation outcomes:** This device was validated in 4 studies. For HR, the mean difference was acceptable for all studies and LoA was acceptable for 2 studies (Table 4). The mean difference for RR was acceptable; however, all studies reported LoA outside of the preset acceptable range. One study reported a mean absolute error of less than 3 for HR and 1 for RR [65]. All studies were subject to potential bias at patient selection and the reference standard (Table 4).

**Feasibility outcomes:** The acceptability of this device was reported as high by the majority of the nurses [41]. However, the exact numbers were not reported. Besides, the health care professionals recommended that it was necessary to gain experience with use of the device in clinical practice [41]. Patients reported that the HealthPatch did not restrict them in daily activities. The fidelity of the system was reported in 2 studies, of which one study reported a loss of data of 6% [42].
They compared several thresholds; 63% of the measurements were performed without data loss greater than 2 minutes. In addition, another study reported that more than 50% of all the artefacts lasted for less than 1 minute, and 43% of them lasted for less than 5 minutes [59]. The reasons for these artefacts were wireless signal connection problems or losing skin contact.

None of the studies reported the clinical and cost outcomes.

**WVSM Device**

Two studies (N=305) evaluated the WVSM device (Athena GTX) in trauma patients (Table 1) [45,69]. This device measures the HR, BP, RR, and SpO2 continuously and is worn on the chest, upper arm, and fingertips (Table 2) [70].

**Feasibility outcomes:** One study reported the feasibility outcomes [45]. This study was a posthoc analysis of the previous study of Liu et al [69]. They found at least 75% adequate data for BP, HR, and RR for predicting life-saving interventions (LSIs) [45]. However, the results were subject to bias because of a high risk of bias in the following categories: patient selection and flow and timing (Figure 2).

**Clinical outcomes:** One study reported the clinical outcomes and showed that the data of this device were accurate in comparison with that shown in a conventional monitor for the determination of LSIs, without periodic loss of signals or other errors [69]. The authors learned during the study that new medical devices to be used for prehospital studies require integration into the local information technology infrastructure. The quality of this study was rated as high (Figure 2).

None of the studies reported the validation and cost outcomes.

**MiniMedic**

Two studies (N=155) evaluated the MiniMedic (Athena GTX) in trauma patients (Table 1) [49,50]. This device measures the HR, SpO2, and ST both at the fingertip and in the forehead (Table 2). In addition, a Murphy factor, an injury acuity algorithm that generates a score, can be calculated for triaged patients in need of LSIs [71].

**Validation outcomes:** One study compared the pulse-wave transit time, a derivate of BP, reported in the device with the BP reported in the conventional monitor and found correlations between them ($R^2=0.036$, $P<.001$; Table 3) [50]. Temperature measurements were significantly different between the device and the reference standard and between the fingertip and the forehead sensor of the device. For HR, a mean difference of 3 beats per minute was found between the device and the reference standard ($P<.001$). For SpO2, the median difference between the conventional monitor and the fingertip sensor was 0% and that between the conventional monitor and the forehead sensor was 7% ($P<.001$). However, this study had a high possibility of bias at patient selection (Figure 2). The second study demonstrated that the MiniMedic was capable of computing a single numeric value, the Murphy factor, to summarize the overall patient status and to identify prehospital trauma patients who need LSIs [49].

None of these studies reported the feasibility, clinical, and cost outcomes.

**Zephyr BioPatch**

Three studies (N=85) have been published about the Zephyr BioPatch (Medtronic Annapolis; Table 1) [46-48]. This is a patch or a patch fixed by a harness on the chest and it measures the HR, RR, and the estimated core temperature (Table 2) [72].

**Validation outcomes:** Two studies reported the validation outcomes (Table 3). One study was conducted in healthy volunteers during graded exercise and in a hot environment and one was conducted in full-term pregnant women [47,48]. For HR, both studies reported acceptable mean differences but nonacceptable LoA. For RR, one study [47] reported acceptable mean differences but nonacceptable LoA for RR but the other study [48] that also reported acceptable mean differences but nonacceptable LoA for RR was subjected to a high risk of bias at patient selection (Figure 2). Therefore, Boatin et al [47] are the only researchers who have reported acceptable mean differences but nonacceptable LoA for RR.

**Feasibility outcomes:** Considering the feasibility outcomes, the participants found the patch comfortable (78%), likeable (81%), and useful (97%). Among nurses, 80% of the nurses found the monitor easy to use and 84% would recommend it to patients [47]. Another study reported a retention rate of 88.6% at the end of the 24-hour monitoring period after exclusion of 2 patients with poor electrocardiogram (ECG) signals [46]. Furthermore, the authors interviewed patients and nurses about any challenges wearing the sensors. Both groups did not report any challenges. The quality of the studies was rated as moderate and high (Figure 2).

None of the included studies reported the clinical and cost outcomes.

**Biosensor**

One study (N=17) reported about the Philips Biosensor, which is a rebrand of the VitalConnect’s HealthPatch (Table 1) [57]. This device is able to measure HR, RR, and ST (Table 2) [73].

**Validation outcomes:** This study only compared the RR of the device with a reference standard. This resulted in acceptable limits of mean difference of 3.5±5.2 breaths per minute and a statistically significant correlation of Spearman’s $\rho$ of 0.86. However, results may be biased due to the high risk of bias regarding patient selection and flow and timing (Figure 2). In addition, 2 authors were employees of Philips and the study was funded by the manufacturer.

This study did not report the feasibility, clinical, and cost outcomes.

**Wavelet Wristband**

One study (N=35) reported about the Wavelet Wristband (Wavelet Health), a watch that monitors HR and RR (Table 1 and Table 2) [52,74].

**Validation outcomes:** For HR, acceptable mean differences and LoA were found (Table 4). For RR, the LoA was outside of the acceptable limits. However, all aspects of risk of bias were either unclear or high and applicability was low (Figure 2). Besides, 4 authors were former or current employees of the manufacturing company.
This study did not report the feasibility, clinical, and cost outcomes.

**Proteus Patch**

We found 1 study (N=13) that reported about the Proteus patch (Proteus Digital Health; Table 1) [53]. This device monitors HR, RR, and ST (Table 2) [75].

*Feasibility outcomes:* In the feasibility study, the patch was able to monitor for over 5 days at home. However, data of 2 patients was insufficient for performing the analysis and were excluded. The quality of the study was rated as low (Figure 2).

This study did not report the validation, clinical, or cost outcomes.

**IntelliVue Cableless Measurement Solution**

We found about the IntelliVue Cableless Measurement Solution (Philips) in 1 study on clinical patients (N=226; Table 1) [54]. This is a device for monitoring the HR, RR, BP, and SpO\textsubscript{2} (Table 2) [76].

*Feasibility outcomes:* There was an overall good acceptance by patients and health care professionals. No data was lost due to technical difficulties over a median monitoring period of 178 minutes per patient. The quality of the study was rated as high (Figure 2).

This study did not report the validation, clinical, or cost outcomes.

**Equivital EQ02 Lifemonitor**

We found 1 study (N=6) that reported about the Equivital EQ02 Lifemonitor (Hidalgo Ltd) for measuring the HR, RR, ST, and core temperature by using a chest-worn belt monitor (Table 1 and Table 2) [55]. The core temperature was measured using an ingestible pill [77].

*Validation outcomes:* Acceptable results were found for HR and RR (Figure 2). Skin temperature was outside of the acceptable limits for mean difference and LoA, but the core temperature measurement was considered as acceptable. However, these results were subjected to a high risk of bias at patient selection and reference standard (Figure 2).

This study did not report the feasibility, clinical, and cost outcomes.

**Alarm Management System**

We found 1 study (N=250) that reported about the Alarm Management System (Covidien; Table 1) [58]. This device was worn at the fingertip and it measures HR and SpO\textsubscript{2} (Table 2).

*Feasibility outcomes:* The authors reported that 86.6% of the patients completed the monitoring period in the study. Besides, a mean of 4 alarms per week was reported due to decreased SpO\textsubscript{2} in about 75% of the alarms.

*Clinical outcomes:* The authors reported respiratory event rates, ICU transfer, and RRT calls. However, this occurred 0 times in the control and 1 time in the intervention group. Eventually, the quality of this study was rated as high (Figure 2).

This study did not report about the validation or cost outcomes.
<table>
<thead>
<tr>
<th>Author, year</th>
<th>Country</th>
<th>Study design</th>
<th>Setting</th>
<th>Study population</th>
<th>Sample size (N)</th>
<th>Device</th>
<th>Comparison</th>
<th>Conflicts of interest</th>
</tr>
</thead>
<tbody>
<tr>
<td>Prgomet et al, 2016 [39]</td>
<td>Australia</td>
<td>Mixed methods</td>
<td>Single-center hospital</td>
<td>Physicians and nurses of a respiratory and neurosurgery ward</td>
<td>106</td>
<td>ViSi Mobile</td>
<td>None</td>
<td>Not reported</td>
</tr>
<tr>
<td>Weller et al, 2017 [40]</td>
<td>USA</td>
<td>Case-control</td>
<td>Single-center hospital</td>
<td>Neurological and neurological patients</td>
<td>736</td>
<td>ViSi Mobile</td>
<td>Manual measurements</td>
<td>None declared</td>
</tr>
<tr>
<td>Verillo et al, 2018 [51]</td>
<td>USA</td>
<td>Before-after</td>
<td>Single-center hospital</td>
<td>Orthopedic and trauma patients</td>
<td>422</td>
<td>ViSi Mobile</td>
<td>None</td>
<td>None declared</td>
</tr>
<tr>
<td>Watkins et al, 2015 [60]</td>
<td>USA</td>
<td>Cohort</td>
<td>2 hospitals</td>
<td>Nurses</td>
<td>24</td>
<td>ViSi Mobile</td>
<td>None</td>
<td>None declared</td>
</tr>
<tr>
<td>Downey et al, 2018b [56]</td>
<td>UK</td>
<td>Qualitative</td>
<td>Single-center hospital</td>
<td>Surgical patients</td>
<td>12</td>
<td>SensiumVitals</td>
<td>None</td>
<td>None declared</td>
</tr>
<tr>
<td>Hernandez-Silveira et al, 2015a [63]</td>
<td>UK</td>
<td>Validation study</td>
<td>Single-center hospital</td>
<td>Surgical and co-morbid patients</td>
<td>61</td>
<td>SensiumVitals</td>
<td>Philips Intellivue MP30: 3-lead ECG (HR), Microstream Oridion Capnography (RR)</td>
<td>5 authors were employees of the manufacturing company of the device</td>
</tr>
<tr>
<td>Hernandez-Silveira et al, 2015b [61]</td>
<td>UK</td>
<td>Validation study</td>
<td>Laboratory</td>
<td>Healthy subjects</td>
<td>21</td>
<td>SensiumVitals</td>
<td>Rigel 333 patient simulator (HR, RR), Simman (HR), Philips Intellivue MP30: 2-lead ECG (HR), capnography (RR)</td>
<td>Study was funded by manufacturer, one author was an employee</td>
</tr>
<tr>
<td>Downey et al, 2019 [64]</td>
<td>UK</td>
<td>Validation study</td>
<td>Single-center hospital</td>
<td>Major elective surgery patients</td>
<td>51</td>
<td>SensiumVitals</td>
<td>Pulse-oximeter (HR), manually (RR), tympanic thermometer (ST)</td>
<td>None declared</td>
</tr>
<tr>
<td>Chan et al, 2013 [65]</td>
<td>USA</td>
<td>Validation study</td>
<td>Laboratory</td>
<td>Healthy subjects</td>
<td>25</td>
<td>HealthPatch</td>
<td>Actiheart, Oridion Capnostream</td>
<td>Authors were employees of the manufacturer of the device</td>
</tr>
<tr>
<td>Izmailova et al, 2019 [41]</td>
<td>USA</td>
<td>Validation study</td>
<td>Laboratory</td>
<td>Healthy subjects</td>
<td>6</td>
<td>HealthPatch</td>
<td>Dinamp device (HR), oral thermometer (ST), manual measurement (RR)</td>
<td>None declared</td>
</tr>
<tr>
<td>Breteler et al, 2018 [42]</td>
<td>The Netherlands</td>
<td>Validation study</td>
<td>Single-center hospital</td>
<td>Surgical patients</td>
<td>25</td>
<td>HealthPatch</td>
<td>XPREZZON bedside monitor</td>
<td>None declared</td>
</tr>
<tr>
<td>Selvaraj et al, 2018 [43]</td>
<td>USA</td>
<td>Validation study</td>
<td>Laboratory</td>
<td>Healthy subjects</td>
<td>57</td>
<td>VitalPatch</td>
<td>Bench testing, Capnostream20, (RR), Actiheart device (HR)</td>
<td>Not reported</td>
</tr>
<tr>
<td>Liu et al, 2014 [69]</td>
<td>USA</td>
<td>Validation study</td>
<td>Prehospital</td>
<td>Trauma patients</td>
<td>305</td>
<td>WVSMd</td>
<td>LIFEPAK 12 defibrillator/monitor</td>
<td>None declared</td>
</tr>
<tr>
<td>Author, year, Country</td>
<td>Study design, Setting</td>
<td>Study population</td>
<td>Sample size (N)</td>
<td>Device</td>
<td>Comparison</td>
<td>Conflicts of interest</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-----------------------</td>
<td>-----------------------</td>
<td>------------------</td>
<td>----------------</td>
<td>--------</td>
<td>------------</td>
<td>----------------------</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Liu et al, 2015 [45]</td>
<td>Cohort, Prehospital</td>
<td>Trauma patients</td>
<td>104</td>
<td>WVSM</td>
<td>None</td>
<td>One author is the CEO of the manufacturing company</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Kim et al, 2012 [48]</td>
<td>Validation study, Laboratory</td>
<td>Healthy subjects</td>
<td>12</td>
<td>Zephyr BioPatch</td>
<td>12-lead ECG (HR), Model K4 b2, (RR)</td>
<td>None declared</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Van Haren et al, 2013 [49]</td>
<td>Cohort, Prehospital</td>
<td>Patients transported by the prehospital provider</td>
<td>113</td>
<td>MiniMedic</td>
<td>LIFEPAK, Propaq MD monitor</td>
<td>None declared</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Meisozo et al, 2016 [50]</td>
<td>Validation study, Single-center hospital</td>
<td>Trauma patients in the intensive care unit</td>
<td>59</td>
<td>MiniMedic</td>
<td>GE Solar 8000M multichannel monitor</td>
<td>Not reported</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dur et al, 2019 [52]</td>
<td>Validation study, Laboratory</td>
<td>Healthy subjects</td>
<td>35</td>
<td>Wavelet Wristband</td>
<td>ECG (HR), spirometry sensor (RR), BIOPAC M36</td>
<td>One author was an employee of Wavelet Health</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Li et al, 2019 [57]</td>
<td>Validation study, Single-center hospital</td>
<td>Emergency department</td>
<td>17</td>
<td>Biosensor</td>
<td>Capnography (RR)</td>
<td>Two authors were employees of Philips and study was funded by Philips</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ordonnel et al, 2019 [53]</td>
<td>Cohort, Home</td>
<td>Patients with heart failure</td>
<td>13</td>
<td>Proteus patch</td>
<td>None</td>
<td>None declared</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hubner et al, 2015 [54]</td>
<td>Cohort, Single-center hospital</td>
<td>Patients at the emergency department and nurses who provided care</td>
<td>226</td>
<td>IntelliVue Cable-less Measurement Solution</td>
<td>None</td>
<td>None declared</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Liu et al, 2013 [55]</td>
<td>Validation study, Laboratory</td>
<td>Healthy subjects</td>
<td>6</td>
<td>Equivital EQ02 Lifemonitor</td>
<td>Polar S810i HR Monitor (HR), Spirometer MLT1000L (RR), MLT422/D TSK probe (Temperature)</td>
<td>Not reported</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Paul et al, 2019 [58]</td>
<td>Pilot randomized controlled trial, Single-center hospital</td>
<td>Mixed surgical patients</td>
<td>250</td>
<td>Covidien Alarm Management System</td>
<td>None</td>
<td>None declared</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

aHR: heart rate. 
bRR: respiratory rate. 
cECG: electrocardiogram. 
dWVSM: wireless vital signs monitor. 
eCEO: chief executive officer.
<table>
<thead>
<tr>
<th>Device</th>
<th>Manufacturer/Model</th>
<th>Vital signs</th>
<th>Other parameters</th>
<th>Location</th>
<th>BL&lt;sup&gt;a&lt;/sup&gt;</th>
<th>CoTy&lt;sup&gt;b&lt;/sup&gt;</th>
<th>CR&lt;sup&gt;c&lt;/sup&gt; (meter)</th>
<th>SM&lt;sup&gt;d&lt;/sup&gt;</th>
<th>D&lt;sup&gt;e&lt;/sup&gt;</th>
<th>W&lt;sup&gt;f&lt;/sup&gt;</th>
<th>S&lt;sup&gt;g&lt;/sup&gt;</th>
<th>Notes</th>
</tr>
</thead>
<tbody>
<tr>
<td>ViSi Mobile</td>
<td>Sotera Wireless</td>
<td>HR, BP, RR, SpO&lt;sub&gt;2&lt;/sub&gt;</td>
<td>Body posture, fall detection</td>
<td>Upper arm, chest, wrist</td>
<td>14-16 h</td>
<td>Wi-Fi 802.11 radio</td>
<td>180</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td>Clinic</td>
</tr>
<tr>
<td>SensiumVitals</td>
<td>Sensium Healthcare</td>
<td>None</td>
<td>None</td>
<td>Chest, armpit</td>
<td>5 days</td>
<td>Wi-Fi 802.11 b/g</td>
<td>180</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>Clinic</td>
</tr>
<tr>
<td>HealthPatch MD</td>
<td>VitalConnect</td>
<td>HR, RR, ST</td>
<td>HRV&lt;sup&gt;h&lt;/sup&gt;, fall detection, step count, body posture, R-R interval, stress level, energy expenditure</td>
<td>Chest</td>
<td>3 days</td>
<td>Bluetooth</td>
<td>max. 10</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>Clinic, home</td>
</tr>
<tr>
<td>VitalPatch</td>
<td>VitalConnect</td>
<td>HR, RR, ST</td>
<td>HRV, steps, body posture, fall detection, activity</td>
<td>Chest</td>
<td>5 days</td>
<td>Bluetooth</td>
<td>max. 10</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>Clinic, home</td>
</tr>
<tr>
<td>Wireless Vital Signs Monitor Device</td>
<td>Athena GTX</td>
<td>HR, BP, RR, SpO&lt;sub&gt;2&lt;/sub&gt;</td>
<td>None</td>
<td>Upper arm, chest, fingertip</td>
<td>7+ h</td>
<td>Wi-Fi 802.11 b/g</td>
<td>180</td>
<td>No&lt;sup&gt;i&lt;/sup&gt;</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>Clinic, home</td>
</tr>
<tr>
<td>MiniMedic</td>
<td>Athena GTX</td>
<td>HR, SpO&lt;sub&gt;2&lt;/sub&gt;, ST</td>
<td>PR&lt;sup&gt;p&lt;/sup&gt;, PWTT&lt;sup&gt;q&lt;/sup&gt;, Murphy Factor</td>
<td>Forehead, fingertip</td>
<td>12 h</td>
<td>Zigbee 802.15.4</td>
<td>100</td>
<td>NA</td>
<td>✓</td>
<td></td>
<td></td>
<td>Clinic, home</td>
</tr>
<tr>
<td>Zephyr BioPatch</td>
<td>Medtronic</td>
<td>HR, RR, estimated CT&lt;sup&gt;t&lt;/sup&gt;</td>
<td>Activity, body posture</td>
<td>Chest</td>
<td>12-28 h</td>
<td>Zephyr ECHO gateway, Bluetooth 2.1+, 3G</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td></td>
</tr>
<tr>
<td>Biosensor</td>
<td>Philips</td>
<td>HR, RR, ST</td>
<td>Body posture</td>
<td>Chest</td>
<td>4 days</td>
<td>Bluetooth</td>
<td>Max. 10</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>Clinic, home</td>
</tr>
<tr>
<td>IntelliVue Cableless Measurement Solution</td>
<td>Philips</td>
<td>HR, RR, BP, SpO&lt;sub&gt;2&lt;/sub&gt;</td>
<td>None</td>
<td>Upper arm, wrist, belly</td>
<td>12-24 h</td>
<td>Short range radio to IntelliVue Guardian Software</td>
<td>&lt;100</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td>Clinic</td>
<td></td>
</tr>
<tr>
<td>Wavelet Wristband</td>
<td>Wavelet Health</td>
<td>HR, RR</td>
<td>HRV</td>
<td>Wrist</td>
<td>5 days</td>
<td>Bluetooth</td>
<td>max. 10</td>
<td>NA</td>
<td>✓</td>
<td></td>
<td></td>
<td>Home</td>
</tr>
<tr>
<td>Proteus patch</td>
<td>Proteus Digital Health</td>
<td>HR, RR, ST</td>
<td>None</td>
<td>Upper left chest</td>
<td>7 days</td>
<td>Bluetooth</td>
<td>max. 10</td>
<td>NA</td>
<td>NA</td>
<td>✓</td>
<td></td>
<td>Home</td>
</tr>
<tr>
<td>EQ02 Lifemonitor</td>
<td>Hidalgo Ltd</td>
<td>HR, RR, ST</td>
<td>ECG&lt;sup&gt;l&lt;/sup&gt;, accelerometer, body posture, fall detection</td>
<td>Chest with belt</td>
<td>12-48 h</td>
<td>Bluetooth 2.1, 3G, 4G, GPRS&lt;sup&gt;i&lt;/sup&gt;, CD-MA&lt;sup&gt;j&lt;/sup&gt;</td>
<td>100</td>
<td>NA</td>
<td>✓</td>
<td>✓</td>
<td>Clinic, home</td>
<td></td>
</tr>
<tr>
<td>Alarm Management System</td>
<td>Covidien</td>
<td>HR, SpO&lt;sub&gt;2&lt;/sub&gt;</td>
<td>None</td>
<td>Fingertip</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>Clinic</td>
</tr>
</tbody>
</table>

<sup>a</sup>BL: battery life.  
<sup>b</sup>CoTy: connection type.  
<sup>c</sup>CR: connection range.  
<sup>d</sup>EMR: electronic medical record.  
<sup>e</sup>SoA: system of alerts.  
<sup>f</sup>D: disposable.  
<sup>g</sup>W: waterproof.  
<sup>h</sup>S: setting.  
<sup>i</sup>HR: heart rate.  
<sup>j</sup>BP: blood pressure.
kRR: respiratory rate.
\(^1\)SpO\(_2\): blood oxygen saturation.
\(^m\)ST: skin temperature.
\(^n\)HRV: heart rate variability.
\(^o\)N/A: not applicable.
\(^p\)PR: pulse rate.
\(^q\)PWTT: pulse wave transit time.
\(^t\)CT: core temperature.
\(^s\)ECG: electrocardiogram.
\(^i\)GPRS: general packet radio service.
\(^u\)CDMA: code-division multiple access.
<table>
<thead>
<tr>
<th>Author, year</th>
<th>Validation outcomes</th>
<th>Feasibility outcomes</th>
<th>Clinical outcomes</th>
<th>Cost outcomes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Prgomet et al, 2016 [39]</td>
<td>—</td>
<td>Knowledge, confidence, perceptions and feedback about continuous monitoring device, interdisciplinary communication regarding deterioration</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Weller et al, 2017 [40]</td>
<td>—</td>
<td>Alarm rate</td>
<td>RRT calls, ICU transfers, unexpected deaths</td>
<td>—</td>
</tr>
<tr>
<td>Verillo et al, 2018 [51]</td>
<td>—</td>
<td>Staff satisfaction</td>
<td>Complication rate, RRT calls, ICU transfers, FTR events</td>
<td>—</td>
</tr>
<tr>
<td>Weenk et al, 2017 [59]</td>
<td>Bland-Altman agreement</td>
<td>Artifacts, user experiences</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Watkins et al, 2015 [60]</td>
<td>—</td>
<td>Nursing experiences, number of alarms</td>
<td>Log of interventions based on alarms</td>
<td>—</td>
</tr>
<tr>
<td>Downey et al, 2018a [62]</td>
<td>—</td>
<td>Patient acceptability and compliance</td>
<td>Time to AB, mortality, length of stay, admission to level II or II, 30-day readmission</td>
<td>—</td>
</tr>
<tr>
<td>Downey et al, 2018b [56]</td>
<td>—</td>
<td>Patient perceptions</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Hernandez-Silveira et al, 2015a [63]</td>
<td>Bland-Altman agreement</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Hernandez-Silveira et al, 2015b [61]</td>
<td>Bland-Altman agreement</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Downey et al, 2019 [64]</td>
<td>Bland-Altman agreement</td>
<td>Completeness of continuous patch data</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Chan et al, 2013 [65]</td>
<td>Mean absolute error, root-mean-square error</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Izmaikova et al, 2019 [41]</td>
<td>Data collection rate, comparison with control, data limitations</td>
<td>Data collection rate, acceptability</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Breteler et al, 2018 [42]</td>
<td>Limits of agreement and bias</td>
<td>Data loss</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Selvaraj et al, 2018 [43]</td>
<td>Bland-Altman agreement</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Liu et al, 2015 [45]</td>
<td>—</td>
<td>Percentages of valid measurements and nonzero waveform samples</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Razjouan et al, 2017 [46]</td>
<td>—</td>
<td>Any potential adverse events or complaints as a result of the patch</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Boatin et al, 2016 [47]</td>
<td>Bland-Altman agreement</td>
<td>Acceptability, functionality</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Van Haren et al, 2013 [49]</td>
<td>Sensitivity, specificity, negative predictive value, positive predictive value, and area under the receiving operating characteristic curves</td>
<td>—</td>
<td>Prediction of life-saving interventions</td>
<td>—</td>
</tr>
<tr>
<td>Meisozo et al, 2016 [50]</td>
<td>Paired student t-test, Fisher exact tests</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Dur et al, 2019 [52]</td>
<td>Pearson correlation coefficients along with Bland-Altman plots and Bland-Altman limits of agreement</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Li et al, 2019 [57]</td>
<td>Correlation, mean difference</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Ordonnel et al, 2019 [53]</td>
<td>—</td>
<td>Wear-time detection</td>
<td>Sleep detection</td>
<td>—</td>
</tr>
<tr>
<td>Hubner et al, 2015 [54]</td>
<td>—</td>
<td>Monitoring time, patient and user experiences</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Author, year</td>
<td>Validation outcomes</td>
<td>Feasibility outcomes</td>
<td>Clinical outcomes</td>
<td>Cost outcomes</td>
</tr>
<tr>
<td>-------------</td>
<td>---------------------</td>
<td>----------------------</td>
<td>------------------</td>
<td>--------------</td>
</tr>
<tr>
<td>Liu et al, 2013 [55]</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Bland-Altman agreement, coefficient of variation, ICC, SEE, Pearson correlation coefficients, ANOVA(^b)</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Paul et al, 2019 [58]</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Recruitment rate, acceptance and tolerance, number of alarms per day including type and response, reliability of the system</td>
<td>Respiratory event rate, ICU transfer, RRT calls</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
</tbody>
</table>

\(^a\)Not available.
\(^b\)RRT: rapid response time.
\(^c\)ICU: intensive care unit.
\(^d\)FTR: fail-to-rescue.
\(^e\)AB: antibiotic administration.
\(^f\)ICC: intraclass correlation.
\(^g\)SEE: standard error of the estimate.
\(^h\)ANOVA: analysis of variance.
Table 4. Bland-Altman agreement of validation studies.

<table>
<thead>
<tr>
<th>Device, study, subgroup</th>
<th>HR, mean difference (Limits of Agreement)</th>
<th>RR, mean difference (Limits of Agreement)</th>
<th>T, mean difference (Limits of Agreement)</th>
<th>SpO2, mean difference (Limits of Agreement)</th>
<th>BP syst, mean difference (Limits of Agreement)</th>
<th>BP diast, mean difference (Limits of Agreement)</th>
</tr>
</thead>
<tbody>
<tr>
<td>VitalPatch, Selvaraj et al, 2018 [43]</td>
<td>0.4 (–3.97/2.97)</td>
<td>–1.8 (–10.1/6.5)</td>
<td>0.4 (–6.3/7.1)</td>
<td>0.8</td>
<td>0.44</td>
<td>–8.00</td>
</tr>
<tr>
<td>HealthPatch, Chan et al, 2013 [65]</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>HealthPatch, Breteler et al, 2018 [42]</td>
<td>–1.1 (–8.8/6.5)</td>
<td>–2.3 (–15.8/11.2)</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>HealthPatch, Weenk et al, 2017 [59]</td>
<td>–1.52 (–12.55/9.51)</td>
<td>–0.64 (10.32/9.04)</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>ViSi Mobile, Weenk et al, 2017 [59]</td>
<td>–0.2 (–11.06/10.66)</td>
<td>1.19 (–5.53/7.91)</td>
<td>—</td>
<td>0.10 (–3.13/3.33)</td>
<td>0.44 (–23.06/23.94)</td>
<td>–8.00</td>
</tr>
<tr>
<td>SensiumVitals, Hernandez-Silveira et al, 2015 [63]</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Surgical patients</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Cardiovascular disorders (low voltage/variable QRS morphology)</td>
<td>0.97 (–3.73/5.67)</td>
<td>–1.4 (–10.8/8.0)</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Cardiovascular disorders (atrial fibrillation)</td>
<td>–1.0 (–8.0/6.0)</td>
<td>–1.0 (–9.4/7.0)</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Metabolic disorders</td>
<td>0.9 (–3.5/5.3)</td>
<td>–0.4 (–11.4/10.6)</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Diabetes</td>
<td>–0.02 (–6.98/7.02)</td>
<td>0.1 (–7.7/7.9)</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>SensiumVitals, Hernandez-Silveira et al, 2015 [61]</td>
<td>–0.23 (–0.61/0.15)</td>
<td>–0.43 (–6.10/5.20)</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>SensiumVitals, Downey et al, 2019 [64]</td>
<td>1.85 (–23.92/20.22)</td>
<td>2.93 (–8.19/14.05)</td>
<td>0.82 (–1.13/2.78)</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Zephyr BioPatch, Boatin et al, 2016 [47]</td>
<td>1.6 (–11.6/14.8)</td>
<td>4.2 (–4.4/22.8)</td>
<td>0.7 (–4.7/6.1)</td>
<td>4.2 (–4.7/6.1)</td>
<td>0.2 (–1.48/1.52)</td>
<td>0.5 (–1.3/2.3)</td>
</tr>
<tr>
<td>Zephyr BioPatch, Kim et al, 2012 [48]</td>
<td>0.5 (–15.3/16.3)</td>
<td>–0.6 (–5.6/4.4)</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Wavelet Wristband, Dur et al, 2019 [52]</td>
<td>–0.3 (–2.6/1.9)</td>
<td>1.0 (–3.0/4.0)</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Biosensor, Li et al, 2019 [57]</td>
<td>—</td>
<td>3.5</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Equivital EQ02, Liu et al, 2013 [55]</td>
<td>1.2 (–5.4/7.8)</td>
<td>0.2 (–2.2/2.6)</td>
<td>—</td>
<td>0.59 (–0.29/1.47; skin)</td>
<td>–0.02 (–3.2/0.12; core)</td>
<td>—</td>
</tr>
</tbody>
</table>

*HR*: heart rate.
*RR*: respiratory rate.
*T*: temperature.
*SpO2*: oxygen saturation.
*BP syst*: systolic blood pressure.
*BP diast*: diastolic blood pressure.
*Not available.*

This study reported the 25th and 75th percentile.

This study reported the Bland-Altman agreement of two types of temperature: skin and core temperature.
Figure 2. Quality assessment of the included studies. Check marks: low risk of bias; Crosses: high risk of bias; Question marks: unclear risk of bias; Grey cells: Quality assessment tool not used for the study.

Discussion

Summary of Evidence

In this study, we aimed to provide a systematic review of the current evidence on wearable wireless continuous monitoring devices for vital signs monitoring. We included 27 studies, which evaluated 13 different wearable devices. Overall, the studies predominantly evaluated the validation of the recorded data (N=15) or the feasibility (N=15) of these devices. Clinical outcomes were only reported in 6 studies, and studies describing the cost outcomes are still lacking. Although 13 different devices were included in this review, these devices did not share the same indication in terms of monitoring. In general, 2 main target indications could be identified. First, the ViSi Mobile, WVSM Device, MiniMedic, and IntelliVue Cableless Measurement Solution were designed for more extensive prehospital (ambulance) or clinical physiological monitoring. This monitoring level may be comparable to standard ICU monitoring, and therefore, these devices are usually bulkier wearable devices. Second, patch, wristband, and harness devices such as the SensiumVitals, VitalPatch, Philips Biosensor, Zephyr BioPatch, EQ02 Lifemonitor, Alarm Management System, Wavelet Wristband, and the Proteus patch were designed for ambulant wireless clinical monitoring of only a few basic vital signs. These devices are possibly more suitable for patients in the general ward and for monitoring the vital signs at home.

Regarding the validation of the devices, a few considerations should be taken into account. Many of these studies were conducted in healthy volunteers, which may introduce a bias owing to the lack of deviating vital signs values when compared to the vital signs of the actual patients. Further, for technical reasons, vital signs cannot be measured continuously by wearable sensors with equal accuracy. In particular, the RR and temperatures still appear to be difficult to be measured reliably in several included studies. In fact, the optimal reference standard for measuring RR has still not been found, although it is considered to be the most important parameter for predicting clinical deterioration [78-81]. In addition, the optimal method for measuring temperature by using wearable wireless devices has yet to be found. Most devices measure the skin temperature, which is known to be unreliable as equivalent for core temperature [82-84].

Feasibility outcomes were focused on acceptability by health care professionals and patients. In general, both groups were positive about the deployment of the devices. In addition, the operation of the system was evaluated, such as the completeness of the measurements and the number and appropriateness of the alarms. Both outcomes were assessed as feasible.

The impact of these devices on clinical outcomes is still unclear because most included studies were underpowered to demonstrate any significant effect. However, multiple studies
described cases wherein a complication was recognized earlier by the device and acted upon in a timely manner.

Regarding costs, no outcomes were reported about the devices in the included studies. Such data may however be essential for preparing future business cases for large-scale implementation, considering the relatively high cost of such monitoring devices and platforms [85].

Previously published reviews on continuous monitoring did not focus on wearable devices, except for one, but this was not a systematic review [32]. We found comparable but also contrasting results in that study [32]. The review of Joshi et al [32] reported the same devices as those reported by us as well as some other devices that we excluded since there were no published studies about those devices or they were published before 2009. In line with our results, they also concluded that the diagnostic accuracy of the devices was suboptimal, especially the alarm rates and the false alarms. In addition, they also indicated that there were no sufficiently powered studies to show beneficial clinical effects or cost-effectiveness.

In a review of nonwearable devices, Cardona-Morrell et al [14] found that early detection of deterioration was enhanced but there were no significant improvements in the clinical outcomes, which is in line with our findings regarding wearable devices. This could be explained by the heterogeneous and underpowered character of the included studies [14]. Downey et al [86] also came to this conclusion and further stated that continuous monitoring seems to be feasible in terms of the frequency of implementation in hospitals; they found that patient and nurse perceptions were positive and that continuous monitoring may be cost-effiecient.

**Limitations**

This systematic review had several limitations. First, the quality varied across the included studies. Several accuracy studies contained high risk of bias regarding patient selection as well as the applicability. Further, the reference standard was often not free from potential bias. Considering the studies assessed with the MMAT tool, quality was predominantly rated 2 or 3 out of 5; therefore, bias is present. Moreover, assessing the quality of the studies and comparing these studies was difficult owing to the heterogeneity of the included studies. Therefore, performing a meta-analysis was not possible owing to the heterogeneity in the devices and the outcomes. Second, 5 of the included studies had possible conflicts of interest owing to funding by the manufacturer or because employees of the manufacturing companies of the devices played a role in the conduct of the study. This highlights the possible risk of reporting and publication bias within this field of research. Third, there were some limitations about the search. We only focused on devices that measured at least two vital signs. However, this cut-off was based on previous studies about the predictive value for clinical deterioration. These studies found that the more vital signs are monitored, the more accurate the detection is [87,88]. Besides, we only focused on off-the-shelf devices with a clearance by the CE mark or FDA as a medical device for clinical use. We excluded 42 prototype studies that were considered to be less clinically relevant for health care professionals. However, this indicates that there may be many more monitoring devices that will be launched in the health care market in the future. Besides, the review was restricted to English and Dutch publications published from 2009 and after. Only a few studies were excluded based on language and the older studies were considered be less clinically relevant owing to outdated technology. Fourth, we prespecified the clinically relevant mean difference and LoA for vital signs. It may be clinically desirable to redefine acceptable accuracy limits depending on the value of the vital signs measured and the patient population. For example, a difference of 3 breaths per minute is more clinically relevant in a range of 5-8 breaths per minute than with 30-33 breaths per minute. However, reliable evidence or guidelines for continuous monitoring of vital signs are currently lacking.

**Clinical Implications**

This review outlines several important clinical implications before health systems may proceed to large-scale implementation of wearable wireless continuous monitoring devices for vital signs monitoring for patients in the hospital and at home. For both settings, vital signs data measurements should be accurate, reliable, and validated in clinical studies. This is especially important for the home setting, wherein a health care professional is not readily available to assess the clinical condition of the patient. For further optimization, the monitoring measurements should preferably be incorporated into an early warning score system supported by a validated decision support algorithm [89]. These analysis algorithms should be further enhanced to prevent too many alarms in order to avoid alarm fatigue [90]. Further, for optimal adoption into clinical workflows, the vital signs measurements should preferably be integrated into the electronic medical record. This will likely improve commitment and compliance from nurses and doctors and will also allow for the summarized monitoring data to be archived in the patient records [32]. When all such factors are optimized, it is anticipated that studies will be able to show a significant effect on clinical outcomes. For monitoring patients at home, the patient data need to be sent to health care professionals through a stable and secure wireless connection. Such a system will need to be embedded in a validated care work flow, thereby providing alarm reviews by care professionals who will assess, make an initial phone call, and then escalate to a home visit by a nurse or direct the patient to the emergency department when needed [91]. Furthermore, for home monitoring, the devices should be small, flexible, and hypoallergenic and not bother patients during their daily activities [18,24]. Battery life, which currently ranges from 3 to 7 days in most devices, may be further extended especially for long-term monitoring of patients with chronic diseases such as heart failure [18,19]. Eventually, when all the conditions are optimized, larger studies may be able to demonstrate that continuous home monitoring safely allows for routine early discharge from the hospital. Further, such a system may potentially provide timely detection of complications, and thereby prevent readmissions, improve overall outcomes, and decrease health care costs [21,92].
Conclusions
Continuous monitoring devices are mostly still in the validation and feasibility phases. Besides, studies reporting clinical outcomes are still sparse and cost outcome studies are still lacking. Such studies are needed to help health care professionals and administrators in their decision making regarding the implementation of these devices on a large scale in clinical practice or in home monitoring.
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Abstract

Background: There is a high prevalence of children and young people (CYP) experiencing mental health (MH) problems. Owing to accessibility, affordability, and scalability, an increasing number of digital health interventions (DHIs) have been developed and incorporated into MH treatment. Studies have shown the potential of DHIs to improve MH outcomes. However, the modes of delivery used to engage CYP in digital MH interventions may differ, with implications for the extent to which findings pertain to the level of engagement with the DHI. Knowledge of the various modalities could aid in the development of interventions that are acceptable and feasible.

Objective: This review aimed to (1) identify modes of delivery used in CYP digital MH interventions, (2) explore influencing factors to usage and implementation, and (3) investigate ways in which the interventions have been evaluated and whether CYP engage in DHIs.

Methods: A literature search was performed in the Cochrane Library, Excerpta Medica dataBASE (EMBASE), Medical Literature Analysis and Retrieval System Online (MEDLINE), and PsycINFO databases using 3 key concepts “child and adolescent mental health,” “digital intervention,” and “engagement.” Preferred Reporting Items for Systematic Reviews and Meta-Analyses guidelines were followed using rigorous inclusion criteria and screening by at least two reviewers. The selected articles were assessed for quality using the mixed methods appraisal tool, and data were extracted to address the review aims. Data aggregation and synthesis were conducted and presented as descriptive numerical summaries and a narrative synthesis, respectively.

http://www.jmir.org/2020/6/e16317/
**Results:** This study identified 6 modes of delivery from 83 articles and 71 interventions for engaging CYP: (1) websites, (2) games and computer-assisted programs, (3) apps, (4) robots and digital devices, (5) virtual reality, and (6) mobile text messaging. Overall, 2 themes emerged highlighting intervention-specific and person-specific barriers and facilitators to CYP’s engagement. These themes encompassed factors such as suitability, usability, and acceptability of the DHIs and motivation, capability, and opportunity for the CYP using DHIs. The literature highlighted that CYP prefer DHIs with features such as videos, limited text, ability to personalize, ability to connect with others, and options to receive text message reminders. The findings of this review suggest a high average retention rate of 79% in studies involving various DHIs.

**Conclusions:** The development of DHIs is increasing and may be of interest to CYP, particularly in the area of MH treatment. With continuous technological advancements, it is important to know which modalities may increase engagement and help CYP who are facing MH problems. This review identified the existing modalities and highlighted the influencing factors from the perspective of CYP. This knowledge provides information that can be used to design and evaluate new interventions and offers important theoretical insights into how and why CYP engage in DHIs.

*(J Med Internet Res 2020;22(6):e16317) doi:10.2196/16317*
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**Introduction**

**Prevalence of Mental Health Problems in Children and Young People**

Mental health (MH) problems in childhood and adolescence are of great importance because of their prevalence, early onset, and impact on different areas of the child’s life [1]. The number of children and young people (CYP) who experience MH problems ranges from 10% to 20% worldwide [2]. An international study conducted in 27 countries estimated the worldwide pooled prevalence of MH problems to be 13.4% among CYP [3]. Specifically, anxiety and disruptive behavior disorders seem to be the most frequent presentations (Table 1) [3]. Estimates further suggest that approximately 1 in every 3 adolescents will meet the criteria for anxiety and depressive disorders [2], while 1 in 4 young people aged 16 to 24 years has experienced at least one MH problem in the past year [3].

<table>
<thead>
<tr>
<th>Mental health problem</th>
<th>Prevalence (%) (adapted from Polanczyk et al [3])</th>
</tr>
</thead>
<tbody>
<tr>
<td>Anxiety</td>
<td>6.5</td>
</tr>
<tr>
<td>Disruptive behavior</td>
<td>5.7</td>
</tr>
<tr>
<td>Oppositional defiance disorder</td>
<td>3.6</td>
</tr>
<tr>
<td>Attention-deficit hyperactivity</td>
<td>3.4</td>
</tr>
<tr>
<td>Depression</td>
<td>2.6</td>
</tr>
<tr>
<td>Conduct</td>
<td>2.1</td>
</tr>
</tbody>
</table>

**Benefits of Digital Health Interventions**

Addressing MH problems in CYP is a major public health concern [4,5], which has been impaired by low levels of youth help-seeking behavior [6]. Concerns about stigma and confidentiality, shame or embarrassment in discussing personal issues, financial costs, and/or limited access to services are among the many barriers to accessing help in this population [6-8]. In many instances, existing efficacious face-to-face interventions are adapted using digital technology as a means of addressing these barriers [9]. Digital health interventions (DHIs; eg, internet programs, apps, virtual reality environments, robotic systems) have the potential to be effective, with advantages of accessibility, anonymity, prompt feedback, cost-effectiveness, applicability in real-life contexts, and high treatment fidelity [7,10-15]. Therefore, considering the increased digital literacy and internet use among youth [16], DHIs may serve as a new way to increase accessibility to MH interventions in this population [17,18].

**Efficacy of Digital Health Interventions**

The World Health Organization (WHO), the United Kingdom’s National Health Service, and the US National Institute of Mental Health have identified MH apps as cost-effective and scalable solutions for addressing the MH treatment gap [19]. The efficacy of web-based therapies is well established in the treatment of several MH problems, including depression, anxiety, and substance misuse among adolescents [20-22]. Web-based treatment programs have also demonstrated comparable efficacy to face-to-face psychotherapy [23,24]. In addition, smartphone-based MH interventions have been shown to be a promising self-management tool for depression [25] by reducing symptoms, similar to face-to-face interventions. Equivalent results were also found for anxiety-focused mobile apps [26]. Recent systematic reviews have shown that interventions based on computerized cognitive behavioral therapy are a promising and acceptable way to reduce anxiety and depression in CYP [17,18]. The findings also support the clinical benefits of DHIs.
for other symptoms and disorders such as autism spectrum disorders, attention deficit, and behavioral disorders [27].

**Research on Digital Mental Health Interventions for Children and Young People**

Despite the growing interest in using mobile apps to deliver interventions, more research evidence is needed to support implementation in children and young people’s mental health (CYPMH) services [27-29]. For instance, the evaluation of DHIs is increasingly discussed in electronic health research. A recent review showed that the majority of registered DHI evaluation trials employ common methods, such as the randomized controlled trial (RCT) study design [30]. There is much debate in the literature on appropriate methods for evaluating the impact of DHIs [31]. For instance, given the speed at which technologies advance, adaptive research designs may be more useful for increasing usability and ability to respond in a timely manner to users’ experiences [32]. Considering the limitations of traditional research designs, new methodological frameworks and research designs have been developed (eg, continuous evaluation of evolving behavioral intervention technologies [33] and microrandomized trials [34]). To develop DHIs that are more useful and thereby more engaging for users, researchers agree that the impact of different functionalities on levels of engagement is important [35]. Engagement with digital behavior change interventions has been defined in the literature as a subjective experience (the user-perceived state of flow, characterized by temporal dissociation, focused attention, interest, and enjoyment) or as a behavior (extent of usage of the DHI over time or adherence) [36]. Perski et al [36] proposed an integrated conceptualization of engagement that includes both the extent (eg, amount, frequency, duration, and depth) of usage and the subjective experience of “what it feels” to be engaged (eg, attention, interest, and affect). However, engagement is usually assessed through the evaluation of the user interaction with the DHI, either by user-reported tools (eg, questionnaires, interviews, or think-aloud studies), by automated recordings of use (eg, log-ins, page views), or by recording physiological or psychophysical correlates of DHI interaction [36].

Despite the potential of DHIs, researchers have identified several limitations that influence practicality [37]. The main limitations identified were restricted tailoring to patient needs, challenges with managing comorbidity and acute crisis [38], low patient engagement and high dropout rates [39]. Although efforts have been made to reduce these occurrences with strategies such as gamification, tailoring, and guided self-help, the aforementioned difficulties remain [27,38,39]. In addition, further challenges arise from cautious attitudes of professionals toward DHIs, such as failure to address important aspects of the disease, data security, and accessibility [40].

**Rationale for This Review**

The rapid advancement of technology [41] and the increasing interest of CYP in technology [16] calls for a better understanding and evaluation of DHIs used to engage CYP with MH problems [42,43]. Engagement is commonly referred to as the active involvement of participants with the intervention, also described in previous literature as participation, adherence, noncompliance, or resistance [44]. This knowledge is crucial to support the development and evaluation of DHIs that are acceptable and feasible in CYPMH settings. This review sets out to contribute to the growing body of knowledge on digital CYPMH interventions by investigating modes of delivery used in DHIs. Although recent meta-analyses highlighted the potential effectiveness of CYPMH DHIs [17,18,45], this review aimed to present information that might be of use in the development of real-world interventions that are more likely to increase engagement from CYP.

**Aims**

The primary aim of this study was to review the literature to identify modes of delivery used to engage CYP in digital MH interventions. Second, we explored barriers and facilitators for the usage and implementation of DHIs. The authors also aimed to investigate the ways in which these interventions have been evaluated and whether CYP engage in DHI research. The following questions were addressed:

1. What modes of delivery are used for engaging CYP in digital MH interventions?
2. What are the barriers and facilitators to engaging CYP in digital MH interventions?
3. How do retention rates vary in CYP digital MH intervention research?

**Methods**

**Literature Search and Search Strategy**

A literature search was conducted using the Cochrane Library, EMBASE, MEDLINE, and PsyCINFO databases. All searches were carried out on the same day (December 27, 2018) to control for daily updates. Overall, 3 key concepts informed the search strategy: child and adolescent mental health, digital intervention, and engagement. Terms within similar categories were combined with OR and then the results from each category were combined with AND (see Multimedia Appendix 1). The search strategy was guided by similar reviews exploring technology or engagement in child and family MH treatment [44-46], the review team discussions, and input from the University College London Institute of Child Health librarian. Reference lists of relevant articles were also scanned for additional potential studies. An initial sample of articles identified through database searching was screened first by titles and abstracts. Next, the full-text versions of potentially relevant studies were retrieved and examined in detail for eligibility at the review team meetings. Differences regarding study selection were resolved by discussion among the authors.

**Inclusion and Exclusion Criteria**

Screened articles were included if (1) the study targeted a CYP sample with a mean age less than 25 years; (2) the article described a DHI targeting an MH symptom (related to a primary physical/somatic condition) or the intervention was being used by CYP with MH problems; and (3) the study explored the development or testing of a DHI resulting in data on adherence, acceptability, or barriers and facilitators to engagement. Any study design was deemed acceptable for inclusion. Articles were excluded if (1) the age of the participants was not defined or if...
the mean age of the sample was 25 years and above, (2) the intervention was for the sole purpose of communicating between a health care professional and the CYP (eg, Skype, email, teleconference, or messages for appointment reminders), (3) the outcome of the study was not clearly defined or did not provide sufficient details to determine if the outcome was directly related to the intervention, and (4) the study had no human participants (eg, discussion articles describing a novel intervention).

**Study Selection Process**
In accordance with the Preferred Reporting Items for Systematic Reviews and Meta-Analyses guidelines [47], the flowchart presented in Figure 1 provides step-by-step details of our study selection process. After duplicates were removed, at least two members of the review team independently screened the titles and abstracts against the inclusion criteria. The full-text versions of the remaining potential articles were further examined by at least two reviewers for final inclusion. Articles excluded at this stage described interventions that were being used for communication purposes only, did not provide sufficient details of the intervention, were reviews or study protocols, were those in which the age range was not specified or was above the cutoff, targeted a non-MH condition only or targeted parents or clinicians, or had an outcome that was not related to the intervention. Any disagreements were resolved through discussions.

**Figure 1.** Preferred Reporting Items for Systematic Reviews and Meta-Analyses flow chart of the study selection process.

**Data Extraction and Quality Assessment**
A standardized form [48] that was adapted and piloted by the review team was used to extract relevant information from each article, including the following: reference, year, country, study aims, study design, sample size, setting, clinical characteristics, type of support including therapeutic treatment, retention rate, outcome, and descriptive characteristics of the sample and the intervention. Study-specific data for the second review question were also extracted at this stage to inform the thematic framework [49]. The mixed methods appraisal tool (MMAT-v2018) [50] was used to assess the methodological
quality of each selected study. This tool was discussed in detail and selected based on its ability to report on the quality of varying study designs. Responses were rated on a categorical scale as “no,” “can’t tell,” or “yes” to any of the methodological quality criteria. The number of items rated “yes” was counted to provide an overall score out of a possible 5 [51]. If at least one of the MMAT quality criteria was met, the methodological quality of the study was considered acceptable and the record was included. SL and a second member of the review team independently extracted all data and independently conducted the quality assessment. The 2 reviewers discussed any discrepancies and, if necessary, consulted a third team member to reach a final decision.

Data Aggregation and Synthesis

The extracted data were collated and summarized to produce a narrative summary of the study characteristics that addressed the first review question. A descriptive numerical summary was presented to group articles by the primary digital platform used to deliver the intervention. SL completed a qualitative data-driven thematic analysis [52] in addition to inductive analysis informed by the Digital Behaviour Change Framework [53] to address the second review question. Moreover, this framework and the capability, opportunity, motivation, and behavior (COM-B) model [54] were used to explore the factors influencing behavior change and intervention design. The coding process involved moving backward and forward between the data and emerging concepts. The first step generated initial codes from open coding, in which units of meanings were derived from a line-by-line analysis followed by axial coding to integrate and differentiate among subcategories. Qualitative findings relating to barriers and facilitators were coded in NVivo [55]. The review team reviewed the coding process, and any disagreements were discussed before reaching a consensus. There were no major disagreements, and consequently, the codes were developed into themes. For the purpose of addressing the third review question, the retention rate was defined as the percentage of participants completing outcome measures for at least one follow-up time point. In studies where this was not explicitly mentioned, we used the percentage of participants continuing to engage with the intervention after a specified period (ie, a time period identified by the original author).

Changes to the Protocol

Initially, the review team planned to investigate recruitment rates. However, the identified studies varied in recruitment strategies and did not provide sufficient details to address this research question. In addition, although the review team acknowledged the potential of gray literature (eg, research not published in peer-reviewed journals) to broaden the scope of systematic reviews, the team agreed to only include articles published in peer-reviewed journals. This decision was because of various reasons: (1) the popularity of technological advancements in health care; (2) the resource constraints of this study; (3) some evidence of the limited contribution of unpublished studies to the results of meta-analyses in child-relevant reviews [56]; and (4) the consideration that the aim of this systematic review was not related to efficacy and safety, which could be amenable to publication bias. No other substantial deviations from the registered protocol were made. The review protocol was registered in the International Register of Systematic Reviews (PROSPERO) [CRD42018094815].

Results

Overview of the Included Articles

The results of this systematic review are presented as a narrative synthesis [57] and, where applicable, descriptive numerical summaries are provided. A total of 83 articles published between 2001 and 2018 met the inclusion criteria (Multimedia Appendix 2) identifying 71 interventions (Multimedia Appendix 3). Of the 83 articles reviewed, almost two-thirds were conducted in the United States and Canada or in Australia and New Zealand. The most common type of intervention incorporated cognitive behavioral therapy as the main therapeutic modality. The mean age of the included samples was between 2 years to 24 years. Affective disorders (ie, anxiety and depression, including suicidality) were the most common presentation targets of the DHIs reviewed. Multimedia Appendix 4 provides details of the reviewed articles and Table 2 provides a summary of these findings.

A broad range of recruitment strategies were used to develop and test these DHIs, including referrals from health or school professionals; self-referrals through social media and web-based advertising; university email lists; recruitment software; or in-person advertising through posters, flyers, newspaper advertisements, word of mouth, and existing research and support groups. The following section presents the modes of delivery for DHIs, highlighting how they have been evaluated and their main features and purpose. Table 3 provides a summary of the 6 DHI categories identified in this review, the corresponding features, and the study designs adopted.
Table 2. Characteristics of the included articles (N=83).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Values, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Country</strong></td>
<td></td>
</tr>
<tr>
<td>United States and Canada</td>
<td>31 (37)</td>
</tr>
<tr>
<td>Australia and New Zealand</td>
<td>23 (28)</td>
</tr>
<tr>
<td>Europe</td>
<td>21 (25)</td>
</tr>
<tr>
<td>Asia</td>
<td>7 (8)</td>
</tr>
<tr>
<td>Brazil</td>
<td>1 (1)</td>
</tr>
<tr>
<td><strong>Therapeutic modality</strong></td>
<td></td>
</tr>
<tr>
<td>Cognitive behavioral therapy</td>
<td>39 (47)</td>
</tr>
<tr>
<td>Cognitive skills training mechanisms</td>
<td>9 (11)</td>
</tr>
<tr>
<td>Social skills training or social support</td>
<td>7 (8)</td>
</tr>
<tr>
<td>Applied behavior analysis concepts</td>
<td>3 (4)</td>
</tr>
<tr>
<td>Single component or combinations&lt;sup&gt;a&lt;/sup&gt;</td>
<td>25 (30)</td>
</tr>
<tr>
<td><strong>Disorders</strong></td>
<td></td>
</tr>
<tr>
<td>Affective&lt;sup&gt;b&lt;/sup&gt;</td>
<td>38 (46)</td>
</tr>
<tr>
<td>Attention deficit and hyperactivity</td>
<td>7 (8)</td>
</tr>
<tr>
<td>Autism spectrum</td>
<td>12 (15)</td>
</tr>
<tr>
<td>Eating disorders</td>
<td>4 (5)</td>
</tr>
<tr>
<td>Behavioral disorders&lt;sup&gt;c&lt;/sup&gt;</td>
<td>10 (12)</td>
</tr>
<tr>
<td>Nonspecific or multiple disorders</td>
<td>12 (15)</td>
</tr>
</tbody>
</table>

<sup>a</sup>Combinations of the following strategies: therapeutic support embedded in positive psychology, behavior activation, self-regulation, learning theories, motivational interviewing, and mindfulness.

<sup>b</sup>Depression, anxiety, or suicidality.

<sup>c</sup>Obsessive compulsive disorder, substance abuse, selective mutism, social difficulties, and psychosis or schizophrenia.

Table 3. Summary of digital modes of delivery used in children and young people’s mental health intervention.

<table>
<thead>
<tr>
<th>Mode of delivery (number of articles)</th>
<th>Goals: features</th>
<th>Study design, n</th>
</tr>
</thead>
</table>
| Website interventions (n=43)          | • Communication: emails, text messages, social networking, web-based message boards, discussion forums  
• Dissemination of information: text and multimedia channels (videos, animations, and audio), games and quizzes, homework tasks, and web-based profile set up with customizations | RCT<sup>a</sup> (n=22), pre- to posttest (n=11), observational study—qualitative, quantitative, or mixed methods approaches (n=10) |
| Games or computer-assisted interventions (n=23) | • Dissemination of information, skills development, psychoeducation: photos, stories, animations, quizzes, text messages, and multimedia (audio and videos) | RCT (n=11), pre- to posttest (n=8), observational study—quantitative or mixed methods approaches (n=4) |
| Apps: web or mobile (n=10)            | • Dissemination of information, skills development, peer-to-peer communication: text message reminders, text, photos and multimedia (audio and videos) plus an opportunity to upload content | RCT (n=4), pre- to posttest (n=1), observational study—qualitative, quantitative, or mixed methods approaches (n=5) |
| Robots and digital devices (n=3)      | • Dissemination of information: audio and movement  
• Peer-to-peer communication: email reminders | RCT (n=1), feasibility study (n=1), mixed methods design (n=1) |
| Virtual reality experiences (n=3)     | • Dissemination of information, skills development, therapeutic support: Gamification using multimedia (audio and images) | Pre- to posttest (n=2), posttest (n=1) |
| Mobile text messages (n=1)            | • Dissemination of information, skills development, social support: Text | RCT (n=1) |

<sup>a</sup>RCT: randomized controlled trial.
What Modes of Delivery Are Used for Engaging Children and Young People in Digital Mental Health Interventions?

Website Interventions
Overall, 33 of the 43 articles adopted an interventional study design (22 RCTs and 11 pre- to poststudy designs). The remaining 10 studies adopted observational study designs utilizing qualitative, quantitative, or mixed methods approaches. The methodological quality of the included studies was acceptable. Qualitative studies scores ranged from 2 to 5 points, RCTs and nonrandomized quantitative studies also ranged 2 to 5 points, and mixed methods studies ranged 2 to 4 points.

The primary goal of the majority of the interventions (n=40) was to transmit specific MH information to a targeted population. In addition, 12 of the 40 articles described interventions that were multipurpose, providing an additional opportunity for peer communication (n=7) or for personal health tracking (n=4). YouthCHAT (see Multimedia Appendix 3 for definitions and descriptions of the interventions) provided general information in addition to providing an opportunity for personal health tracking. However, SharpTalk’s primary focus was to facilitate peer-to-peer communication through discussion forums, and Manage Your Life Online functioned as a communication aid that provided an opportunity for personal health tracking.

Various features were adopted to achieve the above goals. Communication occurred digitally using emails, text messages, social networking, web-based message boards, and discussion forums. Dissemination of information occurred through text and multimedia channels (eg, videos, animations, and audio). Some interventions also utilized games and quizzes, homework tasks, and a web-based profile set up with customizations.

Games or Computer-Assisted Interventions
Overall, 20 of the 23 articles adopted an interventional study design (11 RCTs and 8 pre- to poststudy designs). The remaining 4 studies adopted observational study designs utilizing quantitative or mixed method approaches. The methodological quality of the included studies varied. RCTs scores ranged 2 to 5 points, nonrandomized quantitative studies ranged 2 to 4 points, and mixed methods ranged 3 to 5 points. No articles used qualitative methods only.

The primary goal of the majority of the interventions (n=18) was to transmit specific MH information to a targeted population. Of the 18 interventions, 4 were multipurpose, providing additional general information to the public (n=1) or an opportunity for personal health tracking (n=4). In addition, 8 interventions focused on cognitive training tasks. The computer-assisted instruction intervention was used as a facilitator to assist children in developing reading skills. The social stories accessed via tablets were also used for psychoeducational purposes.

The gamification approach used to achieve the above goals was accessed either on the web or offline and incorporated photos, stories, animations, quizzes, text messages, and videos.

Apps
Of the 10 articles, 5 adopted an interventional study design (4 RCTs and 1 pre- to poststudy design). The remaining 5 articles adopted observational study designs utilizing qualitative, quantitative, or mixed methods approaches. The methodological quality of the included studies varied. Qualitative studies scored either 4 or 5 points, RCTs scores ranged 1 to 4 points, the 1 nonrandomized quantitative study scored 4 points, whereas the 2 mixed methods studies scored 3 points.

The primary goal of most apps was to transmit specific MH information to a targeted population. Furthermore, 3 apps were multipurpose, providing an additional opportunity for personal health tracking. The TECH app further included peer-to-peer communication.

The included apps were either web apps or mobile apps and included text message reminders, text, photos, and multimedia (videos and audio). Users also had the opportunity to upload content such as videos and photos.

Robots and Digital Devices
Of the 3 studies, 2 adopted an interventional study design, of which one (CommU) was an RCT. The study on the Fitbit Flex and Facebook adopted a mixed methods design. The study on ARIA adopted an observational study design as a pilot usability study. The methodological quality of the included studies was acceptable. The ARIA study scored 3 points, CommU scored 3 points, and the Fitbit Flex and Facebook intervention study scored 5 points.

The primary goal of ARIA and CommU was to transmit specific MH information to a targeted population, whereas the Fitbit Flex and Facebook intervention additionally provided an opportunity for peer communication.

ARIA and CommU utilized audio and movement to achieve the above purpose. The Fitbit Flex and Facebook synced with 2 other approaches, an app and a website, and included email reminders to achieve its purpose.

Virtual Reality Experiences
Furthermore, of the 3 studies, 2 interventions adopted pre- to posttest designs, whereas one adopted a posttest-only design (Virtual Dolphin Interaction). No RCTs were found to evaluate the identified interventions. Cave Automatic Virtual Environment also incorporated a mixed methods approach and obtained qualitative data. The methodological quality was acceptable. The Cave Automatic Virtual Environment and Collaborative Virtual Environment studies scored 3 points and the Virtual Dolphin Interaction study scored 4 points.

The primary goal of all 3 interventions was to transmit specific MH information to a targeted group or to facilitate skills training or provide therapeutic support. Collaborative Virtual Environment also functioned as a communication aid to facilitate collaboration within the virtual reality environment.

Cave Automatic Virtual Environment, Collaborative Virtual Environment, and Virtual Dolphin Interaction utilized features of the gamification approach to engage CYP in a more real-life experience, allowing for more immersion and movement.
Mobile Text Messages

In addition, 1 text messaging intervention was identified and evaluated in an RCT. The methodological quality score was 3. The Educating and Supporting Inquisitive Youth in Recovery program aimed to transmit specific MH information to a targeted audience, to facilitate skills training or offer therapeutic support, to provide the opportunity for personal health tracking, and to signpost CYP to additional social support websites. No additional features, apart from text, were described in the study. However, participants were contacted via phone as part of the study.

What Are the Barriers and Facilitators to Engaging Children and Young People in Digital Mental Health Interventions?

Influencing factors presented as barriers and facilitators to engagement emerged as 2 broad themes encompassing 6 factors:

Figure 2. A framework of factors influencing engagement in children and young people’s mental health digital intervention.

Theme 1: Intervention-Specific Influences

CYP highlighted factors related to the development of the intervention, which influenced whether they used the intervention or not. A prominent factor influencing the acceptability (ie, willingness to use) of the intervention was the features, whereby CYP highlighted certain images, specific language, and interfaces that were unappealing to them. They made suggestions and highlighted features such as videos, having less text, ability to personalize or create a profile, and ability to connect with others or receive text message reminders as encouraging their use of the intervention. CYP also suggested that providing rewards could also be a motivating factor for engaging with DHIs. Similarly, usability (ie, the degree to which the DHI was able to be used) was important for promoting engagement. Interventions that CYP favored were described as self-paced, user friendly, age appropriate, simple, and straightforward. However, in situations where CYP had problems understanding the task, or if the intervention did not provide sufficient instructions on usage, they were less inclined to continue using the DHI.

Another main factor was the suitability (ie, the degree to which the DHI is in line with daily activities) of the intervention to the lifestyle of CYP. Although CYP liked not having to travel to access the intervention and the ability to use it while at home, they were put off by technical issues or having to use media such as emails or desktop computers that they used less frequently in their daily lives. Many CYP highlighted not participating in the intervention because of a lack of time and inability to integrate the task into their everyday life. They
suggested that flexibility concerning time and ability to bypass long waiting lists encouraged usage. In addition, they highlighted that DHIs were convenient and welcomed as they spend most of their time on the web.

**Theme 2: Person-Specific Influences**

Of the 6 factors, 3 were associated with person-specific barriers and facilitators to behavior change, which is in line with the COM-B model [54]. The opportunity for the intervention to be adopted was highlighted in 3 areas. First, feeling a sense of connectedness was important to CYP. They were more likely to use the intervention if it facilitated conversations with others because they wanted to know that others had similar experiences. Some CYP even indicated that they “felt alone” on the web without the support of a therapist. Trust was also of great importance to CYP, and they were reluctant to accept DHIs because of privacy concerns or uncertainties around its validity. CYP made suggestions to use trusted *brand names* that they were familiar with. They were also more inclined to use the interventions if there was transparency or evidence provided to support its credibility. The concerns around trust also extended to their preference for anonymity. They highlighted that anonymity made it easier to talk to a stranger on the web without feelings of embarrassment.

The second major factor identified as a person-specific influence was motivation. Some tasks were of less interest to CYP, and sometimes, they would have forgotten the existence of the intervention. However, they highlighted that curiosity and perceived need influenced their usage. Perceived usefulness of the intervention to address their needs was a major motivating factor; therefore, if the resource was viewed as unhelpful or too general, CYP were less interested in using it. However, although CYP were eager to use DHIs, the capability to engage with the intervention was sometimes affected by physical, environmental, and MH stressors, representing another major influencing factor.

**How Do Retention Rates Vary in Children and Young People Digital Mental Health Intervention Research?**

Owing to the heterogeneity in study design and intervention type, not all articles provided sufficient detail to estimate retention rates. Therefore, we were unable to include estimates for 16 of the included articles. The average retention rate across the remaining 67 articles showed almost 80% of CYP using DHIs or completing the follow-up measures. Results showed that the retention rates varied, with 11.9% (8/67) of articles achieving 100% retention and 8.95% (6/67) reporting less than 50% retention. Overall, 83.58% (56/67) of the included articles had a retention rate of at least 70%. Subgroup analyses for approaches with a larger number of articles indicated that the average retention rate for games and computer-assisted intervention studies was 86.95%, followed by websites interventions with 78.87%, and apps with 78.45%. Multimedia Appendix 4 shows the distribution of retention rates across studies.
connectedness where CYP can access appropriately anonymous and asynchronous stories from real CYP with similar experiences may be one such approach, as in SharpTalk [76]. Similarly, options for anonymous usage may be particularly important for CYP’s self-connectedness in terms of sharing experience in a manner that mitigates the role of stigma and shame [77,78]. Professional connectedness was particularly important in DHIs as CYP wanted to connect with a trusted support provider in lieu of connecting with a professional in real life. A key facilitator of professional connectedness was credibility in relation to evidence of the intervention’s effectiveness and trust in the privacy and data security, which could be facilitated by using familiar brand names. Although characterized as an intervention-specific factor in other models [53], we characterized this as part of opportunities for connectedness and, therefore, as a person-specific factor. Future studies should explore the impact of new modes of delivery to promote a sense of connectedness in DHIs (eg, more usage of features such as ChatBots, as in the Manage Your Life Online intervention).

Other barriers and facilitators that were identified in this review also emphasized the importance of user-centered design methods when developing DHIs for CYP [53]. Through co-design workshops and focus groups with CYP, developers can ensure that a DHI’s design is age appropriate, (eg, little text and using youth-engaging language) by putting a greater focus on videos and pictures, while keeping the platform user friendly. Moreover, CYP mentioned factors such as reward systems and reminders, which fall under the umbrella of persuasive design methods and have been explored in previous research [36,79]. The positive influence of these methods on user engagement and adherence to DHIs has been supported; however, quantifiable evidence from trials is still lacking [36,79]. With respect to reminders, past research has indicated a positive impact on engagement. However, excessive and undue reminders have also been shown to have opposing effects [80]. Evidence from previous studies has suggested that specific behavior change techniques, such as goal setting or self-monitoring tools, relate to higher engagement [81]. This review did not extensively investigate these techniques and therefore cannot fully suggest their potential positive effects on the engagement of CYP. However, the findings of this review justify that designing DHIs with CYP in mind would be ideal to promote usage, adherence, and positive user experience and to address the barriers that some of the reviewed studies suggest.

Comparison of Research Retention Rates With Other Studies

Our findings suggest that the retention rate of CYP in digital MH interventions (mean retention rate of 79.2%) was superior to that reported in face-to-face CYP MH outpatient care, where dropout affects 20% to 60% of the cases [82]. However, a direct comparison with other studies is not clear, given the diversity of criteria used for defining dropout. For instance, dropout percentages are lower when dropout is defined by the therapist’s opinion than when dropout is defined by the completion of a certain number of sessions [83-85]. Our definition of retention relied on completion of the first follow-up measure or engagement for a specified period, which may explain the higher retention found. In this review, retention rates also varied widely across the studies (range 15.79%-100%). A similar heterogeneity in retention rates was found in previous reviews of studies with adults receiving internet-based MH programs (17%-98%) [82], as well as in face-to-face MH interventions with CYP [83], and the adult population (varying between 17%-72% and 17%-98%, respectively) [86]. Efficacy studies tend to present lower dropout rates than studies conducted in naturalistic settings [83]. Our review included a variety of empirical studies, which may have contributed to the diversity of retention rates found. Finally, the average retention rate for games and computer-assisted intervention studies was almost 10% higher than that of the other modalities, which may reflect the preference of children for interventions in game formats [87,88].

Digital Mental Health Care and Support of Children and Young People

DHIs were included at various stages of the provision of psychological support. Technology-mediated programs and tools were part of prevention, assessment, treatment (psychoeducation and psychotherapy) and follow-up of MH care. This extensive potential of DHIs can support the WHO’s initiative to identify and intervene to lessen the MH treatment gap [89]. When used as part of the initial assessment, support for shared decision making, personalized goal setting, progression, or management of transitions, DHIs are able to support CYP by enhancing their sense of agency and control. This may in turn promote greater involvement in the treatment process [90]. In several of the reviewed studies, DHIs targeting social skills training and joint attention training were used in the initial phase as a facilitator of the therapeutic process. For some specific conditions such as social anxiety, selective mutism, autism spectrum disorders, and attention-deficit conditions, the involvement of digitized programs in the preliminary phase of therapy may be an important facilitator for therapeutic success [91,92]. DHIs as part of the therapeutic process can be used in the periods between face-to-face treatment for interactive homework assignments, reminders, self-monitoring tools, individualized exercises, and real-time symptom assessment.

Implications and Recommendations

DHIs can be a helpful way to support and treat MH problems. Such tools can complement the various stages of the provision of psychological support or psychotherapy among CYP with MH problems. However, effective implementation and sustained usage will rely on the extent to which the design is appropriate for the intended purpose and how it will be used in practice. This understanding may help to minimize the risks associated with fear of usage that some end users experience by providing useful directions on how to design technologically responsible therapeutic approaches [93]. As a result, the findings of this review suggest that the development of DHIs should be suitable for CYP’s lifestyle, focusing on ease of access, such as the ability to be used on their mobile devices at their convenience. Attention should also be given to the design of DHIs to ensure that it is not too complex and that the features are attractive to CYP. In addition, incorporating concepts that provide the CYP with a level of trust for the DHI and the ability to connect with
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others should be carefully considered. To target concerns about usefulness, developers should work with clinicians and CYP to ensure that suitable information is provided through the intervention. This collaborative approach can highlight specific ways to encourage CYP to continue engaging or increasing engagement during stressful periods.

Although this study provides insight that is valuable for the development of new interventions, future research should (1) not only focus on the effectiveness but also investigate engagement, taking into account influencing factors, as an important component of research; (2) arrive at a consensus on defining engagement and how it should be measured; (3) provide adequate reporting of recruitment and retention rates; and (4) compare CYP preferences for various modes of delivery or therapeutic approaches. Finally, this study also acknowledges the implications for practice. The findings suggest CYP interest in DHIs, and therefore, (1) efforts to improve engagement may be beneficial to CYPMH outcomes and (2) families including the CYP and clinicians should work together to identify DHIs that are suitable to the CYP’s lifestyle.

**Strengths and Limitations**

This review adhered to established guidelines for systematic reviews [94] and adopted a comprehensive study design carried out by a team of researchers, allowing each stage of the review to be undertaken by at least two independent reviewers. Most importantly, this review highlighted the range of modes of delivery, factors influencing usage, and the variation in study types and retention of CYP in digital MH intervention studies. Our findings contribute to a broader understanding of the CYP DHI literature. However, this review is not devoid of limitations. The review team attempted to identify and include as many articles as possible; however, unknowingly and unintentionally, some papers may have been missed. This can be partly because of the challenges and inconsistencies when defining the construct of engagement resulting in a wide variety of terms used [44]. In addition, unpublished data were not included in the search strategy, which may have impacted the results of this review. Nevertheless, this approach was also seen as a further strength by ensuring that only peer-reviewed interventions were included. Moreover, the study team attempted to group interventions based on digital platforms to describe each approach. However, there may still be some variation within these groupings that make it difficult to categorize. This review was also limited as only subsamples of the total number of included articles contributed to addressing research questions 2 and 3. Therefore, caution was taken when generalizing the findings and drawing overall conclusions. In addition, because of the variability in study designs, we were prudent when averaging retention rates for this review, as follow-up measures were collected at varying time points across the selected records.

**Conclusions**

DHIs may be of interest to CYP, particularly in the area of MH treatment. Research on retention rates suggests high engagement of CYP in digital MH interventions that may encourage further development of DHIs in the near future. CYPMH services could benefit from this development as the included studies indicate. However, the results of this review highlighted intervention-specific and person-specific factors that influence CYP usage of digital MH interventions that should be considered. With continuous technological advancements, it is desirable to know which modalities may increase usability and adherence to better support CYP facing MH challenges.
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Abstract

Background: Increased accessibility to the internet and mobile devices has seen a rapid expansion in electronic health (eHealth) behavior change interventions delivered to patients with cancer and survivors using synchronous, asynchronous, and combined delivery methods. Characterizing effective delivery methods of eHealth interventions is required to enable improved design and implementation of evidence-based health behavior change interventions.

Objective: This study aims to systematically review the literature and synthesize evidence on the success of eHealth behavior change interventions in patients with cancer and survivors delivered by synchronous, asynchronous, or combined methods compared with a control group. Engagement with the intervention, behavior change, and health outcomes, including quality of life, fatigue, depression, and anxiety, were examined.

Methods: A search of Scopus, Ovid MEDLINE, Excerpta Medica dataBASE, Cumulative Index to Nursing and Allied Health Literature Plus, PsycINFO, Cochrane CENTRAL, and PubMed was conducted for studies published between March 2007 and March 2019. We looked for randomized controlled trials (RCTs) examining interventions delivered to adult cancer survivors via eHealth methods with a measure of health behavior change. Random-effects meta-analysis was performed to examine whether the method of eHealth delivery impacted the level of engagement, behavior change, and health outcomes.

Results: A total of 24 RCTs were included predominantly examining dietary and physical activity behavior change interventions. There were 11 studies that used a synchronous approach and 11 studies that used an asynchronous approach, whereas 2 studies used a combined delivery method. Use of eHealth interventions improved exercise behavior (standardized mean difference [SMD]...
0.34, 95% CI 0.21-0.48), diet behavior (SMD 0.44, 95% CI 0.18-0.70), fatigue (SMD 0.21, 95% CI –0.08 to 0.50; SMD change 0.22, 95% CI 0.09-0.35), anxiety (SMD 1.21, 95% CI: 0.36-2.07; SMD change 0.15, 95% CI –0.09 to 0.40), depression (SMD 0.15, 95% CI 0.00-0.30), and quality of life (SMD 0.12, 95% CI –0.10 to 0.34; SMD change 0.14, 95% CI 0.04-0.24). The mode of delivery did not influence the amount of dietary and physical activity behavior change observed.

**Conclusions:** Physical activity and dietary behavior change eHealth interventions delivered to patients with cancer or survivors have a small to moderate impact on behavior change and a small to very small benefit to quality of life, fatigue, depression, and anxiety. There is insufficient evidence to determine whether asynchronous or synchronous delivery modes yield superior results. Three-arm RCTs comparing delivery modes with a control with robust engagement reporting are required to determine the most successful delivery method for promoting behavior change and ultimately favorable health outcomes.

(J Med Internet Res 2020;22(6):e16112) doi:10.2196/16112
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**Introduction**

**Background**
The World Health Organization describes electronic health (eHealth) as a cost-effective and secure way to use information and communication technologies for health [1]. eHealth broadly encompasses the provision of health care services, education, allows surveillance, and the development of knowledge and research through technology [1]. Mobile health (mHealth) is a subset of eHealth, where mobile devices support the delivery of medical and public health care to individuals and populations [2]. In 2007, the number of individuals using the internet around the world was approximately 1.3 billion [3]. Furthermore, in 2018, this number had trebled to 3.9 billion people with internet access (51.2% of the world’s population) [3,4]. The use of mHealth in the delivery of health interventions is increasing worldwide because of the rapid growth of internet use and leaps in technological advancements. Its potential to target previously hard-to-reach populations and the need for innovative approaches to deliver health promotion and interventions in the face of aging populations and health care budget constraints make it an attractive delivery method [2,5-8].

Behavior change interventions can be defined as “coordinated sets of activities designed to change specified behaviour patterns” [9]. The effectiveness of digital behavior change interventions to promote behavior change is likely to be dependent on a complex interplay of factors, which are still in their infancy in terms of understanding. A systematic review of behavior change interventions delivered via the internet found that more extensive use of underlying behavior change theory and utilization of more behavior change techniques were important factors in overall intervention effectiveness [10]. Although eHealth interventions offer the promise of enhancing health care to populations in rural and regional settings and overcoming some of the challenges associated with accessing traditional health care delivery modes, there has been concern that in some segments of the community, provision of eHealth may exacerbate already prominent inequalities [11]. Of particular concern are individuals who have low health literacy, access to technology, and familiarity and confidence in the use of technology [11-14].

eHealth interventions, focusing on behavior change, are being increasingly used in patients with cancer and survivors. In 2018, cancer rates around the world increased to 18.1 million cases per year with 1 in 6 women and 1 in 5 men receiving a diagnosis in their lifetime [15]. Cancer survivorship also increased, with 43.8 million people surviving up to 5 years [15]. Many of these individuals live with long-term treatment side effects, including cardiac dysfunction, functional decline often precipitated by chronic pain and fatigue syndromes, obesity, diabetes, osteoporosis, premature menopause, neurocognitive deficits, and risks associated with primary recurrence and second cancers [16-18]. There are well-established guidelines and recommendations to modify risks associated with physical activity and healthy eating behavioral patterns post cancer diagnosis [19-21]. Studies of behavior change interventions in this population often use a guideline as a basis to improve physical activity and eating behaviors. A recent review of self-guided technology-supported nutrition and physical activity interventions in adults with cancer found benefits in physical activity and fatigue with some modest effect on dietary behaviors and health-related quality of life [22]. Another review looked at telephone, print, and web-based interventions and found that improvements were reported in 76% of the studies included for physical activity, dietary behaviors, or weight [23]. However, these reviews did not contrast the relative effectiveness of different approaches to delivering eHealth behavior change interventions. There are 3 important categories that eHealth interventions can be described: synchronous, asynchronous, and combined. Synchronous eHealth interventions are delivered via real-time interactions between the person and health care provider, encompassing face-to-face contact through teleconferencing equipment, telephone (telehealth), and live chat via web-based [24-26]. Asynchronous techniques include store-and-forward methods such as email and automated messaging systems without a live interaction component [24-26]. Combination approaches use both synchronous and asynchronous elements. These distinctions are important because they impact how health services need to structure and staff services that use these approaches and dictate whether or not health services have to rely on technology-based platforms to enable delivery.
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Objectives

There is a need to characterize effective eHealth interventions to enable improved design and implementation of evidence-based cancer health behavior change interventions, which will translate into the ability to scale up to affect health behavior change in a wide range of health promotion and health care management situations. This systematic literature review seeks to compare synchronous with asynchronous delivery modes and contrast their impact on behavior change and quality of life outcomes in adult patients with cancer or survivors. It also seeks to examine whether the degree of behavior change influences the amount of change in quality of life and to describe the behavior change theories and techniques used in the field.

Methods

In conducting this review, we recognized that increased access to mobile internet technologies, and increased availability of health information on the web, combined with changing behaviors in accessing health information [27,28] means that people who previously may have relied on health professionals to provide them with information are now better enabled and more likely to find information on their own. We chose to restrict study selection to being from a contemporary period (from 2007 onward) under the justification that the substantial increase in availability of information about health behaviors and managing the lifestyle consequences of cancer through the internet has evidently changed how people may seek and find information about their health issues and respond to behavior change interventions delivered by distance.

Reporting Guidelines

This systematic review follows the Cochrane Collaboration’s Handbook of Systematic Reviews of Interventions [29]. This systematic review was registered with The International Prospective Register of Systematic Reviews (PROSPERO) CRD42018103855. The methods used in this systematic review are in line with the preferred reporting items for systematic reviews and meta-analysis (PRISMA) guidelines. A completed copy of the PRISMA checklist is attached (Multimedia Appendix 1).

Search Strategy

A three-part search strategy was used to identify studies that met the following inclusion criteria: (1) we searched electronic bibliographic databases for published work including SCOPUS, Ovid MEDLINE, Excerpta Medica database (EMBASE), Cumulative Index to Nursing and Allied Health Literature (CINAHL) Plus, PsycINFO, and Cochrane CENTRAL; and (2) we searched the reference lists of the primary studies included in the review. We undertook a second phase of study identification where we completed a hand search of the Journal of Medical Internet Research Cancer and expanded the database search to include PubMed with the additional search term “website” (Multimedia Appendix 2).

Search Terms

Example Search Strategy

Mobile app*, electronic mail, internet, mhealth, mobile health, ehealth, electronic health, telehealth, telemedicine, telenursing, telenotifying, telerehabilitation, telephone, cell* phone*, cell* telephone*, mobile telephone, mobile phone*, smartphone*, email*, electronic message*, electronic mail, text message*, short message* service*, SMS, MMS, interactive voice response, multimedia, web-based, autom* reminder*, videoconferenc*, online*

AND

beHAVIO* chang*, health behavio* chang*, behavio* theory, behavio* modifi*, health promotion

AND

NOT child*, adolescen*, teen*, preschool*, infant*, toddler*

AND

specific validated database filters for randomised controlled trials

AND

English language, 2007 to current

The asterisk truncates the search term so that alternative terms are also identified (eg, behavio* will find behavior and behavioral).

Titles and abstracts were retrieved using the search strategy. Reference lists were then exported into Clarivate Analytics EndNote X8 and duplicates were removed. References were then exported into Covidence where further deduplication occurred. Abstracts were reviewed by the author (KF), and an independent author (MS) performed a parallel review. The overall review was limited to the population of people with cancer when the abstract screening resulted in over 400 studies to be reviewed. Papers where reviewers disagreed on the rating of eligibility criteria were re-examined and discussed to reach consensus. The full-text papers were then retrieved and independently assessed by 2 reviewers (KF and MS). Hand searching for primary studies included in the review resulted in a further 23 studies for review.

Selection Criteria

Studies were limited to those relating to cancer patients or survivors, published with one or more search terms, were subjected to peer review, published in the English language, involved human adult subjects aged 18 years and over, and dated from 2007 to March 2019. The primary intervention was delivered through an eHealth delivery method such as telephone or internet, either asynchronous or synchronous or combined interventions against a control (including usual care or wait list control or no intervention), random assignment of participants to treatment or comparison groups, and a measure of health behavior change must have been taken after the intervention. Studies were excluded if there was any face-to-face component, as we sought to examine interventions purely delivered via eHealth approaches.
Outcomes

The Kirkpatrick model [30] is an internationally recognized tool to evaluate the effectiveness of training interventions. In this review, training is defined as the health behavior change intervention. We sought to examine relationships between the intervention delivery mechanism (synchronous or asynchronous) and the 4 different levels of the Kirkpatrick model. The 4 levels of the model are as follows:

- **Level 1 (reaction):** This is how participants responded to the training. This review focuses on participant user engagement metrics to assess reaction.
- **Level 2 (learning):** This is the content learned from the training provided and is usually knowledge tests completed pre- and postintervention.
- **Level 3 (behavior):** This level examines the participants’ application of learning. We review the participants’ ability to translate the intervention into health-related behavior change.
- **Level 4 (results):** This is the degree to which targeted outcomes have occurred as a result of the training provided. This review looks at health outcomes as described by previous studies.

This review examined how the different delivery mechanisms of behavior change intervention not only impact the individual levels of this model but also impact the interaction between these levels. We did not extract data related to the second level of the Kirkpatrick hierarchy (learning) as behavior change interventions do not necessarily require new information to be learned to change behaviors (this is a minor limitation in applying an educational framework in a behavior change context).

Primary Outcomes

The primary outcome for this review was defined as a change in health behaviors (eg, increases in moderate-to-vigorous physical activity or fruit and vegetable consumption) from baseline to the conclusion of the active intervention. This was chosen as it was most likely to be the time of greatest compliance with the intervention.

Secondary Outcomes

The secondary outcomes for this review were engagement in the eHealth interventions and changes in quality of life, fatigue, anxiety, and depression. We sought to measure the proportion of participant initiation of the intervention, the frequency of intervention delivery per week, and duration of intervention delivery in minutes. Changes in quality of life, fatigue, anxiety, and depression were measured relative to the measure taken as close to the conclusion of the active intervention as possible, not after any period of follow-up.

Other Descriptive Data

We sought to describe the behavior change theories used and behavior change techniques employed in eHealth interventions.

Data Extraction

One (KF) and either of the 2 reviewers (MS or KH) independently extracted data including study identifiers, study design, population characteristics, consent and retention rate, intervention, behavior change and health outcomes of interest, behavior change theory and techniques used, intervention participation rates, control condition details, length of follow-up, and information to complete a risk of bias assessment into a standardized data extraction table. Data were extracted on the key outcomes (objective or self-reported) defined by the study, including those that reported on multiple behavior change outcomes (eg, diet and physical activity). Where this was not clear, 2 reviewers independently chose the most relevant behavior change outcome to the study. Where data were incompatible for meta-analysis, authors were contacted twice via email, and 2 out of 9 authors who were contacted responded with forthcoming information. Engagement data were also extracted by 2 reviewers.

Risk of Bias Assessment

Two review authors (KF and KH) independently assessed the risk of bias for randomized controlled trials (RCTs) using the Cochrane Collaboration’s tool for assessing bias [31]. Differences of opinion were discussed and agreed upon between the 2 reviewers.

Analysis

Behavior Change and Health Outcomes

Data were separated into groups of similar outcomes to perform pooled random effects meta-analysis using standardized mean difference (SMD) of summative level data. Standardized effect sizes were considered small at 0.2, moderate at 0.5, and large at 0.8 [32]. A random effects metaregression analysis was undertaken to determine if the mode of delivery influenced the amount of behavior change observed. The SD of the effect size was imputed for one study [33], as variance data were not available. The imputation method was used to borrow a particular value from other studies using the same outcome measure [34]. The functional assessment of chronic illness therapy-fatigue, used in 3 studies [35-37], was transformed by multiplying the mean values by -1 to ensure that all scales were in the same direction [29]. For visual representation and ease of interpretation, fatigue, depression, and anxiety were transformed to allow lower scores to represent improved outcomes.

Initiation of Engagement Data

Variances of raw proportion data were transformed using the Freeman-Tukey arcsine square root transformation [38]. The DerSimonian-Laird random effects model [39] was then used to pool these transformed proportions to provide a measure of the extent of between-study heterogeneity. The Wilson score was then used to provide CIs for the pooled estimate [40]. A random effects plot was then created. Random effects metaregression analyses were then performed to determine whether any of the different delivery modes influenced the amount of engagement initiation.
Results

Summary

The literature search identified a total of 15,582 studies with a further 23 studies identified through reference list searching of relevant papers. After EndNote X8 and Covidence deduplication, a total of 8259 studies were screened, with 72 s remaining for full-text screening. A total of 24 studies were included in this review; 11 studies were delivered via synchronous and asynchronous methods, respectively, with 2 studies using a combined approach (Figure 1). The studies were predominantly delivered in the United States with 13 studies [37,41-52]; 3 in Australia [35,36,53], South Korea [33,54,55], and the Netherlands [56-58]; and 1 in Canada [59] and France [60]. The total sample size was 4583, ranging from n=18 to n=641. There were a range of different cancer types targeted during the study interventions: 7 unspecified cancer types [45,49,50,52,55-57,60]; 6 breast cancer [33,35,42,51,54,61]; 2 colon or colorectal [36,43]; 2 breast, prostate, or colorectal [44,59]; 2 melanoma [41,53]; and 1 each of breast/colon or rectal [37], colorectal or prostate [58], prostate [46], and urothelial cell carcinoma [47]. The majority of studies focused on posttreatment (also reported as survivors) with 17 studies [33,36,37,41-43,45,49-56,59,61], 6 studies included patients during active cancer treatment (2 used survivors and active cancer treatment) [35,42,47,57,58,60], and 1 study included patients undergoing surveillance for their cancer [46]. Of the 24 studies included in this review, 19 provided data on a measure of physical activity behavior change [33,35-37,42-45,48-50,54-57,59] and 9 studies provided data on a measure of dietary behavior change [33,36,42,44-47,54,56]; 2 studies provided data on skin self-examination during melanoma-related interventions [41,53]; 2 studies provided data on smoking cessation [52,56], whereas another study provided information on alcohol intake [36]. Interventions delivered via synchronous modes included telephone, Skype, and videoconferencing, whereas those delivered via asynchronous modes used combinations of custom or existing websites and mobile apps, with short messaging and email. Studies that used combined methods used web-based intervention and an online moderated forum, and telephone and SMS text messaging. Many studies in any of the delivery method intervention groups used adjunct features, including pedometers and written workbooks (Multimedia Appendix 3).
Behavior Change Techniques

The use of behavior change techniques varied significantly between studies; studies used between 2 and 17 (median 8) different techniques. The most popular behavior change techniques used across the studies were goal setting (behavior; 87%) and self-monitoring of behavior (85%), information about health consequences (70%), problem solving (67%), action planning (62%), feedback on behavior (61%), and instructions on how to perform behavior (61%). Out of the 93 hierarchically set behavior change techniques from the Michie et al [62] taxonomy, only 33 were used across the 24 studies included in this review (Multimedia Appendix 4).

Behavior Change Theory

A total of 20 studies reported on the use of behavior change theory. Within the studies that reported on behavior change theory, social cognitive theory and the transtheoretical model
of change were the 2 most popular theories used, with 60% and 39% of papers reporting on these, respectively. A total of 8 studies (33%) used more than one theory to underpin their interventions (Multimedia Appendix 4).

**Risk of Bias Assessment**

The outcome of the risk of bias assessment is presented in Figures 2 and 3. Attrition bias was considered to be low across most studies. There was a high degree of risk associated with blinding of personnel, participants, and outcome assessment. The reporting of study-related processes was highly variable, which led to many areas of the risk of bias being assigned as unclear.

**Figure 2.** Risk of bias summary of the included randomized control trials using the Cochrane Collaboration risk of bias tool.
Behavior Change: Physical Activity

Of the 19 studies in this review that presented data on physical activity as a behavior change outcome, 15 studies were included in this meta-analysis [35-37,42,44,45,48-51,54,57-60] and a further 4 could not be included as the data were presented in a format incompatible with meta-analysis [33,43,55,56]. There was a finding in favor of eHealth interventions (SMD 0.34; 95% CI 0.21 to 0.48) for increasing physical activity behaviors (Figure 4).

When analyzed by delivery method, the intervention delivery mode of synchronous, asynchronous, or combined did not impact the overall positive outcome effect (Table 1).

Figure 4. Effect of electronic health interventions compared with a control on physical activity interventions, analyzed using standardized mean difference. SMD: standardized mean difference.
Table 1. Metaregression comparing the effect of synchronous versus asynchronous versus combined electronic health interventions on physical activity behavior change, analyzed using standardized effect size.

<table>
<thead>
<tr>
<th>Standardized effect size</th>
<th>Coefficient</th>
<th>95% CI</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Asynchronous</td>
<td>-0.01</td>
<td>-0.38 to 0.35</td>
<td>.95</td>
</tr>
<tr>
<td>Combined</td>
<td>-0.41</td>
<td>-1.27 to 0.45</td>
<td>.32</td>
</tr>
<tr>
<td>Constant</td>
<td>0.37</td>
<td>0.13-0.61</td>
<td>.005</td>
</tr>
</tbody>
</table>

The 4 studies examining asynchronous interventions provided data that were presented in a format incompatible with meta-analysis. One reported a significant increase in moderate physical activity in their intervention group ($P=.04$); however, the authors reported that this did not remain significant after controlling for multiple testing [56]. Another study reported that the intervention increased the proportion of participants who undertook moderate intensity aerobic exercise for at least 150 min per week to a greater extent than the control ($P=.001$) [33]. These outcomes contrasted with 2 other studies that reported no effect in improving the secondary outcome of metabolic equivalent of task ($P=.48$) [55] and the proportion of participants who undertook moderate-to-vigorous physical activity ($P=.12$) [43].

**Behavior Change: Dietary**

A total of 9 studies included in this review provided data on diet as a behavior change outcome; 6 studies were included in this meta-analysis [36,42,44,45,47,54] and a further 3 could not be included as the data were presented in a format incompatible with meta-analysis [33,46,56]. There was a finding that diet interventions delivered via eHealth can improve behavior change compared with control (SMD 0.44; 95% CI 0.18 to 0.70; Figure 5).

When analyzed by delivery method, the intervention delivery mode of synchronous or asynchronous did not impact the overall positive outcome effect (Table 2).

**Figure 5.** Effect of electronic health interventions compared with control on dietary interventions, analyzed using standardized mean difference. SMD: standardized mean difference.
Table 2. Metaregression of synchronous and asynchronous dietary interventions on behavior change outcome, analyzed using standardized effect size.

<table>
<thead>
<tr>
<th>Standardized effect size</th>
<th>Coefficient</th>
<th>95% CI</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Asynchronous</td>
<td>−0.44</td>
<td>−2.18 to 1.29</td>
<td>.52</td>
</tr>
<tr>
<td>Constant</td>
<td>0.60</td>
<td>−0.17 to 1.36</td>
<td>.10</td>
</tr>
</tbody>
</table>

In total, 3 studies provided data incompatible with the meta-analysis. The 2 studies using asynchronous delivery approaches reported significantly higher vegetable consumption in participants accessing a web-based guide ($P=.02$), which the authors reported did not remain significant after accounting for multiple testing [56], whereas dietary quality index was greater in the intervention compared with the control in the other study ($P=.001$) [33]. One synchronous intervention reported a significant increase in alpha-carotenoid concentrations compared with controls ($P<.05$) [47].

**Other Behavior Change Outcomes**

A total of 5 studies provided data on other primary behavior change outcomes, including smoking cessation, alcohol intake, and skin self-assessment. A study examining asynchronous interventions reported no effect on smoking cessation ($P=.28$; odds ratio [OR] 2.61) [56]. Similarly, no improvement in smoking cessation rates was found in a study using a combined delivery mode approach [52]. A separate trial using an asynchronous delivery mode to encourage skin self-examination was effective (OR derived from percentage data provided 1.90, 95% CI 2.23-2.94) [41]. Conversely, another study examining the effect of an intervention (delivered synchronously) to encourage skin self-examination reported a decrease in the reported rate of skin self-examination in the intervention group compared with control (adjusted between-group difference −0.13; 95% CI −0.4 to 0.2; $P=.40$); however, this outcome was measured at 6 months follow-up rather than immediately post intervention at 1 month. This study also presented information about melanoma-related knowledge change and was the only study included in this review that presented any data on knowledge change. They found an improvement in melanoma-related knowledge in the intervention group at 6 months using an adjusted between-group difference (1.7; 95% CI 0.8-2.6; $P<.001$) [53]. The final study examining a synchronously delivered intervention revealed no significant difference between groups on alcohol intake (grams per day; $P=.26$) [36].

**Health Outcome: Quality of Life**

There were 13 studies that provided data on quality of life [33,35-37,42-44,49,54,55,58-60]; 2 meta-analyses were performed as data were presented as a combination of final scores and change scores. Of the 7 studies that provided final scores, there was a favorable impact of the intervention for the synchronous (SMD 0.25; 95% CI −0.36 to 0.87) and combined (SMD 0.35; 95% CI −0.25 to 0.95) eHealth interventions on quality of life. The 3 studies using an asynchronous mode for intervention delivery reported no improvement in quality of life compared with control conditions (SMD 0.01; 95% CI −0.15 to 0.17; Figure 6).

Of the 5 studies that provided change scores, there was a favorable impact of the intervention for both asynchronous (SMD 0.12; 95% CI 0.01-0.23) and synchronous (SMD 0.26; 95% CI 0.02-0.49) eHealth interventions on quality of life (Figure 7).
Figure 6. Effect of electronic health interventions compared with a control on quality of life interventions, analyzed using standardized mean difference (postintervention mean and SD). SMD: standardized mean difference.

<table>
<thead>
<tr>
<th>Study</th>
<th>SMD (95% CI)</th>
<th>Weight</th>
</tr>
</thead>
<tbody>
<tr>
<td>Asynchronous</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Forbes [59]</td>
<td>-0.15 (-0.55, 0.26)</td>
<td>17.82</td>
</tr>
<tr>
<td>Golsteijn [58]</td>
<td>0.01 (-0.18, 0.19)</td>
<td>34.07</td>
</tr>
<tr>
<td>Lee [33]</td>
<td>0.25 (-0.26, 0.76)</td>
<td>12.94</td>
</tr>
<tr>
<td>Subtotal (I-squared = 0.0%, p = 0.489)</td>
<td>0.01 (-0.15, 0.17)</td>
<td>64.83</td>
</tr>
<tr>
<td>Synchronous</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Kim [54]</td>
<td>0.31 (-0.28, 0.90)</td>
<td>10.55</td>
</tr>
<tr>
<td>Djuric [42]</td>
<td>0.73 (0.09, 1.37)</td>
<td>9.22</td>
</tr>
<tr>
<td>Porter [49]</td>
<td>-0.49 (-1.38, 0.41)</td>
<td>5.24</td>
</tr>
<tr>
<td>Subtotal (I-squared = 57.3%, p = 0.096)</td>
<td>0.25 (-0.36, 0.87)</td>
<td>25.01</td>
</tr>
<tr>
<td>Combined</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Villaron [60]</td>
<td>0.35 (-0.25, 0.95)</td>
<td>10.16</td>
</tr>
<tr>
<td>Subtotal (I-squared = .%, p = .)</td>
<td>0.35 (-0.25, 0.95)</td>
<td>10.16</td>
</tr>
<tr>
<td>Overall (I-squared = 33.7%, p = 0.171)</td>
<td>0.12 (-0.10, 0.34)</td>
<td>100.00</td>
</tr>
</tbody>
</table>

NOTE: Weights are from random effects analysis.
One study provided data that were incompatible with the meta-analysis. It was found that quality of life was not significantly different between the asynchronous intervention group and the no intervention control group over the intervention period. The intervention group baseline outcome score was 105 versus the postintervention outcome score of 109.1 and the control group baseline outcome score of 103.3 versus the postintervention outcome score of 106.5 [43].

When analyzed by delivery method, the intervention delivery mode of synchronous or asynchronous did not impact the overall positive outcome effect (Table 3).

When analyzed by delivery method, the intervention delivery mode of synchronous or asynchronous did not impact the overall positive outcome effect (Table 4).

### Table 3. Metaregression of synchronous and asynchronous interventions on quality of life outcome, analyzed using standardized effect size.

<table>
<thead>
<tr>
<th>Standardized effect size</th>
<th>Coefficient</th>
<th>95% CI</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Asynchronous</td>
<td>−0.31</td>
<td>−1.05 to 0.43</td>
<td>.31</td>
</tr>
<tr>
<td>Combined</td>
<td>0.04</td>
<td>−1.22 to 1.29</td>
<td>.94</td>
</tr>
<tr>
<td>Constant</td>
<td>0.31</td>
<td>−0.37 to 1.0</td>
<td>.27</td>
</tr>
</tbody>
</table>

### Table 4. Metaregression of synchronous and asynchronous interventions on quality of life outcome, analyzed using standardized effect size (postintervention mean and SD change scores).

<table>
<thead>
<tr>
<th>Standardized effect size</th>
<th>Coefficient</th>
<th>95% CI</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Asynchronous</td>
<td>0.14</td>
<td>−0.31 to 0.58</td>
<td>.40</td>
</tr>
<tr>
<td>Constant</td>
<td>0.12</td>
<td>−0.70 to 0.31</td>
<td>.14</td>
</tr>
</tbody>
</table>
Health Outcome: Fatigue

There were a total of 10 studies that presented data on fatigue [33,35-37,45,50,54,55,58,60,63]. Of the 6 studies using final scores, synchronous (SMD 1.03; 95% CI 0.41-1.66) and combined (SMD 0.23; 95% CI -0.37 to 0.83) interventions showed a favorable impact on fatigue. The asynchronous group reported no intervention effect on fatigue (SMD 0.03; 95% CI -0.18 to 0.24; Figure 8).

Of the 4 studies that provided change scores, both synchronous (SMD 0.19; 95% CI 0.03-0.34) and asynchronous (SMD 0.29; 95% CI 0.05-0.53) eHealth interventions showed a favorable impact on fatigue (Figure 9).

When analyzed by delivery method, the intervention delivery mode of synchronous, asynchronous, or combined did not impact the overall positive outcome effect (Table 5).

When analyzed by delivery method, the intervention delivery mode of synchronous or asynchronous did not impact the overall positive outcome effect (Table 6).

**Figure 8.** Effect of electronic health interventions with a control on fatigue interventions, analyzed using standardized mean difference (postintervention mean and SD). Lower scores indicate improved fatigue. SMD: standardized mean difference.
Figure 9. Effect of electronic health interventions with a control on fatigue interventions, analyzed using standardized mean difference (postintervention mean and SD change scores). Lower scores indicate improved fatigue. SMD: standardized mean difference.

Table 5. Metaregression of synchronous and asynchronous interventions on fatigue outcome, analyzed using standardized effect size.

<table>
<thead>
<tr>
<th></th>
<th>Coefficient</th>
<th>95% CI</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Asynchronous</td>
<td>1.00</td>
<td>−0.16 to 2.17</td>
<td>.07</td>
</tr>
<tr>
<td>Combined</td>
<td>0.80</td>
<td>−0.74 to 2.35</td>
<td>.20</td>
</tr>
<tr>
<td>Constant</td>
<td>−1.03</td>
<td>−2.14 to 0.77</td>
<td>.08</td>
</tr>
</tbody>
</table>

Table 6. Metaregression of synchronous and asynchronous interventions on fatigue outcome, analyzed using standardized effect size.

<table>
<thead>
<tr>
<th></th>
<th>Coefficient</th>
<th>95% CI</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Asynchronous</td>
<td>0.11</td>
<td>−0.51 to 0.73</td>
<td>.54</td>
</tr>
<tr>
<td>Constant</td>
<td>0.19</td>
<td>−0.15 to 0.53</td>
<td>.14</td>
</tr>
</tbody>
</table>

Health Outcome: Depression

There were a total of 6 studies that presented data on health outcome depression [33,45,53-55,58]. Of the 5 studies’ final scores, the synchronous intervention showed a favorable impact on depression (SMD 0.80; 95% CI 0.19-1.41). The asynchronous group reported no intervention effect on depression (SMD 0.11; 95% CI −0.01 to 0.22; Figure 10).

The one that compared asynchronous study with a no intervention control that reported change scores found no intervention effect on depression (group difference −1.0; 95% CI −2.8 to 0.8; *P*=.40).

When analyzed by delivery method, the intervention delivery mode of synchronous or asynchronous did not impact the overall positive outcome effect (Table 7).
Figure 10. Effect of electronic health interventions with a control on depression interventions, analyzed using standardized mean difference (postintervention mean and SD). Lower scores indicate improved depression. SMD: standardized mean difference.

Table 7. Metaregression of synchronous and asynchronous interventions on depression outcome, analyzed using standardized effect size.

<table>
<thead>
<tr>
<th></th>
<th>Coefficient</th>
<th>95% CI</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Asynchronous</td>
<td>-0.69</td>
<td>-1.70 to 0.32</td>
<td>0.12</td>
</tr>
<tr>
<td>Constant</td>
<td>0.80</td>
<td>-0.19 to 1.79</td>
<td>0.08</td>
</tr>
</tbody>
</table>

Health Outcome: Anxiety

There were 6 studies that provided health outcome data on anxiety [33,35,53-55,58]. Of the 4 studies that provided final scores, both synchronous (SMD 2.78; 95% CI 1.95-3.61) and asynchronous (SMD 0.74; 95% CI -0.01 to 1.48) modes showed a favorable impact on anxiety (Figure 11).

Of the 2 studies that provided change scores comparing synchronous interventions with usual care control groups, there was a very small favorable intervention effect on anxiety (SMD 0.15; 95% CI -0.09 to 0.40; Figure 12).

When analyzed by delivery method, the intervention delivery mode of synchronous or asynchronous did not impact the overall positive outcome effect (Table 8).
Figure 11. Effect of electronic health interventions versus control group on anxiety interventions, analyzed using standardized mean difference (postintervention mean and SD). Lower scores indicate improved anxiety. SMD: standardized mean difference.

<table>
<thead>
<tr>
<th>Study</th>
<th>SMD (95% CI)</th>
<th>Weight</th>
</tr>
</thead>
<tbody>
<tr>
<td>Synchronous</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Kim [54]</td>
<td>2.78 (1.95, 3.61)</td>
<td>21.94</td>
</tr>
<tr>
<td>Subtotal</td>
<td>2.78 (1.95, 3.61)</td>
<td>21.94</td>
</tr>
<tr>
<td>Asynchronous</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lee [33]</td>
<td>2.18 (1.52, 2.84)</td>
<td>23.73</td>
</tr>
<tr>
<td>Yun [55]</td>
<td>0.33 (0.10, 0.57)</td>
<td>27.04</td>
</tr>
<tr>
<td>Golstein [58]</td>
<td>-0.01 (-0.19, 0.17)</td>
<td>27.29</td>
</tr>
<tr>
<td>Subtotal</td>
<td>0.74 (-0.01, 1.48)</td>
<td>78.06</td>
</tr>
<tr>
<td>Overall</td>
<td>1.21 (0.36, 2.07)</td>
<td>100.00</td>
</tr>
</tbody>
</table>

NOTE: Weights are from random effects analysis.
Figure 12. Effect of electronic health interventions with a control on anxiety interventions, analyzed using standardized mean difference (postintervention mean and SD change scores). Lower scores indicate improved anxiety. SMD: standardized mean difference.

Table 8. Metaregression of synchronous and asynchronous interventions on anxiety outcome, analyzed using standardized effect size.

<table>
<thead>
<tr>
<th>Synchronous</th>
<th>Coefficient</th>
<th>95% CI</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Eakin [35]</td>
<td>-1.98</td>
<td>-7.96 to 4.01</td>
<td>.29</td>
</tr>
<tr>
<td>Dieng [53]</td>
<td>0.27</td>
<td>-0.07 to 0.60</td>
<td>.54</td>
</tr>
<tr>
<td>Subtotal (I-squared = 0.0%, p = .332)</td>
<td>0.15</td>
<td>-0.09 to 0.40</td>
<td></td>
</tr>
<tr>
<td>Overall (I-squared = 0.0%, p = .332)</td>
<td>0.15</td>
<td>-0.09 to 0.40</td>
<td></td>
</tr>
</tbody>
</table>

NOTE: Weights are from random effects analysis

We were unable to perform metaregression to examine the association between mode of delivery and change in anxiety, as there was only 1 delivery mode (synchronous) included in this meta-analysis.

Initiation of Engagement Data

A total of 5 studies did not provide any information about engagement or participation in their intervention [46,48,51,57,58]. Only 6 studies provided data on the initiation of participants to their interventions [36,41,43,52,54,59]. Other data pertaining to participant engagement or participation in interventions are shown in Table 1. The pooled effect of the proportion of initiation engagement found that 88% of participants commenced the intervention (Figure 13). Of the 11 synchronously delivered interventions, 9 studies reported on completion of telephone or videoconference sessions. In all, 7 studies reported that participants completed between 62% and 100% of all planned intervention sessions [33,36,42,45,49,53]. One study reported that 79% completed >75% of telephone calls [35] and another reported a median 9 out of 10 to 11 planned telephone calls completed [37]. Comparison of engagement and participation was made particularly challenging in the asynchronous group due to the heterogeneous nature of the reporting. Studies presented a range of data that included initiation, content accessed, log-in averages, and intervention fidelity or adherence.
Figure 13. The effect of mode of delivery (synchronous or asynchronous) interventions on initiation engagement, analyzed using proportion.

Discussion
Principal Findings

The use of eHealth interventions improved physical activity, diet behaviors, quality of life, fatigue, depression, and anxiety in studies conducted across people who had been treated for a range of cancer types compared with control conditions. The overall impact appeared to be greater for the behavior change outcomes than the health outcomes. It did not appear that the mode of delivery (synchronous vs asynchronous vs combined) affected how much improvement the eHealth interventions generated. There was insufficient evidence to identify that the amount of behavior change was associated with the amount of change in health outcomes, although this may yet be identified as further studies report on both outcomes. These findings indicate that eHealth interventions may be beneficial for improving health behaviors and health outcomes when provided to cancer patients and/or survivors. However, there was one behavior change area where a negative impact on a health behavior (skin self-examination for melanoma) was reported, indicating that not all health behaviors may be improved from exposure to eHealth interventions.

At this stage, there is insufficient evidence to determine what delivery methods work for who, in what context, at what time. Therefore, the decision as to whether health services should provide synchronous or asynchronous eHealth behavior change interventions cannot yet be answered. None of the studies in this review compared synchronous with asynchronous eHealth approaches in the same population, using the same behavior change theory and techniques. A study that examined a telephone-delivered versus an internet-delivered weight loss intervention in cancer survivors found that the telephone group not only had greater losses in waist circumference (−0.75 vs −0.09; \( P = .03 \)) but also had higher levels of engagement (80% completed calls vs 27% web log-ins) [64]. Other considerations, such as the cost-effectiveness and reliability of the different delivery approaches, should also come into play when making this decision. These issues were beyond the scope of this review but should be examined in future work to help inform this decision making.

We identified that initial engagement was high across the few studies that reported this outcome. We would also have liked to examine long-term engagement and the effect of this on intervention success, but the highly inconsistent and sporadic reporting of long-term engagement within included studies made synthesizing this information impossible in this review. There
is no consensus regarding the definition of engagement in the context of eHealth and how to measure it, as many studies of behavior change interventions do not report at all on their participant engagement characteristics, yet report on attrition [65-69]. People could report absolute frequencies of contact, and where relevant, duration of contact. However, a recent new concept of effective engagement outlines that for each different intervention delivered, and for each individual person receiving the intervention, their requirement to engage and over what period of time will be different to achieve the intended outcome [70]. This concept indicates that absolute measures of engagement in eHealth interventions may not tell the full story as to whether the individual has engaged to a degree that is optimal for them. Perski et al [71] proposed that engagement with digital behavior change interventions occurs through specific direct and indirect mechanisms of action. Constructs of content, delivery, context, target behavior, population, and setting were proposed as important mechanisms to understand and report on when understanding engagement.

Our findings contrast with a previous review that looked at telephone interventions on physical activity and dietary behavior change in the population without cancer [72], in that the magnitude of effect appears to be lower than previously pooled analysis of behavior change outcomes using telephone interventions (effect size 0.60; 95% CI 0.24 to 1.19). It is plausible that the benefit of eHealth interventions in cancer populations may be diminished compared with populations without cancer because of concurrent treatment side effects and the impact that a cancer diagnosis can have on the capacity of patients to absorb new information [73]. A systematic review [74] of the effectiveness of mHealth technology use in behavior change interventions demonstrated mixed results. Studies reporting benefits described small effect sizes that were retained only in the short term. An older review [10] of interventions promoting health behavior change via the internet also examined the mode of delivery on efficacy and included 3 categories: automated functions, communicative functions, and supplementary modes. This review found that interventions were more effective in eliciting behavior change when there was more extensive use of underlying behavior change theory, more techniques of behavior change used in the delivery of the intervention, and additional methods of interacting with participants (combined techniques). This review found that between 2 and 17 behavior change techniques were used in each study, and a range of theoretical underpinnings was employed. This variability may also have contributed to the variability seen in the results of this review. These previous reviews were limited by not examining the potential mechanisms of action leading to the behavior change or the moderating effect of how the interventions were delivered.

We acknowledge a number of limitations on how we decided to undertake this review. Many of the studies included in this review used self-reported outcome measures with many failing to also include objective measures to corroborate data. We also combined both objective and subjective measures of behavior in the same meta-analysis. The small number of studies and high heterogeneity of data precluded a multiple metaregression to assess the interaction between behavior change and intervention delivery mode on health outcomes. Response bias, including social desirability bias, occurs frequently where self-reported outcome measures are used in research [75]. Ecological fallacy could also explain why we did not find a relationship between the amount of behavior change and the amount of change in quality of life. This could have been brought about by the examination of study level comparisons of analytic approaches and relationships rather than at the person level. We need to be able to trace the health behavior change data to the individual participants to understand the impact of the intervention.

Many of the studies reported multiple outcome measures, each with differing results. In this review, we chose to use data from the primary outcome measures (where reported) as the outcome of choice for behavior change and health outcomes. Where this was not reported, we decided to choose the outcome that we believed to be the most relevant outcome to the intervention examined in that particular study. We chose not to conduct metaregression analyses comparing synchronous and asynchronous eHealth approaches for outcomes where only one study was available in either of these subgroups. Such analyses would arguably have had limited generalizability and were at high risk of committing a type II statistical error. We chose to include studies within this synthesis regardless of the type of cancer involved or of the behavior change theories and techniques employed. Each theory and technique may have a different effect on the outcomes we examined and may be a source of confounding for our comparisons of synchronous and asynchronous eHealth approaches. Similarly, the type of patient population may have a moderating effect on the efficacy of synchronous and asynchronous eHealth interventions. Ideally, a comparison of synchronous and asynchronous eHealth approaches would be undertaken in the same populations, using the same behavior change theories and techniques. However, no such studies were identified in this review.

Effective health behavior change has been ascribed to rely on the use of behavior change theory. In all, 83% (n=20/24) of studies included in this review reported on the use of behavior change theory. It was beyond the scope of this review to detail how behavior change theory was used to develop the various interventions used in the included studies. This is an area of great interest and could be pursued in future reviews seeking to identify how interventions are constructed, using the methods of Michie and Prestwich [76].

There are a range of studies that looked at synchronous and asynchronous methods in health behavior change interventions in cancer patients and/or survivors, but there is a complete absence of RCTs that compared the differences in the delivery methods within one specific trial. This is where the gap in evidence lies. This systematic review highlights the need for further 3-arm studies comparing both synchronous and asynchronous interventions compared with a standard care group. There should also be an economic evaluation to determine which is also the most cost-effective intervention. Robust reporting of engagement, not only at the initiation of the trial but throughout, is also essential to gain a greater understanding of the complexity of participant engagement in study efficacy and how to replicate this in future implementation.
of eHealth interventions. Trials of this nature will enable the determination of the most successful method of delivery in terms of effectiveness, acceptability, user engagement, cost-effectiveness, successful behavior change, and ultimately translation into health outcomes.

Conclusions
This systematic review and meta-analysis provides evidence that behavior change interventions delivered via eHealth, particularly on physical activity and diet modification delivered to cancer patients or survivors, show benefit. There is insufficient evidence to determine whether the specific delivery mode of eHealth (synchronous, asynchronous, or combined) modulates this effectiveness. Three-arm RCTs comparing asynchronous and synchronous delivery modes with a control with robust engagement reporting are required to determine the most successful delivery method for promoting behavior change and ultimately favorable health outcomes.
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Abstract

In this issue of the Journal of Medical Internet Research, the World Health Organization (WHO) is presenting a framework for managing the coronavirus disease (COVID-19) infodemic. Infodemiology is now acknowledged by public health organizations and the WHO as an important emerging scientific field and critical area of practice during a pandemic. From the perspective of being the first “infodemiologist” who originally coined the term almost two decades ago, I am positing four pillars of infodemic management: (1) information monitoring (infoveillance); (2) building eHealth Literacy and science literacy capacity; (3) encouraging knowledge refinement and quality improvement processes such as fact checking and peer-review; and (4) accurate and timely knowledge translation, minimizing distorting factors such as political or commercial influences. In the current COVID-19 pandemic, the United Nations has advocated that facts and science should be promoted and that these constitute the antidote to the current infodemic. This is in stark contrast to the realities of infodemic mismanagement and misguided upstream filtering, where social media platforms such as Twitter have advertising policies that sideline science organizations and science publishers, treating peer-reviewed science as “inappropriate content.”

(Keyword) infodemiology; infodemic; COVID-19; infoveillance; pandemic; epidemics; emergency management; public health

The World Health Organization Declares an Infodemic and Crowdsources a Framework

In this issue of the Journal of Medical Internet Research, a high-profile group of authors associated with the World Health Organization (WHO) have published a paper entitled “Framework for Managing the COVID-19 Infodemic: Methods and Results of an Online, Crowdsourced WHO Technical Consultation” [1]. In the paper, the authors collected and organized global ideas to fight the current coronavirus disease (COVID-19) infodemic declared by the WHO on February 15, 2020. Impressively, this consultation meeting was entirely conducted online, and, as noted by the authors, turned out to be one of the largest meetings ever convened by the WHO.

In my capacity as the Editor of the Journal of Medical Internet Research, I had the honor of attending the meeting as an invited panelist to talk about the responsibility and potential approaches for scholarly publishers to combat the infodemic. A summary of my presentation and a project proposal for scientists, editors, and science communicators will be the subject of a separate, forthcoming editorial.

I also attended the meeting as one of the early researchers in this field. In fact, I coined the terms infodemiology [2,3], infodemic, and infoveillance [4] over the course of the past 20 years. It is not without pride that I witnessed how this line of research is now formally acknowledged by public health organizations and the WHO as a novel, emerging scientific field and critical area of practice during a pandemic [1]. It should also be noted that this journal has been a pioneer in encouraging and disseminating this line of research and has provided a central...
forum for researchers to discuss and publish their infodemiology work in a high-impact journal [5-7].

**A Brief History of Infodemiology**

Although the term *infodemiology* was coined in 2002 [2], concerns over infodemics or outbreaks of misinformation are almost as old as the World Wide Web itself. A widely cited paper published in 1997 in the *BMJ* drew attention to the, now seemingly trivial, finding that information found on the internet is not always reliable [8]. This paper sparked an avalanche of publications describing and analyzing the quality of medical information on different topics, which I, together with my colleagues, synthesized in a comprehensive systematic review published in *JAMA* in 2002 [9]. At the time, I was also leading major EU-funded projects (MedCERTAIN and MedCIRCLE) attempting to label health information on the internet with machine-readable metadata [10,11], an ambitious project with the goal to create something akin to a digital “immune system” for misinformation [12], with distributed descriptive and evaluative metadata as machine-processable “antibodies.” The metadata (evaluative or descriptive, supplied by third parties or the providers themselves) are perhaps conceptually comparable to contemporary efforts by Facebook and Twitter to fact-check information and label social media posts that are problematic [13], although these tags are not necessarily machine processable and cannot be harvested by third-party applications, which was the underlying idea of the MedCERTAIN/MedCIRCLE projects [10,11]. The goal was to create a global infrastructure for such machine-processable annotations that would allow humans and machines to attain a more complete picture about what other people and institutions have to say or think about a certain information provider or piece of information. The vast amount of information on the web, the dynamic nature of the web, and questions on the scalability of this approach were obvious limitations, but, perhaps it is time, for the sake of future infodemic preparedness, to revisit some of these “semantic web” ideas articulated over 20 years ago and to combine them with today’s powerful artificial intelligence tools, because, given the advances in natural language processing, many of these metadata labels could now be generated automatically. My former project partner Dan Brickley is now working with Google and is running schema.org [14], which organizes community vocabularies to enable such applications.

I coined the term “infodemiology” in 2002 in a short guest editorial in the *American Journal of Medicine* [2], defining “infodemiology” as a “new emerging research discipline and methodology” comprising the “the study of the determinants and distribution of health information and misinformation—which may be useful in guiding health professionals and patients to quality health information on the Internet.” Equipped with the awareness that “quality of health information” as well as “misinformation” is often hard to define (as quality is in the eye of the beholder, and a “fact” in medicine requires more than one patient or study), I framed infodemiology as a method to “identify areas where there is a knowledge translation gap between best evidence (what some experts know) and practice (what most people do or believe)” [2]. While this early work focused on information supply (what is published on the internet), I added, in 2006, analysis of information demand (search queries) to the concept, realizing that harvesting what people are searching for on the internet could inform areas of public health such as surveillance. I illustrated this with demonstrating the predictive power of Internet searches to predict flu outbreaks [3,4]; an idea that inspired Google Flu Trends [15]. With the emergence of Twitter, more “social listening” infoveillance studies became possible, and H1N1 (SwineFlue) became the first pandemic where this approach could be demonstrated; my graduate student Cynthia Chew and I, analyzed the content of pandemic tweets and determined, among other interesting findings, a prevalence of misinformation of 4.5% [16].

In a tweet posted on April 14, 2020, Secretary General of the United Nations (UN) António Guterres announced a UN communications response initiative countering the infodemic with facts and evidence [17]; however, what we have learned in 20 years of infodemiology research is that the quality of health information is an elusive concept, as in medicine, the truth is not always easy to determine, especially in a rapidly evolving situation.

While certain technical quality criteria, readability scores, and the compliance with ethical quality criteria (such as the presence of disclosure of who owns the site and conflicts of interests, all aspects that are important to determine the source credibility) are relatively easy to measure, the concepts of *accuracy, facts,* and *truth* usually require the presence of evidence-based guidelines or systematic reviews as a gold standard to determine what works and what does not. In a rapidly evolving situation such as the COVID-19 pandemic, some of the problems are the rapid rate of new scientific information published and the inability of researchers, policy makers, journalists, and ordinary citizens to keep up with quickly changing facts. In other words, the current pandemic is partly a challenge to filter (in real time) the sheer quantity of information published on a daily basis. The founder of the website Retraction Watch, Ivan Oransky, stresses that science is a conversation [18]. Even a publication of a clinical study is not the last word and studies may be contradicted or proven wrong. In the early phases of a pandemic, “facts” are perhaps more accurately referred to as “BETs” (best evidence at the time). Facts are sparse and recommendations based on BETs are subject to change. The COVID-19 pandemic has illustrated this with examples such as mask-wearing recommendations, use of certain drugs such as hydroxychloroquine, and social distancing or school opening guidelines. The public health and medical evidence also needs to be integrated with economic and political considerations and may be subject to cultural variations and influences. Thus, the proposal to fight the infodemic by spreading “facts” is easier said than done when it is not clear what the exact facts are.

**The Information “Cake” Model**

The following model is not the framework presented in the WHO paper in this journal. It is an "expert opinion" (to the degree as somebody - and probably the first - who has "Infodemiologist" in his LinkedIn profile can be considered as...
"expert"). It supplements the WHO framework by providing a first broad roadmap on how to fight an infodemic.

The current infodemic is a crisis to distill the sheer quantity of information, which is occurring on four levels: (1) science, (2) policy and practice, (3) news media, and (4) social media.

The wedding cake model (Figure 1) illustrates these four levels as layers. The size of the layers is proportional to the amount of information generated by these four groups of actors. The model also shows some information flows and knowledge translation activities that take place between these different levels. Science is the smallest layer of the wedding cake in terms of the amount of information, and it is depicted at the top of the information wedding cake, which represents rigorous and selective information production cycles. Clearly, misinformation can be found here as well, perhaps measured by the number of retractions, which, as of June 2020, stands at less than two dozen retracted articles [19], but this number is certain to increase. With over 26,000 COVID-19 articles indexed in Pubmed, this represents less than 0.1% of the published research, even though there may be a higher rate within the segment of unreviewed preprints, some of which may never see the light of journal publication, which may be another metric for the prevalence of scientific misinformation (somebody please do a study on this and submit it to the Journal of Medical Internet Research!). The main problem is not so much the prevalence of misinformation in the science layer, but the challenge of translating this information into actionable recommendations and conveying conclusions for different audiences and stakeholders in other layers, illustrated by the knowledge translation arrows in Figure 1.

Social media is depicted as the largest and last segment of the wedding cake, representing the vast amount of nearly unfiltered and uncontrolled information generated or amplified by the public. Information in social media is, of course, also generated by science organizations, policy makers, health care organizations, and journalists.

**First Pillar: Facilitate Accurate Knowledge Translation**

Between the levels, knowledge translation processes need to take place to translate the information from one audience to another, and these knowledge translation processes are, perhaps, the main mechanisms where information becomes misinformation, as the interpretation of “facts” is subject to multiple potentially influencing factors such as politics, commercial interests, selective reporting, and misunderstandings. These knowledge translation processes take place between all four layers of the cake, for example, between public health policy recommendations and news media (to keep the figure simple, not all possible knowledge translation arrows between the different layers are shown in Figure 1).
pillar of infodemic management is to support, facilitate, and strengthen accurate knowledge translation. In the WHO paper hint at that when they write “knowledge should be translated into actionable behaviour-change messages presented in ways that are understood by and accessible to all individuals” [1], but this is of course just one example for a KT problem, while there are also other KT challenges, e.g. between science and policy makers. Realizing that knowledge translation is subject to political, commercial, or other influences that distort the scientific message, the influencing factors should be minimized or, if present, at least clearly disclosed and called out.

Second Pillar: Knowledge Refinement, Filtering, and Fact-Checking

The FACTS model [20] depicted as an insert in Figure 1 reminds us that within each layer, there are knowledge refinement processes such as fact checking and quality assurance mechanisms at play, which are sometimes visible and sometimes invisible to the end user. For example, on the science level, the process of peer reviewing and publishing scholarly work is a method to constantly filter, refine, and improve the information generated by previous scholars. This also means that within each layer, there is a continuum ranging from raw, tentative, and possibly problematic information to highly refined and trustworthy information. The second pillar of infodemic management is to encourage, facilitate, and strengthen knowledge refinement and filtering processes on each level, to accelerate internal quality improvement processes. Within each layer, information in different stages of this "refinement" process can be found (for example, in the science layer, unreviewed preprints, laying right next to peer-reviewed scholarly communications); thus, clearly labelling the provenance of the information at the different knowledge production stages is equally as important as facilitating and accelerating them.

Third pillar: Build eHealth Literacy

The cake-serving utensil illustrates that in the age of the internet and openness, the end user is able to (but not always equipped) to consume information from any level, in any refinement stage, making eHealth literacy an essential skill in a networked world. eHealth literacy is defined as "the ability to seek, find, understand, and appraise health information from electronic sources and apply the knowledge gained to addressing or solving a health problem." [21,22]. In the information age (which is now perhaps shifting to the infodemic age!), the user carries a significant part of the responsibility to select and downstream-filter trustworthy health information. For example, nothing stops a user from tapping into the vast array of unreviewed preprints published in preprint servers such as medRxiv, but interpreting and contextualizing the information found here requires significant eHealth literacy (which includes science literacy) skills. Thus, the third pillar of infodemic management is to enhance the capacity of all stakeholders to build eHealth literacy, to select and assess health and science information found on the different layers of the information cake. This aspect is notably underdeveloped in the WHO paper’s taxonomy but can be seen as part of WHO’s “identify evidence” category.

Fourth Pillar: Monitoring, Infodemiology, Infoveillance, and Social Listening

The fourth pillar of infodemic management is continuous monitoring and analysis of data and information exchange patterns on the internet, a field I have called infodemiology and infoveillance [4]. My idea was that similar to surveillance in pandemics we want to be able to detect outbreaks of misinformation, rumors, falsehoods, to counter them with facts or other interventions. Infoveillance requires generating metrics on information supply on the internet, including its quality (for example incidence of anti-vaccination tweets), as well as information demand metrics, such as search queries or questions posed on social media or other web 2.0 platforms. In Figure 1, infoveillance is illustrated as a lens magnifying the information exchange patterns within different communities and for different subtopics.

Conclusions

Poorly executed and uncoordinated infodemic management may lead to unintended consequences such as the sidelining and suppression of science in favor of political and commercial interests.

Such an unintended consequence is demonstrated, for example, by the poorly thought-through advertising policy of Twitter [23], which only allows governments and selected news media, but not science organization or science publishers, to amplify messages. Under this “inappropriate content” policy of Twitter, only the following kinds of tweets are allowed to be amplified and promoted [23]:

- Public service announcements related to COVID-19 from governments and supranational entities (for example, World Health Organization) as well as trusted partners approved by the Public Policy team
- News related to COVID-19 from media publishers who have been exempted under the Political Ads policy.

Notably missing from Twitters' exemption list are science organizations and science publishers. Is this indicative of a sidelining of science in favor of politics, or just an oversight? JMIR Publications (as science publisher) ran into this problem first-hand when we were prevented by Twitter from disseminating COVID-19 peer-reviewed research, promoting our virtual COVID-19 preprint journal clubs, etc. Therefore, if the UN declares an infodemic and promotes science and “facts” as the antidote, then the suppression of science as “inappropriate content” by private social media platforms should be an alarming sign that indicates that there is ample room of improvement in how the current infodemic is managed and coordinated by different stakeholders.

The current COVID-19 pandemic is a 9/11 for public health, but also an opportunity to develop and formalize tools and approaches for future infodemic management. It is also an opportunity to re-engineer certain knowledge refinement
processes such as scholarly publishing and peer-review (stayed tuned to what we are doing with JMIRx.org). Much as improvements in information flows between government agencies post-9/11 helped to prevent another major act of terrorism in the United States, improved and preventive infodemic prevention and management can mitigate the next infodemic, which we will face as soon as a vaccine is available. The price for freedom of speech and improved information technology is an increased susceptibility to infodemics. We are entering the age of infodemics.
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Abstract

Food intake and usual dietary intake are among the key determinants of health to be assessed in medical research and important confounding factors to be accounted for in clinical studies. Although various methods are available for gathering dietary data, those based on innovative technologies are particularly promising. With combined cost-effectiveness and ease of use, it is safe to assume that mobile technologies can now optimize tracking of eating occasions and dietary behaviors. Yet, choosing a dietary assessment tool that meets research objectives and data quality standards remains challenging. In this paper, we describe the purposes of collecting dietary data in medical research and outline the main considerations for using mobile dietary assessment tools based on participant and researcher expectations.

(J Med Internet Res 2020;22(6):e15619) doi:10.2196/15619

KEYWORDS
diet; dietary assessment; epidemiology; clinical research; mobile diet app; academic apps; consumer-grade apps

Diet Assessment in Clinical Studies: Purposes and Limitations

In which situations should diet be assessed in clinical research? Which considerations should drive the selection of a dietary assessment tool (DAT)? This paper addresses these two questions, emphasizing that one should consider not only the research objectives and study setting, but also the opportunities and limitations of available methods for acquiring and analyzing dietary data.

In epidemiological and clinical observational studies, dietary parameters are adequately considered when information on usual dietary intake is needed at a population level [1] or when diet-disease relationships are being explored [2]. In these settings, evaluating dietary intake over time has proved efficient for investigating diet-disease associations at the population level, especially in chronic conditions [2]. Tracking participant lifestyle was needed to understand the role of unhealthy food and diet in the development of overweight, obesity, type 2 diabetes [3], cardiovascular diseases [3,4], and cancer [5]. However, despite the availability of scientifically validated methods to assess dietary intake and usual intake, their use in establishing diet-disease relationships remains controversial [6,7].

In interventional settings, dietary parameters need to be considered for efficacy assessments or to control confounding effects, irrespective of the nature (dietary, drug, or other) of the intervention [8]. However, background diet is, to our knowledge,
not systematically assessed in drug development studies despite evidence of the presence of food-drug interactions.

Food-drug interaction is also an important factor to consider during clinical development, as some chemical compounds in foods can potentially affect the pharmacokinetic, pharmacodynamic, or metabolic pathways of some drugs [9]. For example, it is known that leafy green vegetables such as kale and spinach, which contain high levels of vitamin K, can reduce the effectiveness of some oral anticoagulants, such as warfarin [10]. In parallel, we must not neglect how the side effects of medicinal products can influence appetite [11].

Choosing the Optimal DAT

Selecting a DAT adapted to a research question is usually a matter of compromise. Current methods to assess diet are available in various formats (paper or electronic), to obtain data on dietary intake (prospectively or retrospectively) or usual intake [12]. In a comprehensive resource guide issued by the Food and Agriculture Organization of the United Nations [13] and as explained by other authors [14], various available DATs can be distinguished based on technology (including data acquisition):

- Conventional methods for dietary data collection, which include food records, food frequency questionnaires, 24-hour dietary recalls and diet history, which are widely used in research, with known strengths and limitations
- DATs based on innovative technologies, which are divided into 5 categories according to the acquisition method: personal digital assistant, image-assisted methods (ie, digital cameras), mobile-based technology, interactive computer and web-based technologies, and scan and sensor-based technologies. It must be noted that DATs based on innovative technologies can be digitized versions of the above-mentioned conventional methods.

Collecting dietary data is, however, not always needed for primary study analyses, as one may only be interested in monitoring the background diet or compliance with dietary restrictions while focusing on many other clinical and nonclinical parameters (Figure 1).

Figure 1. Relevant frameworks for using dietary assessment tools in human studies.

Because collecting dietary information usually requires substantial involvement from clinical study participants, selecting an appropriate DAT represents a trade-off between participant burden and the volume or accuracy of the collected information. Compromises may include collecting dietary intake data at specific time points rather than tracking each eating occasion, and choosing a reasonable frequency for assessing food intake throughout the research studies.

However, limiting the dietary assessment to habitual food intake (evaluated using food frequency questionnaires) is not relevant for every study, especially when associations between dietary and biological parameters are investigated, as outlined in Figure 2.
Instead of evaluating habitual food intake, daily tracking of each eating occasion may be needed. One example is the daily variation of gut microbiota composition, known to be related to food choice [15], requiring, when investigated, exhaustive and daily tracking of a participant’s dietary intake. Handling temporality, therefore, represents a major challenge when selecting a relevant DAT, in case there is important intrasubject variability of parameters over time. We believe that a focus is needed for identifying or developing solutions that can effectively track participants’ background diet throughout their participation in research studies (observational or interventional), irrespective of the intervention (drug, food, or dietary) while limiting the associated participant burden. DATs based on new technologies offer opportunities to facilitate traditional food intake measures, and mobile apps have demonstrated being adequate for both participants and researchers. For participants, mobile apps represent an acquisition method that is acceptable, accessible, ubiquitous, and one that can be used by participants alone [16-18]. For the study sponsors or researchers, these apps offer other opportunities in terms of cost-effectiveness, reducing time between the collection and reporting of dietary data, and improving data quality with an accurate, comprehensive, and relevant food composition data set [14].

Mobile apps, therefore, represent a good compromise for researchers (investigators and sponsors) when the collection of dietary data is needed.

The Need to Explore the True Potential of Mobile Apps as DATs

When navigating the astronomical number of mobile diet apps (approximately 30,000 diet and physical activity mobile apps are currently available on Google Play and the App Store), selecting a DAT that fits with research purposes remains a key challenge. This selection should be based on multiple parameters, including the suitability of user experience and interface, the reliability of the food composition database (FCD), the relevance of the data acquisition method (identification and quantification of foods), and the quality of nutritional outputs.

To compare these mobile diet apps in terms of reliability, quality, and effectiveness, we cannot consider the number of downloads as a reliable evaluation parameter, as the most frequently downloaded apps are not necessarily the most usable or efficient in medical research [19]. Neither can we assess these tools based on user ratings (ie, stars), which are known to be biased [20]. Currently, no official standards exist for evaluating health-related mobile apps, making the evaluation of the strengths and weaknesses of these apps complex for researchers when choosing a relevant tool [21].

High-quality reviews and meta-analyses are few, and there is limited comparability between the evaluation methods used. Some of the reviews evaluate functionality, information quality, esthetics, and engagement [22]; others evaluate the accountability, usability, scientific coverage, and technology-enhanced features based on the opinions of nutrition experts who had tested different apps for 5 days [23]. In parallel, other experts have developed their own scales for a qualitative assessment of mobile health apps, including the following:

- Mobile App Rating Scale, which focuses on 4 evaluation parameters by an expert panel, including engagement, functionality, aesthetics, and quality of the information provided by the app [24]
- App Quality Evaluation, which evaluates the educational quality and technical functionality of nutrition apps by nutrition professionals and app users, based on several parameters, including app function, purpose, behavior change potential, support of knowledge acquisition, and skill development [25]
To our knowledge, only 3 studies have compared the nutritional values provided by different mobile diet apps based on quantitative parameters. One research team evaluated the accuracy of 7 diet apps in providing nutrient values. In their study, the nutrient labels of 100 food products available in the Netherlands were compared to the nutrient values provided in the nutrition facts in each app. The researchers concluded that the accuracy of nutrient values varied enormously between these apps, and energy was the most reliable value [26]. Another research team compared the nutrient intake calculations of 5 consumer-grade mobile diet apps to the Nutrition Data System for Research dietary analysis program, concluding that most of the nutritional values (except energy and some macronutrients) provided in these apps are generally underestimated, and that some apps are more accurate than others [27].

More recently, another team evaluated energy, macronutrient, and available micronutrient values provided by 5 popular nutrition apps against a UK reference method (Dietplan®) [28]). The authors concluded that the values of energy, carbohydrates, saturated fats, total fat, and fiber reported by these apps (except for 1 app) were rather reliable, while the values of protein, sodium, and micronutrients were inconsistent and less reliable [29].

### Academic and Consumer-Grade Mobile Diet Apps

#### Two Main Categories of Mobile Diet Apps

Even though mobile diet apps are emerging tools, 2 main categories can be distinguished based on the affiliation of the developers and their objectives:

- **Academic apps**, developed by experts in nutrition or dietetics to provide a reliable, scientifically validated tool; these are mainly developed for research purposes. Known examples include Technology Assisted Dietary Assessment [30], DietCam [31], and My Meal Mate [32].
- **Consumer-grade apps** that are service-oriented, typically developed by private entities specialized in digital development [33]. These apps are intended to be used by the lay public, and their purpose is mainly commercial. Popular examples include MyFitnessPal, FatSecret, and Lifesum. Weight management is usually the main feature of this second category of apps.

The main strengths and limitations of each category, from the participant and researcher perspective, are outlined in Figure 3.

#### Academic Apps: A Focus on Scientific Validation

From a researcher's point of view, academic apps offer more advantages than consumer-grade apps, as they are usually developed with identifiable scientific input and compared with a standard method for validation purposes. Typical examples of academic apps include Electronic Dietary Intake Assessment (e-DIA) [34] and My Meal Mate [32]. Academic apps are primarily focused on research and do not aim to be popular. For most of these apps, the number of users is unknown (as they are usually not referenced in Google Play or the App Store), but we assume it is lower than the number of users of consumer-grade apps, which aim to be visible in the stores. Another main advantage of academic apps is the absence of any constraints in terms of advertising and commercial incentives for users. We also believe that these apps are safer in terms of privacy and confidentiality than those designed for consumer use.

A recent systematic assessment of technology-based DATs [35] compared the features of research and consumer tools. The authors concluded that features facilitating data entry (including voice, digital images, and bar code scan) were more frequently available in “consumer” apps, such as DietCam or My Meal Mate. This work, however, did not consider the “consumer-grade” apps that are discussed in this paper. Other examples of academic apps or apps developed with identifiable academic input that include such features are MyFoodRepo (which includes an image recognition algorithm) [36] and FODMAP App for people with irritable bowel syndrome (FoodMaestro bar code scan, a commercial app) [37]. Most academic apps are not designed for universal use as they are validated for specific homogenous populations, which prevents their use in an international clinical study. Similarly, another important difference between these 2 categories is the number of available languages, as most academic apps are usually available in 1 or 2 languages at most (myfood24 [38] is available in English, German, and Danish, and developers are currently working on the release of an Arabic version).

The question of the scientific validation of academic apps remains a matter of debate. In general, academic apps are evaluated using another self-report instrument thought to capture diet as a reference, such as 24-hour dietary recalls. The choice of the reference method can be controversial, as stated by the National Cancer Institute, which considers that data collected using this method contain errors, including intake-related bias [39]. It should be noted that the e-DIA app was validated by comparison to 24-hour dietary recall as a reference [34], and the same reference method was used to validate My Meal Mate app [32]. Results of validation studies must, therefore, be interpreted with caution when scientific validation is relative and not absolute. These validation methods are less reliable than using gold-standard reference measures, such as biomarker recovery, or methods to capture true intake without systematic errors, such as direct observation and feeding studies [39].

#### Consumer-Grade Apps: Volume of FCD Data and User Experience

Given the lucrative purpose of consumer-grade apps, an app must be attractive to appeal to a maximum number of users. Even though this environment is competitive, some of these apps are very popular and are downloaded tens of millions of times around the world (such as MyFitnessPal, FatSecret, and Lose It!). For the end user, the apps designed as a service usually offer an appealing user interface and experience: their design is attractive, which facilitates the identification of a meal and may reduce the time required to enter data compared to some academic apps. Another important difference between these 2 categories is the number of languages available (for example, MyFitnessPal is available in 19 languages [26]). The use of a
very rich and international FCD is usually a key differentiator among these apps. However, the quality of the FCDs, regularly pointed at as a major issue with consumer-grade apps, is discussed later in this article.

The usability of consumer-grade apps is now being explored but is difficult to assess. A recent review [40] concluded that the features available in consumer apps vary greatly, and there are additional variations between Android and iOS versions. The key features of these apps usually include interactive visual aids and reminders, which are available in basic free versions (even though some apps require subscriptions) to help users achieve their goals. Thus, to further engage users in improving these apps, end-users can add new food products that are not available in the FCD, including energy and nutrient values, or to correct inaccurate information [41]. This may be beneficial for FCD enrichment, but it may also be a major and dangerous source of error in data entry. The addition of new food products and associated nutrient values by lay users can lead to input errors, especially when the developers of these apps do not control the quality and integrity of the data sets, and this is one of the most important negative features of consumer-grade apps.

On the other hand, the use of these consumer-grade apps in medical research has certain limitations and risks, especially with regard to data privacy and confidentiality. The lack of documentation regarding the privacy of user data may represent a major challenge for the legal and ethical integrity of personal and food data [42]. A recent example is the data breach of 150 million accounts of MyFitnessPal [43], which is considered the world’s no. 1 app in the field of consumer-grade diet-tracking apps. Another major limitation of these apps is the strong incentive to purchase a paid version through advertisements and recurring notifications: these may cause annoyance to the users of a basic free version and represent a bias in research when too many recommendations are provided as they may interfere with evaluation of the parameters.

We can safely assume that most consumer-grade apps have been developed without rigorous scientific validation and do not systematically involve nutrition experts during development. A recent review of 28,905 relevant health-oriented mobile apps showed that only 17 apps (0.05%) were developed with identifiable professional input [44]; other analyses showed that only 0.8% (3/393) of weight management apps have been scientifically evaluated [45].

Consumer-grade apps may, however, offer some benefits to researchers, such as FCD data volume, as it differs hugely between these 2 categories of apps. In academic apps, the approximate number of food items in the FCD is tens of thousands at most (8500 for DietCam [31] and 40,000 for My Meal Mate [35]), while this number is much higher in several consumer-grade apps (eg, 18 million foods claimed by MyFitnessPal developers [46]).
Room for Improvement of Consumer-Grade Apps

If the volume of FCD data is a key differentiator for these 2 categories of apps, the quality, diversity, and accuracy of FCDs is widely in favor of academic apps. Indeed, the quality of FCDs of consumer-grade apps remains questionable, as explained by several authors [26,27,29] who have concluded that these apps lack a reliable FCD; provide a limited set of nutrients to users; are too focused on energy and macronutrient intake, with a lot of missing data; and underestimate macronutrient and micronutrient values.

Several developers assume that some food information in their database is inaccurate, and some of them, such as MyFitnessPal [41] or Lose It! [47], invite users to correct these errors using crowdsourcing techniques.
Academic apps are regarded as more reliable in their FCD, based on objective measurements and scientific studies [48,49]. For researchers and sponsors, other benefits are in favor of academic apps, including the suitability for partnership, as the developers of these types of apps are usually more open to share information about the development and validation of these tools. Considering that these apps are primarily designed for research, the access to and transfer of raw data are facilitated for researchers with dedicated access. For apps focused on consumers, the access to data is mainly provided to users, especially those who subscribe to optional features. In addition, the absence of feedback features in academic apps reduces the risk of bias in the tracking of eating occasions. However, it should be noted that the geographic scope of consumer-grade apps, which are developed and available worldwide, is far more significant than that of academic apps, which are usually limited to one or two countries.

Discussion

In summary, we can surmise that researchers will usually favor using academic mobile apps, while end users may be more attracted to the features offered by consumer-grade mobile apps. Based on our experience and the cited opinions of experts in the field of nutrition, we understand that currently, there is no one-size-fits-all solution for tracking dietary intake that can be used in every type of medical research, as each available tool has its limitations [35,50] due to language availability, validation in specific populations, and the reliability of FCDs. The ideal option would be to develop a mobile app for tracking the diet that has the strengths of both types of apps: an efficient, user-friendly interface and experience, coupled with an FCD that is as rich as it is reliable. In the absence of such a tool, or in developing one soon, we must select the most appropriate one for each type of study according to its objectives. The landmark DIET®NET (DIETary Assessment Tool NETwork) suggests considering 5 steps before choosing the appropriate type of DAT, and the first step is, of course, to define the research question well [50].

If the daily use of consumer apps by millions of people worldwide can generate big data on food consumption, this information can be used by researchers (while complying with data privacy requirements) to study health, diet, and dietary behavior parameters. This can be done by considering cultural aspects of populations at different levels (country, household, or individual) while integrating potential key cofactors such as physical activity level, sleep, weight, or location data, which can often be collected simultaneously. It has also been highlighted that the most frequently downloaded consumer-grade apps lack features relating to emotions, even though emotions are known to be associated with diet [40]. Using these diet apps as a reliable food-tracking tool in clinical trials or research, in general, is a major challenge, considering their limitations; despite the popularity of these apps, the lack of evidence and scientific validation of their use remains the major issue [51]. Little information is available on the quality of these mobile apps, other than what can be gathered from users’ ratings published on mobile app stores. The lack of reliability of the data these apps provide, especially in the FCD, is a real barrier for researchers who want to utilize the user data. It should also be noted that the legal and ethical concerns related to user data for consumer-grade mobile health apps are well documented in the literature [52-54]. A recent review showed that most mobile diet apps do not provide terms of use or privacy policy documents [42].

The use of consumer diet apps in studies should be done with caution: given the nature and suboptimal quality of their FCDs, their use should be limited to the tracking of some macroelements such as energy intake. Energy intake is considered the most consistently and accurately value reported by these apps compared to other macro- and micronutrients [23,26], which are generally underestimated [27,29,55]. Recent studies have also shown that different consumer apps, such as Samsung Health, MyFitnessPal, and FatSecret, provide an acceptable estimate of energy, carbohydrate, and fat intake [29], and that MyFitnessPal offers a good relative validity for energy and fiber tracking [55]. Many dieticians (in the United Kingdom, New Zealand, and Australia) use nutrition apps in their practice [56]. However, for many experts in the field of nutrition, mobile apps designed for consumer awareness are an unreliable source of nutritional values due to the crowdsourcing nature of the FCD. This issue is leading to a lack of interest in using these new tools for nutritional and clinical studies.

Perspectives

Our opinion is that the potential of mobile apps designed for consumer use has not been sufficiently evaluated, especially in clinical settings. Despite the limitations that have been outlined above, we believe that the data collected by these apps represent a source of information we cannot ignore, as it may be sufficient in some epidemiological or clinical studies, when the assessment of diet is not the primary objective of a research study. Potential uses of these tools include segmenting participant populations into subgroups according to usual dietary intake or associating specific meal patterns with biological parameters during a short time frame. However, in our view, further work is needed to assess this potential. We should also consider the potential of other features that are now included in several mobile apps, such as automated, image-based recognition. This feature, while promising, is only in an early stage of development, and there is still room for improvement until it can be used regularly by clinical study participants. However, when relevant, analytical methods offered by artificial intelligence may soon be used to obtain both qualitative (ie, composition of meals) and quantitative (ie, portion sizes) outputs. We believe that such features may one day be the bridge that accommodates participants and researchers, filling the gap between academic and consumer-grade apps once they are available in both types of solutions.
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Abstract
Artificial intelligence (AI) can transform health care practices with its increasing ability to translate the uncertainty and complexity in data into actionable—though imperfect—clinical decisions or suggestions. In the evolving relationship between humans and AI, trust is the one mechanism that shapes clinicians’ use and adoption of AI. Trust is a psychological mechanism to deal with the uncertainty between what is known and unknown. Several research studies have highlighted the need for improving AI-based systems and enhancing their capabilities to help clinicians. However, assessing the magnitude and impact of human trust on AI technology demands substantial attention. Will a clinician trust an AI-based system? What are the factors that influence human trust in AI? Can trust in AI be optimized to improve decision-making processes? In this paper, we focus on clinicians as the primary users of AI systems in health care and present factors shaping trust between clinicians and AI. We highlight critical challenges related to trust that should be considered during the development of any AI system for clinical use.
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Introduction
Artificial intelligence (AI), which has been introduced as a technology to improve decision-making involving uncertainty and complexity in systems, has the potential to transform health care practices [1,2]. The role of humans in the practical applications of AI is often overlooked. The development of automated systems to augment human decision-making dates to the 1950s with the Fitts list, which identifies the complementary capabilities of humans and automated systems [3]. The Fitts list includes 11 statements asserting that humans are better at detection, perception, judgment, induction, improvisation, and long-term memory, while automated systems are better at power/speed, computation, replication, simultaneous operation, and short-term memory [4]. Several studies have shown that automated systems may or may not improve human decision-making, depending on whether or how human factors are accounted for in their design [5].

As AI is rapidly developing, unlike other technologies, there is an absence of a clear definition of the process, functioning, and role of AI [6]. Trust is a crucial factor influencing interactions between human beings, including their interactions with AI. Understanding the trust dynamics between AI and humans is crucial, particularly in the field of healthcare, where life is at risk. In this paper, we discuss the impact of trust on the dynamic interactions between AI and clinicians, highlight the key factors that influence trust relationships and identify key challenges and future research directions in the health care domain. While the users of AI systems can be diverse, including patients and insurance providers, the focus of this paper is limited to the domain experts in healthcare, ie, clinicians. We acknowledge that trust relationships could significantly differ for patients and insurance providers.
Definitions

What Is AI?
The term AI has been used in many ways in computer science, engineering, and healthcare. Broadly, it can be defined as a computer program that can make intelligent decisions [7]. This definition includes computer programs that operate with predefined rules and data-driven models. This paper distinguishes these two by referring to the former as automation, which can be used to make well-defined and repetitive decisions. While automated systems have been used to augment or replace human operation in health care [8], the generalizability of the process and existence of intelligence in automation can be questionable. The focus of this research is the latter, which is a process to make health care decisions using a mathematical model built on prior or real-time data. Existing literature in the machine learning field provides relatively successful methods to train such mathematical models that learn useful knowledge from data [9-11]. In this paper, we refer to a computer process that algorithmically makes optimal decisions based on multiple criteria using one or more machine learning-based models as AI. While trust has been studied in the context of automation [12], the deterministic (ie, consistently providing the same output for a particular input) and relatively predictable nature of automation is an important distinction from our definition of AI, which has implications for trust research.

What Is Trust?
Interpersonal trust is a human belief (or referred to as an attitude in some sources [12]) that is broadly defined based on three main dimensions, namely, benevolence, integrity, and ability [13]. This attitude may be intrinsically formed based on the user’s own experience with the system of interest or may stem from an extrinsic source such as the reputation of the system in the user’s social circle [14]. Studies highlight some differences between interpersonal trust and trust in technical systems because technical systems may lack intentionality, which is relevant to honesty and benevolence [12]. A user’s perception of an AI system’s ability remains a significant dimension for trust in AI systems, which depends on the quality of the input data, the mathematical problem representation, and the algorithms used in the decision-making. The level of trust in AI has a significant impact on how much users rely on AI [12], and hence the efficacy of health care decisions. However, the level of trust in AI may not necessarily have a positive correlation with clinical or patient outcomes.

AI in Health Care
AI has shown significant potential in the area of mining medical records, designing treatment plans [15], robotics mediated surgeries [16], medical management and supporting hospital operations, clinical data interpretation [17], clinical trial participation [18,19], image-based diagnosis [20], preliminary diagnosis [21], virtual nursing [22], and connected health care devices [23]. In addition to these applications, significant investments in AI research [24], as well as recent efforts on regulating the use of AI in the medical domain [24], suggest that AI could become an essential technology to assist decision-making in the medical domain in the foreseeable future.

AI research in health care poses unique challenges compared to other technical domains. Physical system models mathematically describe the underlying technical behavior in engineering applications. However, the lack of such quantitative models in many health care applications such as medical diagnostics (eg, the precise relationships between diseases and their causes) creates a significant challenge. The responses from clinicians for the same clinical cases vary significantly. Therefore, it would be a challenge to train AI-based tools on the subjective responses that carry over individual biases from clinicians without any knowledge of the ground truth. Also, AI research must account for the distinct medical problem characteristics across different health care applications. It may not be possible to generalize a process to train a mathematical model for an AI tailored to the needs of cancer applications to cardiovascular applications, for instance. Further, vulnerable groups such as minorities and patients with disabilities may not be sufficiently represented in the data, and their needs may not be adequately accounted for if these groups are not carefully considered during the design of the AI system. A customized AI process might be necessary for each application depending on the type and amount of data available, the target patient population, the amount of variability and useful information in the data, and the nature of the health care decisions to be made.

Further, health care is a highly regulated space where developing an adaptive AI technology to meet regulatory requirements is an additional challenge. The US Food and Drug Administration (FDA) categorizes Software into three classes: (a) Software as a Medical Device (SaMD), (b) software in a medical device, and (c) software used in the manufacture or maintenance of a medical device. FDA defines SaMD as “… AI/ML-based Software, when intended to treat, diagnose, cure, mitigate, or prevent disease or other conditions, are medical devices under the FD&C Act and called Software as a Medical Device” [25]. SaMD ranges from smartphone applications to view radiologic images for diagnostic purposes to Computer-Aided Detection software to post-processing of images to detect breast cancer [26]. FDA has approved several AI-based SaMDs with “locked” algorithms that generate the same result each time for the same input; these algorithms are adaptable but require a manual process for the updates [25,27].

Unlike the standard SaMD model, an adaptive algorithm changes its behavior using a definitive learning process without requiring any manual input. An adaptive algorithm might generate different outputs each time a given set of inputs is received due to learning and updating. A credible validation and verification plan that ensures safe and reliable operation under adaptive behaviors must be a part of the AI design.

AI in health care has two potential advantages to human performance. First, AI can learn from big data (such as uncommunicable silos of unstructured information stored in an electronic health record) more efficiently than clinicians. A successful AI system can efficiently extract relevant information from offline or real-time data to assist in improving organizational performance and help clinicians in making
informed decisions in real time. Second, AI systems can perform predefined tasks with higher precision. AI can be in a continuous active state without compromising its performance—it does not suffer from burnout as humans do. This feature of AI technology has the potential to revolutionize complicated surgeries. The Da Vinci robotic surgical system can mimic a surgeon’s hand movements with greater precision [28]. Further, existing applications of AI in various domains such as AlphaStar (an AI bot that outperforms an expert player in a video game) and LYNA (an AI capable of detecting breast cancer using images from lymph node biopsies) report successful outcomes comparable to human decision-making [29,30].

There are limitations of AI that might restrict its application in life-critical areas such as healthcare. AI methods require data inputs to be in a structured form, which limits the type of information that can be provided for medical decisions. Even the deep learning methods, which can find a suitable mathematical representation from a given dataset automatically, are trained for a given input type (eg, medical image data) and, once developed, they cannot accept another input type (eg, statements from patients). Also, AI methods generally lack “common sense,” making them unable to identify simple mistakes in data or decisions that would otherwise be obvious to a human being [31]. Therefore, there is significant potential and need for improvement by combining the intuitive and analytical thinking of medical experts [32] with the computational power of AI in a proper human-AI collaboration architecture.

**Trust in Human-AI Collaboration**

Advances in the capabilities of AI will expand the role of this technology from the automation of repetitive and well-defined tasks to guiding decision-making under uncertainty that is currently done exclusively by medical professionals. As healthcare providers rely more on AI, a proper trust relationship, also referred to as *calibrated* trust [33], becomes a requirement for effective decisions. The deterministic and relatively predictable nature of a typical rule-based software system is an essential factor contributing to the development of user trust. The resulting behavior of a deterministic system is entirely determined by its initial state and inputs. However, the nondeterministic nature of AI, where an algorithm can exhibit different behaviors in different iterations for the same input, might introduce unique dimensions to the concept of trust. Figure 1 presents our overview of some important factors influencing trust in AI for health care, possible ways to improve trust relationships, and their impact on trust. Note that the purpose of the figure is not to provide an exhaustive list but rather to highlight important issues relevant to trust in AI for health care applications.

**Figure 1.** Human factors and trust in artificial intelligence.

Currently, a lack of trust in the AI systems is a significant drawback in the adoption of this technology in healthcare. Trust in AI can be influenced by several human factors such as user education, past experiences, user biases, and perception towards automation, as well as properties of the AI system, including controllability, transparency, and complexity of the model, associated risks, and many others. Among these factors, reliability, which refers to whether the AI technology can perform a task predictably and consistently [34], might be particularly concerning in health care due to the changes in the reliability of AI in the presence of new data [35]. The reliability of an AI technology is conditioned on the user and input data. Considering that an AI system might be trained with insufficient and subjective data from multiple sources, AI could generate biased or overfitted outcomes of which the clinical user might not be aware. These concerns hinder the performance of this technology [36], thus deterring the user’s trust and acceptance of AI systems.
It is also important to note that maximizing the user’s trust does not necessarily yield the best decisions from a human-AI collaboration. When trust is at maximum, the user accepts or believes all the recommendations and outcomes generated by the AI system. While in some applications, AI can outperform human decision-making by incorporating data from multiple sources [29,30], the limitations above suggest that unnecessarily high trust in AI may have catastrophic consequences, especially in life-critical applications. Therefore, our study supports the concept of optimal trust in which both humans and AI each have some level of skepticism regarding the other’s decisions since both are capable of making mistakes. The amount of skepticism necessary for the most accurate clinical decisions depends on the capability of the human user and the AI system. The development of AI must incorporate mechanisms that will establish and maintain a properly balanced, optimal level of trust from and to the user that matches the capability of the AI system [12].

Developing a healthy trust relationship in human-AI collaboration is a challenge due to the uncertain behavior of a knowledge-based evolving AI system. We posit that the following factors should be incorporated into the development of AI to achieve an optimal level of trust: fairness, transparency, and robustness (Figure 1). It is often assumed that algorithmic decision-making might lead to fairer and more robust outcomes than human judgment [37]. However, algorithms intrinsically discriminate and assign a weight to some factors over others. Moreover, the properties of machine learning algorithms bear the risk to reflect and aggravate underlying data bias, which might unfairly affect members of protected groups based on sensitive categories such as gender, race, and sexual orientation. For instance, a study [38] that implemented machine learning to detect skin cancer used less than 5% data from a dark-skinned patient population to train the model, potentially leading to bias against dark-skinned patients [39]. According to the UK International Commissioner’s Office, AI fairness depends on the effects of the data processing on users (care providers and patients), their expectations as to how their data will be used (clinical and personal data) and the level of transparency provided [40,41] (sharing with other care providers and insurance). Fairness in an AI process is concurrent with bias minimization. Bias, a mismatch between the distribution of training data and a preferred fair distribution, can yield unfair outcomes (prediction/classification). In order to establish fairness in AI systems, biases originating from the subjective responses of clinicians should be identified and curtailed during validation and verification.

Achieving fairness through awareness or transparency can also improve trust [42,43]. Facilitating secured access to patient data can improve transparency [44] in the data and allow patients to validate their information. In our view, transparency fosters an understanding not only of the working principles of AI algorithms but also the algorithmic biases and biases due to underrepresentation. Depending on data availability and quality, an AI system might perform remarkably well at some tasks while performing poorly in others. Revisiting the ‘skin cancer example’ cited above [38], if clinicians are informed about the bias in the training data (eg, underrepresentation of minorities), then it will be easier for them to identify the suitable patient population (eg, Caucasians) on which the AI algorithm can be implemented. Explainable AI is another route to AI transparency that might help clinicians arrive at clinically meaningful explanations about the outcome of AI applications and make informed judgments. However, there are tradeoffs between the explainability and sophistication of an AI algorithm. Explainable AI models such as decision trees intuitively tend to be simple and might not be accurate, especially when dealing with big and complex data. Determining the precise balance between explainability and sophistication is crucial to enhance trust in AI. Finally, robustness is the sensitivity of the decisions made by the AI models to the input dataset. Poor robustness can lead to significant changes in the outcome of an AI model with small perturbations in the input data. Insufficient or erroneous data can impede AI robustness. Proofing AI models against such volatilities can help to build trust in AI systems.

Future Research Directions

The efficacy of human-AI collaboration is not only a function of the accuracy of the underlying mathematical process behind the AI system but also human factors, including trust. A holistic approach recognizing health care as a dynamic socio-technical system in which sub-elements interact with each other is necessary to understand trust relationships in human-AI collaboration. For instance, trust in AI systems might be affected by organizational policies, culture, specific tasks assigned to the health care providers, other similar computational tools used by the providers, providers’ interaction with other individuals such as patients and other providers, as well as internal and external environmental factors. This viewpoint is consistent with and complementary to the research roadmaps proposed in the systems engineering literature on AI [45]. Applying human factors methodologies such as the SEIPS model [46] to the health care domain can assist researchers in capturing the entire socio-technical work system. These holistic human factors models provide a useful conceptual framework for researchers to capture contemporary and dynamic issues relevant to trust modeling in healthcare.

Second, recent approvals of AI algorithms reveal the limitations of existing regulatory standards. In early 2018, the FDA authorized the WAVE Clinical Platform, an early-warning system that utilizes vital sign data to identify high-risk patients [35]. FDA standards, designed for traditional rule-based algorithms, do not apply to advanced AI systems whose predictive performance might change when exposed to new data [35]. To measure the impact of AI systems, FDA should benchmark the predictive model and ensure clinically meaningful outcomes. As it does for drug approvals, FDA should rigorously confirm and test surrogate endpoints in potential evaluations of AI systems. Recently, the FDA announced that it is developing a framework for regulating AI systems that self-update on new data and seeking comments on how to regulate self-updating algorithms [47].

AI raises profound concerns regarding medical responsibility. Under current practice, clinicians are only responsible when they deviate from the standard care procedure for a given health
condition (irrespective of patient health outcome) [48]. However, clinicians will be held responsible if they follow the AI recommendation when it is different from the standard care process and negatively affects patient health outcomes [48]. What would this mean for an AI system and trust between AI and users? Clinicians using AI systems are expected to use them for decision support, not as a replacement for trained clinical decision-making. In this sense, clinicians are still responsible for any medical errors that may occur as humans remain the final decision-makers. Then, in what capacity can AI assist clinicians and will clinicians be able to use and assess the reliability of an AI system? The influence of these factors on clinicians’ trust in AI applications needs further study.

Considering the limitations of both human cognition and AI approaches, a quantitative measure for the optimal level of trust between clinicians and AI systems to make the most accurate and reliable clinical decisions remains unknown. Linking this optimal level of trust to specific design attributes in an AI system is another unknown. An analysis of that problem should account for the individual human factors specific to the user of the system, including the sizeable aleatory variability associated with it and continuously evolving capabilities of AI methods. The results of such an analysis should inform the regulatory policy decisions.

Finally, trust in AI is expected to have completely different characteristics for patients compared to clinicians. First, patients generally do not have expertise in the medical field, as opposed to clinicians. Further, patients, regardless of whether they are the users of the AI system or not, will be directly impacted by the clinical decisions (or suggestions) that the AI system provides. With the increased patient involvement in a patient-centered health care model, especially educated patients might question clinicians’ decisions and want to be informed whether the decisions are based on AI recommendations or not. If AI systems are an essential part of this shared decision-making process between patients and clinicians, trust relationships between patients and AI systems deserve further in-depth research.
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Abstract

Since the last decade, most of our daily activities have become digital. Digital health takes into account the ever-increasing synergy between advanced medical technologies, innovation, and digital communication. Thanks to machine learning, we are not limited anymore to a descriptive analysis of the data, as we can obtain greater value by identifying and predicting patterns resulting from inductive reasoning. Machine learning software programs that disclose the reasoning behind a prediction allow for “what-if” models by which it is possible to understand if and how, by changing certain factors, one may improve the outcomes, thereby identifying the optimal behavior. Currently, diabetes care is facing several challenges: the decreasing number of diabetologists, the increasing number of patients, the reduced time allowed for medical visits, the growing complexity of the disease both from the standpoints of clinical and patient care, the difficulty of achieving the relevant clinical targets, the growing burden of disease management for both the health care professional and the patient, and the health care accessibility and sustainability. In this context, new digital technologies and the use of artificial intelligence are certainly a great opportunity. Herein, we report the results of a careful analysis of the current literature and represent the vision of the Italian Association of Medical Diabetologists (AMD) on this controversial topic that, if well used, may be the key for a great scientific innovation. AMD believes that the use of artificial intelligence will enable the conversion of data (descriptive) into knowledge of the factors that “affect” the behavior and correlations (predictive), thereby identifying the key aspects that may establish an improvement of the expected results (prescriptive). Artificial intelligence can therefore become a tool of great technical support to help diabetologists become fully responsible of the individual patient, thereby assuring customized and precise medicine. This, in turn, will allow for comprehensive therapies to be built in accordance with the evidence criteria that should always be the ground for any therapeutic choice.

(J Med Internet Res 2020;22(6):e16922) doi:10.2196/16922
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Introduction

The ongoing evolution in medicine and, in particular, in the field of diabetology is strongly intertwined to a series of changes and innovations [1-3]. The term “digital health” is a “container,” grouping together informatics and telecommunications that have the common objectives of diagnosis, treatment, or monitoring of diseases, maintenance of health and well-being, and support for healthy lifestyles. The US Food and Drug Administration has compiled a list of software programs with medical device functions (apps for smartphones and personal computers with diagnostic, monitoring, or therapeutic objectives), advanced business intelligence data analysis tools, artificial intelligence (AI), cloud, cyber security, and innovative health technologies [4]. These tools belong to an evolving reality; they are still unclear but they are potentially leading to challenging and promising scenarios [5,6].

The scope of this position statement is to analyze the most relevant aspects and describe the changes that have already occurred or those that will take place shortly by exploring the possibilities of application and development in the field of diabetology. Indeed, the digital world is constantly expanding and it has already become an integral part of our personal and professional life [7,8]. Smartphones, personal computers, and network access are now essential tools for almost all populations and for many diabetologists, both as individuals and professionals.

Digitalization

Almost every daily activity of the diabetologist has to deal with digitalization, from electronic medical records to imaging diagnostics, from laboratory references to the various software programs for administrative practices and certifications, and from glucose level data downloaded from glucometers to sensors for continuous glucose monitoring and insulin pumps. Through the analysis of these data, the diabetologists make therapeutic decisions, and the more complete and numerous the data, the more they need informatics tools to guide them in the analysis, help them identify specific patterns for detecting glycemic abnormalities, understand the possible causes, and adopt the appropriate therapeutic strategies to correct these abnormalities [9,10].

Data Management and Connectivity

In the early days, data collection and management for each individual patient occurred manually at the hospital by physically connecting cables or wireless devices to the local software/network. Currently, thanks to the technological evolution, these data can be transmitted automatically from the glucometers via “cloud” or on data integration platforms that collect elements from different devices and provide standardized reports [11,12]. If not properly managed, this large amount of data is likely to overwhelm both the patient and the health care professional, and the professionals’ experience in reading these reports is certainly the added value that increases their potential. Advanced informatics tools can simplify the analysis and provide suggestions to guide the clinical decisions of the physician [13]. With experience and technology coming together, the analysis time can be increasingly reduced and more appropriate and correct data-driven therapeutic decisions can be made, thanks to the greater customization strategies of the therapy [14-21].

AI and Individualized Care

In this context, the use of AI, and in particular, the use of machine learning allows an important step forward compared with the traditional data analysis techniques (ie, graphs representing a picture of reality, which are very useful and precise but are static and outdated). Through the automatic identification of specific patterns within the data and through inductive reasoning typical of the human mind, machine learning can highlight correlations that lead to “predictions,” without being programmed in advance to carry out this activity [19].

In a not too distant future, AI, thanks to algorithms that can enable learning and improving the machine’s own abilities independently, will offer effective solutions to satisfy the most disparate needs and will be able to deal with problems that today may seem insurmountable obstacles, for the benefit of the community [22]. In the field of clinical diabetology, these tools could have multiple potential implications, including the identification of new risk factors for the onset of diabetes (through the evaluation of large databases related to the general population) or revealing unsuspected subjects who are at a high risk of complications (by cross-checking clinical and administrative records of patients with diabetes) and identifying the behavioral and therapeutic variables that are most closely related to the progression of a specific complication.

There are many examples of collaboration between pharmaceutical companies, information technology companies, scientific institutes, and universities that exploit large complex datasets (the so-called big data) with the aim of improving the treatment of type 2 diabetes mellitus (T2DM) and of unraveling physiopathological mechanisms through the integration of data from biological, demographic, clinical, environmental, and genomic sources [23].

Risk Stratification and Personalized Medicine

The ability to elaborate a large and heterogeneous amount of data, even in real time, through increasingly powerful algorithms, allows us to extract knowledge and exponentially make predictive assessments on the behavior of individuals as well as, more generally, assume decisions for the entire community [24,25]. This means that the use of AI will make it possible to transform the immediate data (descriptive) into knowledge of the factors that “condition” behavior and correlations (predictive) [25-27] up to the identification of the key factors that can facilitate an improvement in the expected results (prescriptive) [28,29]. In this scenario, one of the most interesting applications would be to identify the variables that could be related to greater responsiveness to a specific drug because this approach would open the door to a truly personalized medicine that uses the right drug for the right person, with obviously greater efficacy, improved outcomes, and containment of costs. Furthermore, predictive analysis techniques based on AI could be used to identify which group of patients would require more attention and which strategies would be more effective, depending on the individual patient.
by disturbances in the gene expression that lead to alterations in the processes within the organs involved in glucose homeostasis [32]. The complexity of the system is exacerbated by the fact that the relative contribution of each component is highly individual. Understanding the molecular mechanisms underlying these interactions is crucial for developing new personalized prevention and treatment strategies [32,33].

Social Networks and Apps

Finally, the ever-increasing use of social networks and apps has major implications in the diabetes care. On one hand, health professionals must change the way they communicate and keep up with the times by always acquiring new technological and communication skills to deal with and manage the changes taking place, while on the other hand, the new technologies could be used as motivational and coaching tools in support of the traditional educational activities and as an alternative data source. Notably, the areas that influence the state of health are only 10% due to the medical care and health status, whereas the major role is instead played by lifestyle and behaviors as well as by genetics [34-36]. For this reason, to obtain a more precise picture of the state of health of the general population or of specific subgroups, we cannot limit ourselves to collecting and analyzing only health data, but we must consider what comes from the world of social networking and smartphone apps, despite all the known limitations and criticalities.

Evolution of the Role of Health Care Professionals

The exponential increase in knowledge and technologies, the increased complexity of the tasks, and the increasingly diversified needs of the patients are flooding health care professionals with increasingly greater tasks and aspects to be addressed and managed. It is necessary to reflect on what the true essence of medical care is and to reassess the meaning of this profession. The ability to change, juggle the new technology tools, and exploit the potential of new information technology and business analytics techniques will enable health care professionals to have a great support in their choices and reduce the time spent collecting data or using the machines so that they can concentrate more on the decision-making process, thereby rendering each intervention more effective and efficient. As a proof of concept, it has been recently reported that the costs for care of patients were steadily diminished by the active use of technology, which supplied a real time feedback about their blood glucose levels and connected them to clinical support [37]. These reductions were primarily attributable to reduced diabetes-related and office-based services, independent of the specific condition, and they were proportional to the frequency of use of the digital tools [37].

Data from Diabetology Literature

Diabetology is facing different challenges: the ever-decreasing number of diabetologists, the increasing number of patients, the reduction of visitation time, the increasing complexity of the pathology both from the clinical and welfare point of view, the difficulty in achieving the objectives, the growing burden of pathology management for health care professionals and patients, and the decreased accessibility to care and sustainability. New digital technologies and the use of AI are certainly a great opportunity. The current panorama of international scientific literature with respect to the use of big data and AI in diabetology offers various hints and in-depth analyses, which are applicable to different fields.

The Epidemiological Area

Cases of diabetes have been identified within large heterogeneous databases, and new risk factors for diabetes have been identified. An interesting multi-database retrospective study on the identification of cases of T2DM [17] strategically used the European Medical Information Framework Project database, a European project for the efficient reuse of health data for epidemiological research [38]. This database collects health information of about 52 million European citizens by using heterogeneous sources and by acting as a support for the execution of high-quality multinational observational studies, based on populations with large sample sizes and otherwise inconceivable follow-ups. Subjects with T2DM were identified using a complex algorithm strategy in 8 different health data sources, and the strengths and limitations of each data source were revealed during the creation of a model that ensures the interoperability of systems of heterogeneous electronic medical records. These efforts represent a methodological advancement for carrying out studies of multinational and multi-data sources, thereby providing sufficient information for the contextualization and correct interpretation of the results and generating transparent and reusable documentation.

Additionally, a study conducted by researchers from the University of New York and Philadelphia described a new...
“data-driven” approach of population health management based on the use of machine learning techniques to develop predictive models and identify risk factors for the onset of T2DM [39]. They based this model on administrative data concerning health services, pharmaceutical records, insurance databases, citizens’ access to the different care facilities, and laboratory results from 4.1 million individuals over a period of 4 years and a total of 42,000 variables. This model has been able to identify new risk factors for the appearance of diabetes with a predictive probability of at least 50% higher than the models based on the known traditional risk factors, thereby avoiding the costs of performing a screening. The identification through new predictive models based on machine learning of the part of the population that is at the highest risk of developing diabetes will be able to generate clinical hypotheses for the identification of new risk factors and to implement more targeted cost-effective interventions.

Phenotyping and Risk Stratification
A study of 65,000 newly diagnosed patients with T2DM [40] estimated that 10% of the subjects absorb 68% of the resources. The task of predictive analytical methods based on big data is precisely that of identifying the 10% of the subjects most at risk, on whom the treatment needs to be intensified in order to improve the health outcomes at lower costs.

An interesting Japanese study [41] has developed a practical framework for phenotyping T2DM by using both specialized knowledge and an approach based on machine learning (in particular, the support vector machine) to develop 2 phenotyping algorithms with data extracted from electronic medical records: one with high sensitivity for screening and the other to identify the subjects for research. Both algorithms showed superior performance compared to the basic algorithms, thus suggesting the possibility of using the proposed framework to conduct appropriate research depending on the objective.

The Diagnostic Area
The use of predictive models based on AI has demonstrated the feasibility of identifying individuals with the highest probability of having undiagnosed diabetes through clinical data that can be easily obtained from different databases [42], thereby exploiting the potential of machine learning algorithms, including neural networks, as tools for diagnosing diabetes [43]. Machine learning and pattern recognition are tools of enormous interest as they are promising in improving the sensitivity and specificity of disease detection and diagnosis, and they appear to be able to reduce the potential for human error in decision-making. An exemplar application is the creation of surveillance algorithms that are able to detect diabetes and, in particular, to distinguish T1DM from T2DM by using structured electronic medical records [14]. The extraction of data from the electronic database of a 4-year long, multi-sectorial, and multi-specialist outpatient practice allowed the inclusion of approximately 700,000 patients. Possible cases of diabetes were reported using laboratory test results, diagnostic codes, and prescriptions. More cases of diabetes were captured by using advantage of the entire range of data acquired from the records compared to that captured by the analysis of only administrative databases, thus increasing the sensitivity of the method. The application of these algorithms to electronic folders has the potential to provide timely and clinically detailed information on large numbers at low cost and nearly in real time. Electronic records will probably become increasingly important sources for the surveillance of public health and for the definition of more targeted health policies [15,44].

Field of Automatic Reporting
Diabetic retinopathy, in particular, is a chronic complication of diabetes. The automated classification of diabetic retinopathy has potential benefits such as increasing the efficiency, reproducibility, and coverage of screening programs; reducing obstacles to accessing and improving results; and providing early diagnosis and treatment. To maximize the clinical utility of the automated classification, an algorithm designed to detect specific lesions or to predict the presence of any level of diabetic retinopathy was recently developed [45]. In this study, deep learning, together with visual and pattern recognition techniques, has allowed the identification of the desired features with the highest predictive value directly from the images on a large set of labeled example data. These results show that deep neural networks can be “trained” by using large data sets and without having to specify lesion-based features to identify diabetic retinopathy or diabetic macular edema in fundus images with high sensitivity and high specificity.

Economic Field
Cost-effectiveness studies of health interventions have been performed previously. An Italian group performed a retrospective analysis through the cross-examination of large clinical and administrative databases with the aim of quantifying the relationship between health care costs attributable to diabetes and the level of glucose control [46]. The results indicated that glycemic control (expressed by hemoglobin A1c [HbA1c] levels) is a useful surrogate not only to estimate the odds of developing diabetes-related complications but also to estimate the costs associated with health care. The integration of administrative and clinical databases seems to be suitable to show that an appropriate management of diabetes can allow a better allocation of resources.

Expected Advantages in Diabetology
The ongoing medical revolution is strongly linked to the spread of digital health, the new software for AI, the use of big data to make more appropriate data-driven decisions, and the even greater focus on predictive, preventive, personalized, and participatory medicine [6]. Each of these elements has important repercussions in the management of complex and widespread chronic diseases such as diabetes. Table 1 summarizes the advantages and weaknesses attributed to each area of application, especially considering the challenges that diabetology faces, according to our professional experience and opinion.
Table 1. Advantages and weaknesses of the use of new technologies in diabetology (our opinion).

<table>
<thead>
<tr>
<th>New technology in diabetology</th>
<th>Advantages</th>
<th>Issues</th>
</tr>
</thead>
</table>
| Digital data management (glucometers and continuous glucose monitoring connected to the cloud and data integration platforms) | • Support for doctors’ decisions  
• Reduced analysis time  
• Graphs and images easy to understand and interpret  
• Correct management, supported by data, even remotely  
• Sharing with caregivers or family members possible  
• Simultaneous analysis of data from different devices  
• Integration of glycemic values with alternative data for better understanding (eg, carbohydrate intake, physical activity)  
• Possibility of intervening in the intervals between visits  
• Overcomes geographical barriers  
• Motivational tool | • Difficult to integrate with computerized clinical records  
• Different software programs for different devices  
• Time spent learning the software and gaining experience  
• Risk of data “flooding” the professional and the patient  
• Lack of significant evidences on the improvement of the outcomes  
• Limited number of patients currently accessing this technology  
• Lack of recognition for time spent and medical services  
• Requirement of organizational changes |
| Mobile app (medical device with CE marking) | • Therapeutic instrument (eg, bolus calculator)  
• Easy visualization of data and management of corrective actions  
• Overview of trends over time  
• Greater patient involvement  
• Convenient for the patient  
• Motivational and educational support tool | • New skills and time for patient training  
• Reliability of the instruments |
| Telemedicine | • Overcomes geographical barriers  
• Greater accessibility to care  
• Reduced administrative burden (if structured)  
• Lower costs and inconvenience to the patient  
• Integration with traditional management in the clinic  
• Strong potential for cost reduction | • Nonrecognition of medical services  
• Structural difficulties  
• Need for institutional and organizational changes |
| Machine learning | • Performance of descriptive, predictive, and prescriptive analyses  
• Analysis of large databases of different sources that cannot be analyzed with traditional statistics  
• Better epidemiological risk assessment of the disease  
• Identification of new variables and new risk factors for the development of diabetes and its complications  
• Possibility of identifying the most effective patient-tailored therapeutic strategy  
• Minimizing adverse drug events by increasing safety  
• Possibility of phenotype/genotype integration | • Data quality  
• Heterogeneity of unstructured data  
• Correct use of data  
• Integration of data from different sources  
• Respect for privacy  
• Ethical problems  
• Possibility of reducing the professional skills of doctors  
• Replacing the professional with the machine  
• Difficulty in knowing and interpreting new analysis models different from the traditional clinical epidemiology of evidence-based medicine |

Conformité Européenne.

**Importance of the Chronic Care Model**

A very interesting field of application concerns the Chronic Care Model (CCM), a medical assistance model for patients with chronic diseases. The CCM is a model for sustainable chronicity [47], in which the scope is to achieve a “personalized and effective care,” with an active participation of the person, integrating the different professionals involved in assistance, to concretely improve the life of the person with a chronic pathology. The CCM in the declination of its various dimensions (health care organization, delivery system design, decision support, clinical information systems, self-management support, and community resources) brings a huge amount of the so-called “real world data.” Such real world data are data collected in the normal clinical practice (not from controlled clinical trials), which allow the description of the patient’s care pathways through the integration of different sources, consistent with what usually happens in reality. Each step of the care and assistance pathway—from diagnosis to treatment and follow-up—generates a large amount of data and images (big data) that often reside within health facilities in separate and independent databases. To obtain an integrated view of the diagnostic-therapeutic pathways for individual patients and to
trace their complexity, it is necessary that these flows are integrated.

An interesting Australian study on CCM [48] shows how the use of electronic medical records and informatics-integrated assistance can improve the management of chronic diseases. The benefits for health care professionals and service users through an accurate and timely exchange of information are better work efficiency, prevention of repetition of data and information collection, as well as a better decision-making process.

**Perspective of AMD**

In Italy, in total, about 5 million people have diabetes (about 1 in 12 residents), and the number will probably rise to 7 million in 15-20 years. Italian epidemiological data suggest that around 250,000 new diagnoses of T2DM and around 25,000 new diagnoses of T1DM are reported each year [49]. Since the 1970s, an articulated network of diabetes centers has developed—some operating independently as simple, complex, departmental, or territorial structures, while others with outpatient activities are attached to the Internal Medicine and Geriatrics Operative Units. The social and health relevance of diabetes has been sanctioned by a law (n. 115 of 1987) that has enhanced the role of diabetes centers and inspired numerous national and regional documents for the following 30 years and the approval of the National Diabetic Disease Plan in 2013 by the Ministry of Health. This model encompasses family doctors and a widespread network of specialist centers throughout the national territory, based on multi-professional skills (eg, diabetologist, nurse, dietitian, sometimes psychologist or podiatrist, and eventually cardiologist, nephrologist, neurologist, ophthalmologist) and regularly serving about 50% of the people with diabetes. As a result of this network, Italy has the lowest average level of HbA1c and the lowest rates of chronic complications and excess mortality among the western countries [50,51]. In this regard, the role of diabetes care in reducing mortality in people with diabetes must be underlined; those who are assisted in diabetes centers have lower total and cardiovascular mortality than those who do not attend the diabetes centers [50,51].

The mission of the Italian Association of Medical Diabetologists (AMD) is to promote the professional development of its members and to ensure the continuous improvement of the quality of assistance to all people with diabetes. In ancient times, AMD had already grasped the importance of standardizing the quality of assistance to all people with diabetes. In modern times, AMD had already grasped the importance of standardizing the recording of daily clinical work in an electronic folder, followed by the collection and processing of real life information on care, examinations, complications, and therapy for a qualitative interpretation of real assistance in the national territory. This intuition of the use of variables with an intrinsic clinical and professional integrated meaning, which imply the doctor’s reasoning in predictive and prescriptive choices has in fact realized the first model of decisional learning, thanks to the use of statistical algorithms.

**Experience of the Annals**

The AMD Annals represent a periodic publication that has allowed, annually since 2006, to assess the care profiles of people with T1DM and T2DM who have been admitted in Italian diabetes care centers. A wide network of diabetology services equipped with a computerized clinical record system, used for the normal management of patients in charge, has a software program provided by AMD that allows the extraction of a standardized set of clinical information (ie, Data File AMD). The database obtained is used to calculate the quality of the care indicators, both centrally and locally. In this way, a benchmarking activity is promoted based on the comparison of one’s own performance with that recorded at the national level (best performers approach). This activity reflects the professional performance of the diabetologists—it is perfectly in line with the recommendations of the National Diabetes Plan. It is very cost-effective and has produced a systematic improvement over the years of all the indicators considered [52].

In addition, the AMD Annals database represents a valuable source of observational research data. In fact, it has allowed the investigation of many key aspects over time, such as the care of the elderly patients, gender medicine, cardiovascular, renal, and hepatic issues, the appropriateness of the use of drugs, and glycemic self-control, thereby providing a realistic picture of the work of the diabetology services. Notably, the analysis of the Annals database has allowed the identification of critical areas and, therefore, the timely activation of processes of improvement, in a logic of continuous quality enhancement, that is, a process of periodical performance assessment of diabetes centers on data collection and quality of care according to standardized indicators [53-57]. It is easy, at this point, to visualize that the Annals project “photographs” the history of the evolution of clinical diabetology and has allowed, for its own conception and structuring, each individual center to self-evaluate and improve in real time. Precisely, this careful measurement of behaviors and results is capable of triggering a dynamic evolution of an entire class of professionals, thus representing an irreplaceable benefit.

With innovative and far-sighted thinking, AMD has created this database, which today represents an unparalleled heritage in a cultural civilization that is increasingly aware of the importance of information and the value of a large and accurate collection of data. In this new era, the world is being organized to take advantage of the ever-increasing databases to rely on technology and use them as assets to be interpreted to facilitate and accelerate important decisions in every field. It is clear that it is increasingly important to have a quality data collection that is increasingly “clean,” and it is fundamental to highlight the need for all professionals to be trained in the culture of big data and its correct recording. In fact, given that decisions can be made on the results of data processing, it is essential to raise the problem of the truthfulness of the data on which the analyses are based, to have a measure of the reliability of the results, and to be aware of them. Further, in this area, AMD has invested time and resources in activating a process—born more than 10 years ago—of culture on the quality of the data, which involved many partners who participated in the Annals project [53-57]. This is why AMD feels ready to investigate the topic, as it has an advantageous background, and it wants to project itself in a
competent and proactive way in the world of big data and AIs that represent a new cultural challenge in the scientific field.

**Diabetes Intelligence, the Value of the Diabetologist: Structured Skills and Prioritized Activities**

The DIA&INT (Diabetes Intelligence) is an AMD project that rises in the setting of exploring new methods of analysis of unconventional data, and it can be considered as the first experiment in analyzing unstructured data by using the business intelligence method (a precursor of machine learning systems).

In a comprehensive vision of clinical activity, AMD focuses on the value of the skills that identify a diabetologist and make it a decisive tool in the care process. To achieve this objective, AMD implemented a business intelligence project called DIA&INT [47]. This project was mainly aimed at encouraging the implementation of the CCM in an “evidence-based” way by highlighting the direct link between the activities carried out by the diabetologist and their expected outcomes in order to highlight those activities that are essential to obtain the best outcomes in modern diabetology. Furthermore, this method may contribute to extrapolating the actions that could optimize the scarce resources and it may represent a valid support for the institutional choices in the current health system revision.

Admittedly, DIA&INT has been designed to respond to the need for establishing the qualitative dimension of the diabetologist’s performance and the specific contribution of the many factors participating in the clinical decision in the real world. To do this, AMD has chosen to use the following accredited tools.

1. Organizational analysis to measure and enhance the role of diabetes care with specific tools (social return on investment).
2. Data management with advanced tools (business intelligence).

The resulting “program” has been structured to standardize the information and define activities and competences, as implicitly described in the official guidelines, which are measurable and comparable, with processing methods different from those of classical epidemiology, but necessary to perform predictive and prescriptive assessments. The methodology used [47] exploited the collective intelligence of the diabetologists who participated in a survey, expressing their opinion on a complex node such as the definition of the integrated benefit of certain activities in a personalized and weighted way. The intention was to “display” how diabetologists think when carrying out clinical judgment.

Through this approach, 2 main concepts were outlined: the requirements (priority, specificity, frequency, and multidimensional analysis) and the decision-making elements for “if…then” choices based on a priori knowledge (medical, regulatory, ethical, psychosocial, etc) and the ability to propose a dynamic personalized treatment project to the person with diabetes that does not yet involve healing and that requires an active personal effort. By doing so, DIA&INT has selected the necessary skills and activities in medical practice, which have an impact on the evolution of the quality of the “health product” and the outcomes. DIA&INT produced the Core Competence curriculum of the diabetologist [58] and measured the impact of the activities on the experiences [47].

**Discussion**

The changes offered by technological innovation have generated an unprecedented level of data collection and processing that is destined to undergo further expansion with the new applications of robotics and augmented reality, crossing a new frontier and entering the era of big data and cognitive systems. A new category of technologies is born, which uses natural language processing and machine learning and is able to amplify and accelerate the digital transformation process to allow people and machines to interact in a more natural way, extending and enhancing cognitive skills and abilities. The possibility of extracting information that has a meaning and is functional, in fact, requires the development of sophisticated technologies and interdisciplinary skills to operate closely together. In particular, in medicine, health care systems require consistent, appropriate, and sustainable choices.

Today, the complexity of medicine certainly goes beyond the capacity of the human mind. The patients themselves are increasingly complex and we know that the long-term effectiveness of a treatment depends on variables that are no longer just “numerical,” but also on other information that is difficult to structure [2]. In this framework, advances in computing power play a central role in the acquisition of knowledge. It is essential to collect and use the key information in a coherent way, out of its abundance by using effective and reliable analysis tools that are represented by the new techniques of AI already available today. These techniques recognize and use machine learning systems that are able to “extricate themselves” and learn from these immense amounts of data, even with intrinsic systems of recognition and error management. In essence, AI is a machine capable of solving problems and reproducing activities typical of human intelligence [59].

However, at this stage, it is important to remind our readers that even though the data are processed through algorithms, the final decision rests with the physician, and the fact that still a huge part of this category is reluctant to computerization should not be overlooked. In addition, more research is needed to assess how clinicians currently incorporate digital tools into their practice and the prevalence of digital platform use in various health care systems. AMD has already set the basis of culture and tools on the importance of collecting data, but now, it is necessary to go further. The strong potential of the large amount of data collected in more than 10 years of observation in the AMD Annals initiative may contain a significant “hidden” knowledge that, analyzed through different tools, may show new patterns that can help us to make better decisions in the prevention and management of diabetes and its complications. For example, this type of analysis may not only amplify our notions on the risk factors for diabetes complications but may also unravel new and unsuspected connections between them, indicating the probability with which they can affect the evolution of the disease on specific groups of subjects. Properly “trained” machine learning algorithms are able to efficiently...
evaluate millions of data while seeking probabilistic risk correlations, and they are not limited to tracking the spread of an epidemic but has the scope of identifying new personalized therapies. We could also imagine going further, in the increasingly realistic hypothesis of linkage between the various health care databases (administrative data, assistance process, intermediate and final results, costs, etc), which will allow us to make comprehensive assessments of the whole process of care in an even more individualized way in terms of clinical effectiveness, organizational effectiveness, sustainability, and equity.

The field of big data is already a reality and this systematic revision and position statement was made to offer the basis of knowledge for a constructive debate on the next steps that the AMD as an association and, more in general, diabetology would follow in the very next future. It is time to choose to be proactive players in this complex system and take responsibility for these new processes aimed at improving the care of people with diabetes, which is and remains our “mission.”

In conclusion, the incessant progress of these changes brings into question many established paradigms, also in the scientific sphere, and this position statement represents the first document of careful analysis of this new world, which we must make our own in a logic of constructive comparison. We must reflect on the current scenarios, ask ourselves about the effects produced by these transformations to understand the consequences in our lives induced by the automated decisions, and become able of integrating the traditional route into the new systems.

The diabetologist, more than any other health care professional, already has the right mentality of being ready to take up this innovation. The culture of the data is in our DNA, the need to phenotype the patient and personalize the care and therapeutic approach have long been our priorities, the skills to manage a complex disease such as diabetes have been refined over time—ranging from technological to communicative and from educational and andragogical to managerial abilities. Thanks to all this progress made over the years and strongly desired by AMD, we are ready for a new challenge in the management of diabetology that must see us as protagonists. The “digital diabetes” is coming, and AI and big data are opening a window on new scenarios. Today’s diabetologists must acquire new skills to be able to lead these changes, be proactive in exploiting their potential and advantages, and limit their risks and guard the essential elements of the professions of doctors and health care professionals managing patients with complex chronic conditions.
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Abstract
A growing number of interventions incorporate digital and social technologies (eg, social media, mobile phone apps, and wearable devices) into their design for behavior change. However, because of a number of factors, including changing trends in the use of technology over time, results on the efficacy of these interventions have been mixed. An updated framework is needed to help researchers better plan behavioral technology interventions by anticipating the needed resources and potential changes in trends that may affect interventions over time. Focusing on the domain of health interventions as a use case, we present the Adaptive Behavioral Components (ABC) model for technology-based behavioral interventions. ABC is composed of five components: basic behavior change; intervention, or problem-focused characteristics; population, social, and behavioral characteristics; individual-level and personality characteristics; and technology characteristics. ABC was designed with the goals of (1) guiding high-level development for digital technology–based interventions; (2) helping interventionists consider, plan for, and adapt to potential barriers that may arise during longitudinal interventions; and (3) providing a framework to potentially increase the consistency of findings among digital technology intervention studies. We describe the planning of an HIV prevention intervention as a case study for how to implement ABC into intervention design. Using the ABC model to plan future interventions might help to improve the design of and adherence to longitudinal behavior change intervention protocols; allow these interventions to adapt, anticipate, and prepare for changes that may arise over time; and help to potentially improve intervention behavior change outcomes. Additional research is needed on the influence of each of ABC’s components to help improve intervention design and implementation.

Introduction
Digital and social technologies (eg, social media, smartphone apps, and wearable devices) have promising potential for achieving rapid and widespread health behavior change. Social media has been used to change and predict a number of health-related behaviors, including HIV testing and sexually transmitted diseases, suicide prevention, car crashes, and opioid-related emergency department visits [1-7]; Fitbits and self-tracking devices have been proposed as intervention tools to increase exercise [8,9] and reduce stress; health systems and insurers have integrated wearable device, social media and patient health/medical data to try to improve clinical outcomes [10,11]; and smartphone apps have been studied for their potential to improve a variety of health behaviors and outcomes, such as weight loss and diabetes self-management [12-14].
However, results have been mixed on whether and how digital technologies might change people’s health behaviors [15-20]. Although some of these differences may be related to common methodological and study assessment–related reasons (eg, differences in study duration or outcomes), there are also a number of potential intervention design–related reasons for these inconsistencies. For example, a large volume of behavioral psychology research suggests that small contextual changes have a dramatic effect on behavior [21-24], such as the size of a button on a website, or the way in which information is communicated and displayed. Although contextual issues can and have been found to impact intervention success regardless of whether it is an online or offline study (eg, age, race/ethnicity, and sex of experimenter may affect participant adherence and engagement), these issues become more complicated when delivering interventions digitally because of the frequency and ease of changing variables in digital technologies compared with offline interventions (eg, placement of buttons and text, inclusion of social interaction, and gamification), as well as reliance on technology companies (eg, Facebook and Twitter) to maintain similar and stable versions of their products. These issues have become increasingly important with the current COVID-19 pandemic, as there is growing need to integrate new technologies into research and clinical care to address COVID-19 policies, such as social distancing and stay-at-home orders.

Due to changing trends in design and use of digital technologies, it is, therefore, extremely difficult to exactly replicate a technology-based intervention study, as the earlier study might have occurred on a now outdated software platform. This creates an additional problem as grant applications often require planning 3- to 5-year studies in advance despite the potential technological changes that may occur during that period. How can researchers designing digital technology–based interventions address, or at least anticipate, these issues? New theories are needed to build on existing health informatics and behavioral technology-based intervention models [25].

This manuscript proposes a theoretical framework, called the Adaptive Behavioral Components (ABC) theory for technology-based interventions, with the goals of (1) guiding high-level development for digital health technology–based interventions; (2) helping interventionists consider, plan for, and adapt to potential barriers that may arise during longitudinal interventions; and (3) providing a framework to potentially help increase consistency of findings among digital technology intervention studies. We seek to describe and synthesize categories of prior research (below) into a new theory to help researchers design digital health technology–based interventions.

ABC incorporates research across the fields of social and behavioral psychology, informatics, and marketing to develop a model tailored to the needs of digital technology interventionists. The model is based on five overarching factors needed for guiding a sustainable technology-based intervention: (1) basic behavior change components; (2) intervention and problem-focused characteristics; (3) population, social, and behavioral characteristics; (4) individual-level and personality characteristics; and (5) technology characteristics (Figure 1).

A large body of research, including theoretical modeling, has been conducted on many of these five areas. ABC is not meant to replace existing theories specific to one or more of these components, but rather to provide a guide for when and how to think about the inter-related, diverse, and overarching concepts affecting behavior change that are often not considered within behavioral interventions. The first four components of ABC can apply broadly to behavioral interventions, whereas the last component is specific to digital technology–based interventions. Although the model might also be applied outside of health, this manuscript focuses on health applications to narrow the scope of discussion and provide context. The five components of ABC are described in more detail below, along with a case study of how it has been learned and might be applied in research settings.
The ABC Framework

Basic Behavior Change Components
There are a number of behavior change methods and theories, such as social normative and social cognitive theory–based interventions, that have been broadly and successfully applied to change health behaviors, including HIV risk behaviors [26] and smoking cessation [27]. These methods are typically rooted in social and behavioral psychological theory [20] and broadly suggest that interventions will be more efficacious if they (1) make it easy to engage in the target behavior [28-32], (2) make the behavior routine rather than infrequent and unpredictable [33,34], (3) incorporate social components such as support and/or competition [2,35-37], (4) build change incrementally (eg, dieters who focused on the daily steps of eating healthy were more likely to adhere to their healthy eating routine compared with those who focused on the end goal of losing weight [and these individuals actually gained more weight at follow-up]) [38], (5) develop intrinsic [39-41] and (6) extrinsic motivation (being cautious about the sometimes negative effects of incentives on behavior) [42,43], and (7) provide ways for people to reflect on their progress [44,45]. Integration of these basic behavior change components may help to improve intervention behavior change–related outcomes.

Intervention/Problem-Focused Characteristics
Interventions may benefit from further tailoring to address the specific behavioral barriers preventing people from conducting the intended behavior. These intervention or problem-focused characteristics are typically contextual factors that affect people’s willingness and ability to participate and remain engaged in an intervention. For example, people might not engage in behaviors because of a variety of reasons, including lack of remembering, interest, or time; belief that the intervention is unlikely to help or may harm them; cost; or that the intervention is ill-suited to their lifestyle, values, or expectations. The specific intervention framework should be guided by these needs [46]. For example, an intervention designed to send mobile-delivered medication reminders would likely be more beneficial to individuals who are forgetting to take their medication compared with individuals who fear the side effects of the medication. Similarly, environmental and immediate contextual-level tailoring (eg, just-in-time interventions) may benefit individuals who need to be reminded to engage in activities at certain times or in certain locations [47]. For example, a text message reminder can be sent as a reminder tool to attempt to prevent drug use for a substance-using individual who is walking in an area detected by the phone to be a high-risk area for substance use, an example of timecasting [48]. By understanding the reasons why people are not engaging in a specific behavior, intervention characteristics can be tailored to optimize addressing that barrier to behavior change.

Population/Social/Behavioral Characteristics
Tailoring interventions to people’s differences in population, social, and behavioral characteristics may help to further improve intervention efficacy. For example, tailoring intervention content to the target population (eg, creating racially and culturally tailored online recruitment advertisements for a study among African Americans) may increase recruitment efficiency [49]. In a study demonstrating this approach, African American men had increased odds of clicking on a Web-based advertisement that included an image of an African American model vs a white model [50]. Similarly, tailoring interventions to include individuals who share similar demographic characteristics and preferences (ie, peers) may be more efficacious compared with interventions that do not tailor for these factors [51]. Tailoring interventions to an individual’s behavioral state might also lead to higher engagement compared with not including this tailoring. For example, online smoking cessation health information may have higher click-through and engagement rates if delivered to people who have been searching on Google for ways to quit smoking compared with individuals browsing on Facebook to talk with friends.

Individual-Level/Personality Characteristics
Despite the success of social- and community-based interventions, many people within these interventions do not follow the group norm because of individual-level differences, such as differences in experience, genetics, personality, and disposition [52]. For example, in a study on factors affecting health, the personality factor, that is, conscientiousness, predicted all study outcomes, with individuals identified as being less responsible and less self-controlled tending to report poorer health, be more overweight, and engage in more substance use. Tailoring interventions at these individual levels, such as by targeting familial, genetic, and/or personality characteristics, might increase intervention efficacy. For example, participants who have personality traits identifying them as “more social” might be targeted as peer role models for peer-led interventions [53-55]. Similarly, individuals with genetic predisposition for alcohol use disorder [56] might be targeted for an alcohol-related intervention to help researchers learn more about genetic factors/predisposition and improve targeting of at-risk individuals. However, research on the role and methods of developing interventions based on individual-level/personality characteristics has been limited, leading researchers to call for additional research on this topic [57].

Technology Characteristics
Although the above four factors affect and should be considered when conducting any type of behavior change intervention, the technology characteristics component is specific and critical to the success of digital technology interventions. It is also perhaps the component that requires the most planning of all the five factors, because of the changing needs and trends in technology use. Intervention engagement can be affected by a variety of technology characteristics, such as current trends in popular communication style (eg, use of video as a preferred communication medium vs text), changes in features of a technology (eg, adding an online community feature to a software app may change user engagement rates), and changes in ethical concerns (eg, social media engagement may decline after a recent security breach on that social media platform) [58]. These factors might have a large impact on intervention efficacy. Understanding and preparing for technology
characteristics and potential adaptations is, therefore, essential for the delivery of effective longitudinal technology-based interventions.

**Discussion**

**Lessons Learned and How to Apply**

As a case study identifying the five components of ABC and how to apply them, we will describe the process for planning an intervention to increase the initiation of pre-exposure prophylaxis (PrEP) as a method of HIV prevention among African American and Latino men who have sex with men (MSM) who are aged 18 years or older and living in Los Angeles. The primary behavior we wish to change is, therefore, to increase the number of participants initiating PrEP. Table 1 can be used as a reference for when and how the ABC framework can be incorporated into planning this intervention.

Table 1. Applying the Adaptive Behavioral Components (ABC) model for technology-based interventions. This table provides an example of how a researcher might apply the ABC framework in an intervention designed to increase uptake of pre-exposure prophylaxis among African American and Latino men who have sex with men at risk for HIV. The examples below are not exhaustive but are meant to assist readers in understanding how to integrate ABC into intervention design.

<table>
<thead>
<tr>
<th>Category and subcategory</th>
<th>Example</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Classic behavior change</strong></td>
<td></td>
</tr>
<tr>
<td>Easy</td>
<td>Provide online diagnosis and prescription referral as an option to increase PrEP(^a) accessibility</td>
</tr>
<tr>
<td>Incremental steps</td>
<td>Gradually discuss and promote PrEP with participants, beginning with friendly topics first to gain trust</td>
</tr>
<tr>
<td>Routine</td>
<td>Routine (eg, weekly) communications with study participants</td>
</tr>
<tr>
<td>Social</td>
<td>Educate participants on the importance of prevention and safe sex</td>
</tr>
<tr>
<td>Intrinsic motivation</td>
<td>Provide products/services that have tangible value to participants (eg, free PrEP and HIV self-test)</td>
</tr>
<tr>
<td>Extrinsic motivation</td>
<td>Educate participants on the importance of prevention and safe sex</td>
</tr>
<tr>
<td>Reflection</td>
<td>Encourage participants to talk about their experiences using PrEP so that they reflect on and think about it</td>
</tr>
<tr>
<td><strong>Intervention/problem-focused</strong></td>
<td></td>
</tr>
<tr>
<td>Reminders/nudges</td>
<td>Remind participants to make an appointment and use PrEP</td>
</tr>
<tr>
<td>Calendars</td>
<td>Codevelop a calendar with them with dates for when they will schedule an appointment</td>
</tr>
<tr>
<td>Prioritizing activities</td>
<td>Cocrate a list of priorities with them to help them fit a PrEP medical visit and use into their priorities</td>
</tr>
<tr>
<td>Tailor to current location</td>
<td>Discuss PrEP when participants are available based on their location and schedule</td>
</tr>
<tr>
<td><strong>Population/social/behavioral</strong></td>
<td></td>
</tr>
<tr>
<td>Social support</td>
<td>Develop a peer support network where peer role models deliver the intervention</td>
</tr>
<tr>
<td>Competition</td>
<td>Integrate friendly games</td>
</tr>
<tr>
<td>Behavioral targeting</td>
<td>Provide recruitment advertisements and/or HIV prevention information to participants at the right time and context (eg, when participants are requesting or searching for information about safe sex)</td>
</tr>
<tr>
<td><strong>Individual/personality</strong></td>
<td></td>
</tr>
<tr>
<td>Genetics</td>
<td>Tailor the intervention based on genetic differences in response found in research</td>
</tr>
<tr>
<td>Personality traits</td>
<td>Tailor the intervention based on personality differences in response found in research</td>
</tr>
<tr>
<td>Interest/motivation</td>
<td>Tailor the intervention based on interest/motivation (eg, individuals who are less interested may need greater financial incentives)</td>
</tr>
<tr>
<td><strong>Technology</strong></td>
<td></td>
</tr>
<tr>
<td>Communication styles</td>
<td>Offer multiple methods of communication (eg, chat, video, and text message)</td>
</tr>
<tr>
<td>Technology preferences</td>
<td>Deliver the intervention on platforms that are already being used by minority men who have sex with men (ie, the target population)</td>
</tr>
<tr>
<td>Business/engineering standards</td>
<td>Awareness and planning based on current and potential future changing trends in the technology platforms being used</td>
</tr>
<tr>
<td>Ethical considerations/trends</td>
<td>Awareness and planning technology features that address current and potential future ethical considerations (eg, for an HIV prevention intervention, private communication is important to reduce experience of stigma)</td>
</tr>
<tr>
<td>Other technology features</td>
<td>Deliver the intervention on multiple technology platforms to avoid risks from one platform</td>
</tr>
</tbody>
</table>

\(^a\)PrEP: pre-exposure prophylaxis.
Although there are numerous reasons why individuals do not take PrEP, using the ABC framework to analyze the intervention/problem-focused characteristics teaches us that we need to narrow to focus on only one of these reasons (stigma) and develop an intervention designed to decrease stigma to increase PrEP use. As stigma is a social construct (created and perpetuated by one’s peers) [59], we seek to counteract stigma that prevents people from using PrEP by creating an intervention that will leverage peers to promote PrEP uptake (i.e., we will deliver a peer-led, community-based intervention). Within the intervention framework, we will attempt to include many of the basic behavior change components. For example, we will make it easy for participants to request PrEP by allowing them to receive an online tele-consultation and request PrEP online, making it easier (and less stigmatizing) than typical methods of having to visit and get tested at in-person clinics. We will also hire peer leaders to gradually become friends and then promote PrEP behavior change with participants each week, incentivizing routine discussions with the peer leaders.

We will integrate the population/social/behavioral characteristics of ABC by designing recruitment materials, intervention content, and processes that are tailored for this population (e.g., recruitment advertisements include sexually provocative images of minority MSM; advertisements will be placed on websites where minority MSM are already searching for safe sex information [e.g., Google ad words]; and HIV prevention conversations will be delivered by minority MSM peer leaders and focused on issues relevant to minority MSM).

Although the intervention is designed for African American and Latino MSM, we anticipate individual differences such that not all individuals will respond to the intervention as planned. To address this, we will meet peer leaders each week to learn about the barriers and facilitators in promoting PrEP uptake among each individual participant, to refine and further tailor the intervention to individuals who are not responsive to the intervention (e.g., some participants may require more personal time/education than the average group member).

Finally, we wish to use technologies to scale the peer-led PrEP uptake intervention because of a technology-based intervention’s potential for rapidly and cost-effectively scaling behavior change. We seek to use social media and mobile social technologies to deliver the intervention because of their alignment with and ability to meet the requirements stated above (e.g., social media technologies allow African American and Latino MSM peer community leaders to communicate with and spread PrEP uptake–related behavior change information to other African American and Latino MSM both within a [private] group and/or individually). The Harnessing Online Peer Education (HOPE) intervention, a peer-led online community-based behavior change intervention, is one example of this type of intervention and one that we seek to use. Although HOPE interventions have been focused on different populations and behavioral outcomes, including HIV testing (HOPE HIV), mental health, and opioid misuse, with efficacy demonstrated in changing primary behavioral outcomes [2,51,60,61], all members of this family of intervention rely on using social technologies as a method for delivering a social normative (e.g., peer-based) intervention.

However, deciding the specific technology component(s) to be used in HOPE is perhaps the most important and difficult aspect in our study plan because of the changing trends in technologies.

For example, a multiwave, 5-year HOPE HIV testing intervention was funded in 2014 based on earlier methods and results from HOPE interventions conducted in 2010 and 2012 that showed success in using Facebook groups as an intervention delivery platform [2,51]. However, from 2010 to 2014, and throughout the 5 years following 2014, a large number of changes have occurred on social media, including Facebook no longer being the sole dominant technology used for online communities or forums among all age groups and populations. With the introduction of other platforms, such as Snapchat and Instagram, use of Facebook has waned, especially among youth [62], which might reduce the engagement and potential efficacy of interventions delivered on Facebook that rely on previous rates of engagement. Similarly, throughout a 5-year period, Facebook has made a number of changes to their interface, affecting HOPE intervention engagement.

For example, in 2018, Facebook’s Mark Zuckerberg made a public statement that Facebook would be changing the way their algorithm displayed content, upsetting many individuals and businesses who had relied on previous methods for posting on Facebook that might no longer work [63]. Previous longitudinal behavioral interventions on Facebook were impacted by these changes. For example, in an HIV prevention intervention run by our team using Facebook groups during this period, we have been finding that Facebook platform changes have resulted in intervention participants receiving fewer notifications about HIV prevention and testing compared with control (Facebook) group participants. Although the intervention group remains significantly more engaged in posting compared with the control group (as intended by the intervention), the large number of posts within the intervention group combined with the changes to the way Facebook groups and the Facebook algorithm are used initially resulted in fewer testing-related posts being viewed by the intervention group compared with the control group. As a result, our team has learned the importance of delivering technology-based interventions through multiple technology platforms to minimize the impact on the intervention because of changes that may occur on one of the technology platforms or by changing trends in the types of technologies used by participants.

We responded to these experiences by learning that we need to modify the way technology-based interventions are designed and delivered. In the future, we seek to develop a HOPE intervention that leverages multiple platforms, including Facebook, Instagram, Snapchat, and YouTube (or whichever platforms that are dominant at that time), and ensures that the elements of ABC can be integrated into one or more of these platforms. By delivering the intervention across multiple platforms, we seek to (1) reduce the risk that changes in one or more of the technology platforms alters intervention delivery; (2) reduce the risk that major changes to the study protocol might be needed at a later period; (3) allow flexibility within the study protocol for it to be tailored to incorporate additional social technologies in the future (e.g., by leveraging multiple technologies to deliver the intervention, each of these play a
smaller role and allows for technologies to be replaced over time as needed with trends while keeping the scope of work intact); (4) allow the ability to simultaneously tailor the intervention to different subdemographic groups and populations (ie, tailoring for age, race, and ethnicity based on the social technologies used most frequently by those groups); and (5) allow the ability to incorporate multimedia methods and trends in communication, such as use of social technologies that are designed for sharing of text, images, videos, and/or other methods such as virtual reality.

We also recommend to our own team and other researchers to track every available relevant digital metric (eg, click-through rates, downloads, and likes) and to conduct a pilot study before proceeding with an intervention. These digital data can be very useful in informing potential unknown problems that might occur during an intervention [64]. They are also important as they can help monitor and address unforeseen circumstances that may occur in the middle of a digital intervention (eg, a prolonged drop in engagement on a digital platform may be a signal for the need to shift the intervention methods/content to a different digital platform). Taken together, we have learned the importance of both accounting for changes in technology use and the need to anticipate and adapt various behavior change components across technologies to improve the efficacy and durability of digital behavioral interventions.

Conclusions

The ABC model was designed as a guide both to assist in planning digitally delivered behavior change interventions and to help anticipate the needed resources and potential changes in trends that may affect an intervention over time. Using the ABC model to plan future interventions may help to improve the design of and adherence to longitudinal behavior change intervention protocols; allow these interventions to adapt, anticipate, and prepare for changes that may arise over time; and help to potentially improve intervention behavior change outcomes.

Acknowledgments

The authors would like to thank Hendricks Brown for feedback on previous versions of this manuscript. The authors wish to thank the National Institute on Mental Health (5R01MH106415), National Institute on Drug Abuse (C-PIM grant), National Human Genome Research Institute (U01), and National Institute for Allergy and Infectious Diseases (7R01AI132030) for funding this work. This manuscript does not reflect the opinions or views of the funders.

Authors' Contributions

SDY developed the theory and wrote the manuscript.

Conflicts of Interest

SDY receives royalties from Harper Collins Publishers (US edition), Penguin (UK edition), and other publishers for the book, Stick with It. He is also an advisor/consultant (receiving compensation) to companies and startups related to behavior change.

References

8. Hartman SJ, Nelson SH, Weiner LS. Patterns of Fitbit use and activity levels throughout a physical activity intervention: exploratory analysis from a randomized controlled trial. JMIR Mhealth Uhealth 2018 Feb 5;6(2):e29 [FREE Full text] [doi: 10.2196/mhealth.8503]


64. Young SD, Garett R. Ethical issues in addressing social media posts about suicidal intentions during an online study among youth: case study. JMIR Ment Health 2018 May 3;5(2):e33 [FREE Full text] [doi: 10.2196/mental.8971] [Medline: 29724707]

Abbreviations

ABC: Adaptive Behavioral Components
HOPE: Harnessing Online Peer Education
MSM: men who have sex with men
PrEP: pre-exposure prophylaxis

©Sean D Young. Originally published in the Journal of Medical Internet Research (http://www.jmir.org), 26.06.2020. This is an open-access article distributed under the terms of the Creative Commons Attribution License (https://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution, and reproduction in any medium, provided the original work, first published in the Journal of Medical Internet Research, is properly cited. The complete bibliographic information, a link to the original publication on http://www.jmir.org/, as well as this copyright and license information must be included.
Original Paper

A Digital Pornography Literacy Resource Co-Designed With Vulnerable Young People: Development of "The Gist"

Angela C Davis¹,², PhD; Cassandra JC Wright³, PhD; Stacey Murphy⁴, BDes; Paul Dietze¹,², PhD; Meredith J Temple-Smith⁵, DHSc; Margaret E Hellard¹,²,⁶,⁷, PhD; Megan SC Lim¹,²,⁸, PhD

¹Burnet Institute, Melbourne, Australia
²Department of Epidemiology and Preventive Medicine, Monash University, Melbourne, Australia
³Centre for Alcohol Policy Research, La Trobe University, Melbourne, Australia
⁴Sheda, Melbourne, Australia
⁵Department of General Practice, Melbourne Medical School, University of Melbourne, Melbourne, Australia
⁶Doherty Institute and School of Population and Global Health, University of Melbourne, Melbourne, Australia
⁷Department of Infectious Diseases, The Alfred Hospital, Melbourne, Australia
⁸Melbourne School of Population and Global Health, Department of General Practice, University of Melbourne, Melbourne, Australia

Corresponding Author:
Angela C Davis, PhD
Burnet Institute
GPO Box 2284
Melbourne, 3181
Australia
Phone: 61 3 9282 2111
Email: angela.davis@burnet.edu.au

Abstract

Background: The impact of viewing pornography at a young age on the sexual health of subgroups of young people is an important public health issue. However, the topic is complex and extremely sensitive, and best practices for research and harm reduction are yet to be defined. Drawing on cross-disciplinary approaches, such as co-design, is one way to achieve a better understanding of the issue among vulnerable young people and to create needs-based and evidence-informed digital resources to promote pornography literacy.

Objective: The objective of this study was to co-design a relevant, usable, and acceptable digital prototype to address the pornography literacy needs of vulnerable young people.

Methods: In total, 17 young people aged between 14 and 23 years who were engaged in youth services programs or alternative education programs were recruited to participate in 4 co-design workshops with a multidisciplinary design team.

Results: Although the participants could identify problems with pornography and critique its messages, they lacked the information to understand alternative healthy attitudes and behaviors. A digital resource that provides detailed and practical information about sex, sexual ethics, and relationships may help vulnerable young people to identify and contrast with any problematic messages they receive from both pornography and society. Embedding this information with pornography literacy messages may be a more effective way of addressing underlying attitudes. Acknowledging information-seeking patterns and leveraging user interaction patterns from commonly used digital platforms among users may enhance engagement with resources. Importantly, digital platforms are perceived among this group as a source of anonymous secondary information but would not be organically accessed among this group without face-to-face conversations as an access point.

Conclusions: This paper highlights the potential for pornography literacy to be embedded within real and practical information about having sex, navigating sexuality, and healthy relationships. The study findings include important recommendations for the conceptualization of digital pornography literacy programs and opportunities for cross-disciplinary co-design research to address complex and emerging health issues.

(J Med Internet Res 2020;22(6):e15964) doi:10.2196/15964

https://www.jmir.org/2020/6/e15964
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Introduction

Background
Young people’s increasing access to free web-based pornography has led to concerns over its impact on their attitudes and behavior [1]. Pornography is defined as sexually explicit pictures, texts, or other material created to cause sexual arousal [2]. However, in reality, web-based pornography includes a wide variety of material and genres that depict diverse sexual scenes [3-5]. The literature suggests that condon use in heterosexual pornography is rare (2%-3%) and that gender inequality in mainstream online videos is common [3,5,6]. For instance, female actors were found to be significantly more likely to be shown being dominated or degraded [3] and were four times less likely than male actors to be shown achieving orgasm [4]. Recent research with 15- to 29-year-old Australians found that 90% had ever viewed pornography, with 81% of young men and 22% of young women reporting at least weekly use [7]. Pornography exposure is associated with sexual risk factors, including decreased age of first sexual experience, more lifetime sexual partners, and not using a condom during the last sexual encounter [8-10]. Exposure has been associated with increased sexual aggression and sexist attitudes [11], and cross-sectional studies report links with relationship problems and depression [12-16]. However, harmful effects have not consistently been reported in research, with some studies showing mixed findings [17]. Given the scale of the issue, it is a public health imperative to better understand how viewing this content frequently and from a young age may impact on sexual scripts, which include the knowledge, beliefs, and attitudes that guide sexual decision making [18,19]. However, the topic is evolving, complex, and extremely sensitive, and best practices for research and harm reduction are yet to be defined. Drawing on cross-disciplinary approaches, such as co-design, is one way to achieve a better understanding of the issue among young people and to create needs-based and evidence-informed responses.

Vulnerable Young People at Risk
Pornography is not homogenous, nor are its audiences [20]. Informed by the social cognitive theory, researchers have suggested that there may be differential effects of viewing pornography, influenced by factors such as the type of pornography viewed; the viewer’s age, gender, and sexuality; preheld beliefs; and access to alternative sources of information [10,16,21,22]. How these factors influence the impact of pornography on knowledge, attitudes, and behaviors is beginning to be explored among subgroups of young people to understand risk factors for harm. A 2018 cross-sectional survey of 15- to 29-year-old heterosexual Australians (n=517) by our group found that young women (n=320) were significantly more likely than young men (n=197) to report having seen violent or degrading behaviors toward women [23]. We hypothesized that gendered experiences may influence how young audiences interpret pornographic images rather than indicate pornography preferences [23]. A 2015 study of economically disadvantaged, urban-residing black and Hispanic youth (n=72) identified an association between regular pornography use and dating violence [10]. Other studies have found that pornography can play an important role in the sexual development of lesbian, gay, bisexual, transgender, queer, and intersex plus (LGBTQI+) young people in the context of limited access to alternative representations and overrepresentation of heteronormative sex [24,25]. However, few studies have explored how this may negatively influence ideas about sex, gender, and sexuality for young LGBTQI+ people exposed to fetishized representations of sexuality [26]. In summary, there may be young people who are at greater risk of harms from pornography as a result of the sociocultural and environmental contexts in which they view it. For instance, young people who do not consistently attend school, experience family conflict, identify as gender or sexuality diverse, or are from culturally and linguistically diverse backgrounds may have specific experiences and less access to relevant sexuality and relationships education, including pornography literacy. Understanding how these subgroups of young people experience pornography and its effects is vital to creating effective health promotion responses.

Pornography Literacy
Despite the evidence of the impacts of pornography on young people being underdeveloped, interventions to reduce its potential harms are being funded and produced [27-30]. Pornography literacy has been advocated as a harm reduction approach. On the basis of the media literacy theory [31], the key aims of pornography literacy approaches are to teach young people skills to critically analyze the messages in pornography, to increase their understanding of risks of exposure, and to encourage them to hold critical attitudes toward viewing the content and its messages [21,29,31,32]. However, there is little consensus about what pornography literacy education programs should include or how they should be delivered [33]. One of the few studies that explored the pornography literacy needs of young people used participatory research methods to identify information needs among Irish young adults aged 18 to 29 years [33]. Dawson identified pornography literacy priorities, including communication and consent, body image, reality of real-life sex, pleasure, information about the fetishization of gender and sexually diverse groups, and reducing shame over pornography use [33].

Importantly, current literature is inconclusive about the effectiveness of pornography literacy to reduce pornography-related harms among young people [32,34,35]. A small body of the literature suggests that participation in media literacy may help young people to develop skills to critique media messages and develop realistic expectations [33]. For instance, a representative panel survey of Dutch adolescents found an association between receiving school-based pornography literacy education and reduced strength in the relationship between pornography and stereotypical sexual attitudes [35]. However, the study did not define pornography literacy, relying on self-reporting of receiving any school-based
For instance, there has been growing recognition of the potential to the field of public health and health promotion is immense. The potential for the co-design method to radically contribute to communicating co-design processes and findings falls outside and willingness to compromise on disciplinary approaches could expertise central to co-design processes, such as time, resources, iterative, and flexible to account for the needs of users [40].

In contrast with co-design processes that are necessarily creative, generalizability, reduction of bias, and replicability are in acknowledged that health research principles such as control, collaboration exist [40,42]. For instance, it has been viewed that pornography will assist in developing responsive and equitable digital resources.

**Human-Centered Design**

Human-centered design and design thinking approaches involve prioritizing users throughout the creation of a product or service rather than at the start or end [37,38]. As a tool of human-centered design and design thinking, co-design methods involve bringing together key users, designers, and subject matter experts who participate in iterative workshops to understand and empathize with users. This enables them to define key issues and opportunities, to develop ideas to overcome issues, and to design solutions. Using creative and generative activities enables engagement with lived experiences and perspectives in ways that can overcome limitations of verbal communication where topics are complex or sensitive [39,40].

If implemented well, co-design methods can provide participants with time and space to actually think about the issue as they create, form, and question opinions and reflect on theirs and others’ experiences in a safe and productive setting. Creating, role playing, and interaction between facilitators and participants can shift power dynamics and create trust and mutuality to understand and define sensitive issues. Importantly, involving users who are experts of their own experience as co-designers of potential solutions can help overcome the limitations of relying on traditional formative research methods to create health interventions [41].

Despite the seemingly obvious alignment of design and health disciplines, recognized challenges for cross-disciplinary collaboration exist [40,42]. For instance, it has been acknowledged that health research principles such as control, generalizability, reduction of bias, and replicability are in contrast with co-design processes that are necessarily creative, iterative, and flexible to account for the needs of users [40]. Furthermore, challenges of bringing together cross-disciplinary expertise central to co-design processes, such as time, resources, and willingness to compromise on disciplinary approaches could influence those considering this approach. Even the process of communicating co-design processes and findings falls outside of qualitative research conventions. Despite these challenges, the potential for the co-design method to radically contribute to the field of public health and health promotion is immense. For instance, there has been growing recognition of the potential for this method to increase the effectiveness of health promotion practices, particularly where issues are complex, sensitive, and ill-defined [37,39,42,43]. This being the case, these methods are particularly relevant for addressing the impact of web-based pornography on vulnerable young people’s sexual health and their preferences for pornography literacy education.

**This Study**

This study aimed to co-design a relevant, usable, and acceptable digital prototype to improve pornography literacy among vulnerable young people. The project involved a cross-disciplinary co-design, including vulnerable young people, service providers, public health researchers, design researchers, user interface designers, and web developers.

**Methods**

**Participants**

A total of 17 young people aged between 14 and 23 years participated in the multiphase co-design workshops. The participants included 5 young women, 1 gender nonbinary person, and 11 young men.

**Procedure**

Young people were eligible if they were currently engaged with one of our partner youth service providers, were aged 14 to 24 years, and had experiences or identified with of at least one of the following: fragmented school attendance or disengagement from mainstream education (irregular attendance or participation in alternative curriculums such as vocational or applied learning); limited access to relevant education on sex, sexuality, and relationships (ie, for young people who identify as LGBTQI+); experience of family conflict or breakdown; and culturally and linguistically diverse (CALD) backgrounds.

We partnered with youth services, education providers, and primary health care providers to embed us in their existing programs for young people. This included youth groups and alternative education programs for young people disengaged from mainstream schools. A written information and consent form was developed and was accompanied by a short video to facilitate information and consent for people with low literacy skills. Project information was housed on a website to ensure that community members and potential co-designers could access further information about the project or contact our team. Informed consent was obtained from participants aged 16 years and older. For participants aged 15 years, we followed consenting practices for mature minors [44] of partner organizations, which involved independently consenting those deemed mature minors and seeking parental consent for others. Parental consent was obtained for participants younger than 15 years. The participants received an Aus $40 (US $29) gift voucher for every 3-hour workshop, with a bonus Aus $20 (US $12.11) voucher for those who attended all workshops. Facilitators, participants, and youth workers communicated about any sensitive or traumatic issues that may have emerged during activities. Participants were given the opportunity to change activities, observe, or leave it any time and to debrief or access relevant services after each workshop. Ethics approval
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for the research was granted by the Alfred Health Human Research Ethics Committee (373/18).

Participant Characteristics
A total of 17 young people participated in the co-design workshops, including 5 females, 1 gender nonbinary person, and 11 males. Participants ranged in age from 14 to 23 years (mean 16.5 years). Furthermore, 6 participants were from CALD backgrounds (English as a second language), 5 identified as LGBTQI+, and 2 were living with an intellectual disability. Over one-third of our sample was disengaged from mainstream schooling and had experiences of fragmented education. A similar proportion had experiences of family conflict or breakdown.

Co-Design Workshops
We conducted a total of 12 co-design workshops across 3 groups. Workshops were designed across 4 phases adapted from design thinking [37]: understand, define, ideate, and design. Workshops were conducted in known and safe spaces, including schools, community centers, and youth services. Two design researchers (1 male and 1 female) and a public health researcher (female) facilitated all the workshops. Youth workers and teachers were present on site but not in the room during the workshops. Each workshop ran for 3 hours. Workshops were audio-recorded, and note-takers recorded key conversations, observations, and interactions.

The first workshop focused on introducing the process, building trust and rapport, creating shared boundaries and safety, and beginning the process of getting to know our users and their information preferences. Activities were designed to create opportunities even during the introduction and icebreakers to understand more about our user’s lives, aspirations, motivations, and challenges to help us walk in their shoes. The second workshop focused on creating opportunities for our participants to reflect on their thoughts, feelings, and experiences of sex, relationships, and pornography and to enable them to define key issues or problems, hence identifying information needs. We were conscious of creating space for participants to speak openly, using their own language about issues they may feel unsafe or embarrassed to talk about in the workshop setting. We designed activities that could be fully engaged with either anonymously or in the third person. The aim of the third workshop was to review young participants’ definition of the problem and position our participants as solution designers. This involved building participants’ understanding of design processes and tools and belief in themselves as designers, while simultaneously exploring their preferences for solutions. Activities facilitated the ideation of blue-sky ideas to help address issues defined throughout the previous workshops. The aim of the fourth workshop was to enable participants to develop their ideas into digital design solutions and to understand their brand values and aesthetic preferences for the user interface design. Participants used digital wireframes to map out their solution, features, and interactivity.

Workshop Activities
During activity design, we considered our participants’ interests, abilities, and challenges and, our design practices. Activities prioritized creativity, shared understanding, empathy, and safety. In the first workshop, participants created personas of other young people that could be used for third-person discussions to avoid over disclosure. Across the workshops, each activity was built on the topics and outcomes from previous activities. This allowed participants to work into this complex issue and to increase trust and engagement as the activities progressed. Activities were generative to create spaces for participants to embrace creativity and to reflect on the issues [45]. Informed by previous co-design projects engaging with young people [39,43], we used a range of creative tools, including Lego, collage (Figure 1), community-mapping, drawing, music, and movie making. For instance, one activity involved participants creating a storyboard based on a scenario related to sex, relationships, or porn. They used personas to explore what the people in the scenario thought, felt, and did. Participants used Lego to create each scene of their movie along with speech bubbles. Each small group used a preloaded stop motion video app [46] to create a short movie, which they recorded and played back to the group for discussion. Activities positioned participants as designers throughout the process from understanding and defining the issue right through to the design of actual solutions. We conducted solution prototyping using pop culture references, such as superheroes, to leverage universal recognition and engagement with the Marvel comic franchise. A full description of our activity development and implementation is described in a research protocol and can be accessed on request.
Data Analysis
Data generated from activities included (1) the products of these activities that were considered assets that we could analyze; (2) our debrief notes that recorded conversations, interactions, and observations; and (3) verbal recordings of participants’ discussions during the activities. All findings are developed based on insights drawn from across activities.

Co-Design Synthesis
An iterative human-centered design data synthesis using affinity mapping guided the analysis of data [47]. Step 1 involved extracting data from the assets the participants created, workshop recordings, transcription notes, and debrief notes. Step 2 involved sorting the data into several deductive themes that were clustered and coded together to establish subthemes. This step involved building consensus among the team through disagreement and debate. Step 3 involved collaborative sense-making where the research team interpreted the themes and subthemes into design insights [47]. For instance, the theme of youth trauma was evident across the workshop; in our data synthesis phase, we translated this into a design recommendation of needing our resource to be trauma-informed, which we placed under the information preferences branch of design considerations. We identified how our insights were connected to create a picture of our users’ needs and challenges for the design. Each stage of the synthesis process included researchers AD and SM, and the final steps also included researcher CW and members of the design team.

Prototype Design
Human-centered design practices guided our process for bringing together the needs and wants of our users with best practice in accessible design and health promotion. The multidisciplinary team of designers and researchers were involved in the final stages of the synthesis and then participated in a process called Design Sprints. The process included ideating solutions based on user personas (available on request), on participants’ design solutions created during co-design workshops, and on the response to the information needs and preferences of each user persona. Multiple rounds of ideation and design took place before a set of design recommendations for the prototype was developed. On the basis of the feedback from participants, key stakeholders, and external subject matter experts, these recommendations were developed into a functioning digital prototype of the solution for testing and evaluation (to take place in an independent study).

Results
Design Considerations
A summary of key design considerations (information needs and information preferences) identified through data synthesis and translation of co-design insights have been outlined as
follows, after which the full description of the final prototype design has been provided.

**Information Needs**

**Pornography Literacy**

Participants defined pornography as *anything you can see on a porn site*, including porn videos, images, explicit pop-up advertisements (eg, for penis enlargements), and third-party services (eg, for paid sex). Activities and discussion among our users illustrated that they understood pornography as obviously unrealistic and could already critique its messages. Young women identified concerns over the representation of women’s bodies, gender stereotypes such as *women who like sex are sluts*, and the reinforcement of rape myth acceptance. In contrast, young men and young transmen commonly identified problematic messages about bodies, including male bodies, male sexual performance, and normalization of the objectification of women, such as their representation as i *(Figure 2).* Despite being able to identify problematic messages, young men did not link them to their own attitudes or behaviors.

Rather, some explicitly stated that knowing pornography was “fake” made them “porn proof.” Others explained “we don’t all watch Harry Potter and want to become wizards” to articulate to the group how their understanding of pornography as *fantasy* meant that they could watch it without having their attitudes or behaviors affected.

In contrast to these claims, young men created scenarios in which watching pornography did impact their behavior. For instance, a pair of participants created a stop-motion Lego movie illustrating how a character watched pornography and, after viewing anal sex, decides to try it with his girlfriend who is uncertain about it *(Figure 3).* In the scenario, the girl asks the guy to stop because she does not feel comfortable. He complies, only saying “I saw it online,” and no harm is perceived to be done. The scenario and subsequent discussions revealed a contradiction to our participants’ statements that watching porn did not affect their attitudes or behavior in any way and potential barriers to addressing impacts by focusing on the potential harms from porn.

*Figure 2.* Porn world vs. real world activity creation.
Beyond a Problem With Porn

Activities revealed that our users lacked information and skills to be able to contrast problematic messages from pornography with alternative ways of thinking or behaving. For instance, although participants could identify that representations of pleasure and consent in pornography were limited, there was little consensus among the groups about how to make sex pleasurable for all people and what constitutes consent or ethical sexual practices. This was particularly problematic for LGBTQI+ young people who experienced even less access to relevant representations of sex and sexuality outside of porn. Specific information gaps identified across groups included pleasurable sex positions, sexual pleasure for young women and trans young people, sexual pressure, consent, safe sex, and healthy relationships. Without alternative information and frameworks to guide their decision making and preferences, our participants were concerned with their ability to navigate both the “basics” and the “grey” areas of sex and relationships.

Furthermore, our users identified how messages from pornography can be compounded by messages they are exposed to in other domains. For young women in particular, problematic messages that they are exposed to in pornography are not always different from those in popular culture and society. For instance, some talked about the messages they are exposed to on Instagram about the ideal female body and sexuality. Some young men also articulated concerns about unhealthy behaviors they had seen modeled by family members such as a “drunk uncle” who makes people feel uncomfortable with his behavior. These insights highlight potential problems with creating a resource centered on pornography as an issue without addressing the information gaps and underlying social norms that permeate young people’s lives.

Information Preferences

Reactive Information Seeking

In general, our users were unlikely to proactively seek out information, especially about sex, relationships, and porn, unless prompted by experience or contradiction to preheld knowledge. Rather, they wait until they have a negative or confusing experience or until their beliefs are contradicted to Google it. This was illustrated during workshops when participants would often talk to each other about the issues raised through activities.

On one occasion, 2 participants debated if girls can orgasm during penetrative sex. After discussion and disagreement, they pulled out their phones and searched for an answer. Both confirmed their own assumptions by finding something online to illustrate their point, highlighting that once they seek out information, many look to confirm or validate their existing opinions or beliefs. Importantly, neither participant found quality or evidence-based information; we found that few participants had the knowledge or skills to research high-quality information in practice. This has important implications for designing a resource on this topic.

Trauma-Informed

Participant’s experiences of trauma affected their engagement with these sensitive topics. Some who had experienced sexually related trauma found overtly sex-positive sex education content retraumatizing. Other participants specified finding visual and descriptive content about sexually transmitted infections and detailed real-life stories of sexual violence to be traumatizing. As stated by a young man who said:

*You don’t want to see like diseased bodies (sic). It’s just gross. But at the same time, you want to know about what happens. It’s the same with like stories about sexual assault. I’m sorry but they are just hard to read sometimes.*

Although there was an understanding of the need to be aware of behaviors and consequences, young people’s personal and online experiences of this educational content sometimes resulted in them withdrawing from engagement altogether. The sentiments demonstrated the fine balance between being direct and positive about sex without traumatizing or downplaying the sometimes negative experiences of sex among our users.

Prototype

On the basis of the results described earlier, a high-fidelity digital prototype was designed by a cross-disciplinary team of researchers and designers. A digital prototype is a way of creating a working example of a product that is tangible enough that it can be tested with a larger population and further developed based on new learnings. The design processes leveraged the solution designs (Figure 4), needs, and wants of co-design participants that were aligned with health promotion and design accessibility best practice [48]. The digital prototype...
developed, called *The Gist*, is described in the following sections with reference to the rationale for content (relevance and acceptability) and design (usability and accessibility).

**Figure 4.** A digital wireframe of a solution concept created by a young co-designer during prototyping.

**The Gist**

The Gist (Figure 5) is an interactive mobile-first web-based app prototype. The aim of the design is to provide vulnerable young people with an interesting and easy way to take control of their sexual health and well-being in the context of normalized pornography use.

**Figure 5.** The Gist web-based mobile application prototype home screen.

**Content**

The Gist content provides alternative information that our users want and are not getting from porn, society, or mainstream education; it aims to develop healthy ideas about relationships, sex, and bodies. Drawing on concepts underpinning ethical sex, as described by Carmody and Ovendon [49], the resource aims to provide practical steps that users can follow to develop skills and preferences and help them to consider how their choices impact on themselves and others. For instance, practical information about sex is provided to help them develop an understanding of their own needs and their partners’ needs. This content is linked with steps they can take to identify, understand,
and communicate these needs. Critical pornography literacy is built into messages by contrasting this alternative information with problematic messages present in pornography and society. This shifts the focus away from the *problems with porn* toward meeting our users’ identified needs, while still enhancing the critical literacy of problematic representations of sex, sexuality, and gender. This includes information about sex positions, finding out what you like, sexual pleasure, sexual arousal, bodies, relationships, consent, and porn. The content balances direct, challenging, and informative articles with opportunities to build and test skills through interactive elements such as quizzes (Figure 6). Content is presented in gender- and sexuality-neutral ways in response to enable young people to explore information in an inclusive environment.

**Figure 6.** The Gist ‘Debunked’ activity to challenge pre-held knowledge and attitudes.

---

**User Interface and Experience Design**

The Gist brand is designed with a bold typography in keeping with our audiences’ desire for alternative and nonmainstream products, and a retro 90s design feel. The name, *The Gist*, refers to the process of getting to know the idea or main point of a concept. It was selected for the prototype through testing with co-design participants. The user interface leverages our users’ reactive information-seeking habits, and quick content for browsing aims to surprise or contradict our users’ ideas and experiences motivating them to seek out more information. Short gists or facts are linked through to deeper exploration of the issues to enable in-app learning to progress once a user is engaged. Multiformat content also leverages user experience (UX) and interaction patterns from apps our users frequently engage with such as Spotify, Instagram Stories, and YouTube. This enhances the familiarity and usability of The Gist for our target population. Capitalizing on our users current UX patterns, the app enables continuous scrolling for breadth of engagement and continuous links to further content for depth of engagement [48]. Detailed articles utilize progressive disclosure (informative headlines with expandable information sections; for example, Figure 7). Users are provided with staggered content that can be engaged with if elected. This allows young people to take control of what they see and to elect not be exposed to information that they are uncomfortable with. This is based on insights from the co-design that suggest that lived experience and developmental stage are more important factors than age in relation to information needs, relevance, and acceptability.

The Gist web-based app does not include commenting features or social media integration other than sharing a quiz or an article directly with someone. This reduces the capacity for young people to interact negatively with each other and reflects our
co-design research and previous studies suggesting that young people are unlikely to actively share any content relating to sexual health on social media [41]. Although the prototype design can be developed as a standalone, direct-to-consumer digital resource; we recommended that implementation be embedded within a multipronged health promotion approach such as service-delivered workshops. This is in response to the positive reaction that our co-design workshops were met with and the participants explicitly stating that they valued the opportunity to direct conversations with adults on sex and relationships. Scaffolding the digital product with service-delivered face-to-face workshops would also act as an entry point to the digital solution to enhance reach and engagement, making a digital solution more feasible.

Figure 7. The Gist article structure utilizing progressive disclosure to increase user control.

Discussion

Principal Findings

The findings of our co-design workshops identify unmet sexual health and pornography literacy information needs among our users, their information-seeking patterns, and preferences for a digital resource. Through this process, we were able to develop The Gist prototype with young co-designers. The detailed and revealing nature of our findings suggests that using participatory research methods such as co-design can overcome sociocultural and structural barriers to engaging vulnerable young people in research on sensitive health issues. Some notable findings from this cross-disciplinary approach are discussed in the following sections in the context of current literature and directions for future research.

Unmet Information Needs and the Limitations of Current Pornography Literacy Approaches

Most formal pornography literacy programs focus on the critical awareness of pornographic content and the industry [32]. We found that our users understood pornography as obviously unrealistic and could already critique its messages. Consistent with findings from the study by Dawson et al [33], a key message of this study is that effective pornography literacy programs must expand their focus on problematic messages from pornography and go beyond critical media literacy to include alternative information to help young audiences to navigate sexuality and relationships in their lives.

Few resources exist that directly contrast information about sex with messages from pornography and society [50-52]. There are some notable exceptions that include a cross-section of relevant topics [53]. However, the usability and acceptability of the resource among subgroups of young people are unknown. Our findings suggest that there is potential to embed
Co-Design and Digital Health Promotion

Research has illustrated limitations to traditional approaches to intervention design, which involve engagement with target users in research to inform content development by subject matter or technical experts rather than by engaging end users throughout the process as equal partners in design [39,56,57]. Where topics are particularly complex or sensitive, asking young people to engage in one-on-one interviews or even focus groups may be even more vital for vulnerable young people whose basic needs may not be met by schools, parents, or peers [25]. Importantly, our findings reinforce the need for longitudinal research to understand the specific impacts of pornography on the lives of subgroups of young people, including disengaged LGBTQI+ and CALD groups, if their needs are to be met.

Conclusions

The study findings include important recommendations for the conceptualization of online pornography literacy programs and opportunities for cross-disciplinary research to address complex and emerging health issues. If pornography literacy programs focus on pornography without providing young people with alternative information about sex and relationships, they may not be effective in reducing harm. This study highlights the potential for pornography literacy to be embedded within real and practical information about having sex, navigating sexuality, and healthy relationships. The cross-disciplinary approach reported in this study demonstrates that it is possible to collaboratively co-design a pornography literacy resource combining the needs and wants of vulnerable young people with best practice in design and health promotion.
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Abstract

Background: Youth living with HIV (YLHIV) enrolled in HIV treatment experience higher loss to follow-up, suboptimal treatment adherence, and greater HIV-related mortality compared with younger children or adults. Despite poorer health outcomes, few interventions target youth specifically. Expanding access to mobile phone technology, in low- and middle-income countries (LMICs) in particular, has increased interest in using this technology to improve health outcomes. mHealth interventions may present innovative opportunities to improve adherence and retention among YLHIV in LMICs.

Objective: This study aimed to test the effectiveness of a structured support group intervention, Social Media to promote Adherence and Retention in Treatment (SMART) Connections, delivered through a social media platform, on HIV treatment retention among YLHIV aged 15 to 24 years and on secondary outcomes of antiretroviral therapy (ART) adherence, HIV knowledge, and social support.

Methods: We conducted a parallel, unblinded randomized controlled trial. YLHIV enrolled in HIV treatment for less than 12 months were randomized in a 1:1 ratio to receive SMART Connections (intervention) or standard of care alone (control). We collected data at baseline and endline through structured interviews and medical record extraction. We also conducted in-depth interviews with subsets of intervention group participants. The primary outcome was retention in HIV treatment. We conducted a time-to-event analysis examining time retained in treatment from study enrollment to the date the participant was no longer classified as active-on-treatment.

Results: A total of 349 YLHIV enrolled in the study and were randomly allocated to the intervention group (n=177) or control group (n=172). Our primary analysis included data from 324 participants at endline. The probability of being retained in treatment did not differ significantly between the 2 study arms during the study. Retention was high at endline, with 75.7% (112/163) of intervention group participants and 83.4% (126/161) of control group participants active on treatment. HIV-related knowledge was significantly better in the intervention group at endline, but no statistically significant differences were found for ART adherence or social support. Intervention group participants overwhelmingly reported that the intervention was useful, that they enjoyed taking part, and that they would recommend it to other YLHIV.

Conclusions: Our findings of improved HIV knowledge and high acceptability are encouraging, despite a lack of measurable effect on retention. Retention was greater than anticipated in both groups, likely a result of external efforts that began partway through the study. Qualitative data indicate that the SMART Connections intervention may have contributed to retention, adherence, and social support in ways that were not captured quantitatively. Web-based delivery of support group interventions can permit people to access information and other group members privately, when convenient, and without travel. Such digital health interventions may help fill critical gaps in services available for YLHIV.

Trial Registration: ClinicalTrials.gov NCT03516318; https://clinicaltrials.gov/ct2/show/NCT03516318
Introduction

Globally, young people aged 15 to 24 years account for more than 30% of new HIV infections, over 80% of whom live in sub-Saharan Africa (SSA); AIDS remains the leading cause of death among youth in SSA [1-6]. Despite a lack of age-disaggregated data on antiretroviral therapy (ART) coverage for youth, available data show that youth living with HIV (YLHIV) enrolled in HIV care experience higher loss to follow-up and suboptimal treatment adherence compared with younger children or adults [7-10]. YLHIV face many challenges to effective treatment, including stigma and fear of disclosure to others, lack of social support, lack of services designed to comprehensively meet their unique needs, and limited knowledge about the disease [7-10]. To achieve the Joint United Nations Programme on HIV and AIDS 95-95-95 goals by 2030, understanding and addressing the unique needs of YLHIV will be critical [11].

Although YLHIV experience poorer health outcomes, few interventions to improve these outcomes target youth specifically. Interventions to improve HIV-related outcomes implemented in low- and middle-income countries (LMICs) largely target adults and aim to improve ART adherence; fewer interventions target retention in care [12-14]. Support groups to improve health outcomes among people living with HIV (PLHIV), including YLHIV, are supported by some evidence to improve retention in care [15-22].

Expanding access to mobile phone technology has increased interest in using this technology to improve health outcomes. Digital health interventions such as mobile reminders and interactive voice or SMS responses have shown some effectiveness in improving adherence or retention among PLHIV in LMICs [23-31]. Although research has not examined these interventions specifically among YLHIV in LMICs, preliminary evidence in high-income countries suggests that such interventions are feasible and may impact ART adherence [32-35]. Furthermore, 2 recent studies in South Africa integrated social media into interventions for YLHIV to improve social support and found them to be acceptable and feasible [36,37]. Increasing internet use, feature phone, and smartphone availability in LMICs makes these interventions possible. Developing and testing interventions to improve YLHIV outcomes in SSA is urgently needed, and digital health interventions may present innovative opportunities to improve adherence and retention among youth in LMICs [12-14,38-40].

Nigeria, digital health strategies have potential to help meet YLHIV informational and social support needs [43,44].

In response, we developed a structured support group intervention—Social Media to promote Adherence and Retention in Treatment (SMART) Connections—delivered through a social media platform. The intervention’s aim is to improve HIV-related knowledge, social support, and ultimately, retention in HIV treatment and ART adherence among YLHIV. We conducted workshops with local stakeholders and youths to inform intervention design, followed by a feasibility and acceptability study with 41 adolescents aged 15 to 19 years in south-central Nigeria (results published elsewhere) [45]. In this study, we set out to test the effectiveness of the SMART Connections intervention on HIV treatment retention among youth aged 15 to 24 years. We also examined the effects of SMART Connections on secondary outcomes of ART adherence, HIV knowledge, and social support.

Methods

Design

We conducted a two-arm, parallel, randomized controlled trial. Participants were individually randomized in a 1:1 ratio to either the SMART Connections intervention (intervention group) or standard of care (control group). This was an open-label study with no blinding of the study staff or participants. We conducted face-to-face structured interviews with participants and extracted data from medical records at enrollment (baseline) and again at the completion of the intervention period (endline), approximately 6-9 months after enrollment. We also conducted in-depth interviews (IDIs) at endline with 2 subsets of intervention group participants: participants with high group participation and those with low group participation (classified by group facilitators). We obtained informed consent from youth aged 18 years and older; for youth aged 15 to 17 years, we obtained parental permission and adolescent assent at enrollment. This study was reviewed and approved by FHI 360’s Protection of Human Subjects Committee, the University of Uyo Teaching Hospital’s Institutional Health Research Ethical Committee, and the Cross River State Health Research Ethics Committee.

Intervention Description

SMART Connections was informed through workshops conducted with stakeholders and YLHIV in Akwa Ibom State, Nigeria, to gather input for design and content [12,13]. The intervention was designed to promote retention in HIV care by leveraging social support and improving HIV-related knowledge and treatment literacy [46,47]. The content of the structured support groups was adapted from an existing support group guide, Positive Connections, and delivered through secret Facebook groups [48]. The intervention was delivered over approximately 22 weeks (2 weeks per session) to groups of about 15 to 25 youths, with nearly daily activities (Figure 1).
The intervention guide is attached as a Multimedia Appendix 1.

Two community-based organizations were engaged to recruit support group facilitators and assist study staff in training them to deliver the intervention. Selected facilitators had received prior training to facilitate in-person support groups and were living with HIV themselves. Facilitators underwent a 5-day training and received an implementation guide, smartphone and monthly data allowance. Facilitators met monthly with the study staff to debrief on challenges they had encountered and provided support to one another.

Figure 1. Intervention design overview. YLHIV: youth living with HIV.

How it works

- **Safe Space**: YLHIV ages 15 to 19 form secret Facebook groups.
- **Supportive Adult Role Model**: Groups are led by a trained adult facilitator with lived HIV experience.
- **Social Activities**: Including riddles, puzzles, and discussion about nonhealth topics to promote bonding.
- **Interactive Polls and Facilitated Discussions**: Test knowledge and reinforce learning.
- **Word-of-the-Week and Key Message**: Images provide definitions of core concepts.
- **11 Key Topics Covered**: Disclosure, exploring feelings, nutrition and health, reproductive rights, positive health, dignity and prevention, discrimination and rights, violence, communication and problem solving and planning for your future.

Standard of Care Services

All study participants continued to receive standard services available to YLHIV in study facilities and communities. Standard health services included routine clinical care for HIV treatment, including viral load tests, active case management by community volunteers with intensive adherence support during the first 4 weeks of ART, and enhanced adherence counseling for patients with unsuppressed viral loads.

All study participants received a smartphone (valued at US $65) and a monthly data bundle (US $3.5 equivalent to 1 gigabyte of data) for the duration of the intervention.

Study Setting, Population, and Eligibility

The study was implemented in 14 health facilities located in Akwa Ibom State and Cross River State. The 2 states lie adjacent to each other in south-central Nigeria and share many sociocultural similarities. The population of interest was YLHIV aged 15 to 24 years who had been on ART for less than 12 months. In addition to age and ART eligibility criteria, participants had to demonstrate basic literacy for web-based chats, which was assessed at enrollment by asking the participant to read 3 short messages from intervention materials. We excluded individuals who were unable to attend the initial intervention group meeting if randomized to the intervention group, who were enrolled in another research study related to HIV retention or ART adherence, or who were severely ill and unable to provide informed consent at the time of recruitment. For IDIs, facilitators identified group members with high and low participation from whom participants were purposively selected to achieve representativeness by group participation, sex, and age.

Study Power

The study was powered to detect at least a 0.125 difference in the cumulative probability of retention at endline (0.45 in the control group and 0.575 in the intervention group), corresponding to a hazard ratio of 0.69, with 80% power and 5% significance level for a two-sided comparison using the log-rank test. This resulted in a total sample size of 500 (250 per study arm). Calculations also assumed exponential times to event and a 10% loss to study follow-up. Our estimate of retention was based on program data for the prior year from the United States Agency for International Development (USAID)–funded bilateral HIV services delivery (Strengthening Integrated Delivery of HIV/AIDS Services; SIDHAS) project, which supported HIV services in the facilities selected for this study.

Changes to the Study Protocol and Implementation

We originally planned to recruit YLHIV aged 15 to 22 years on ART for 6 months or less and expected to achieve our sample size within 3 months. Due to substantially lower than expected numbers of YLHIV enrolling in HIV treatment, we amended the study protocol and expanded the eligibility criteria to include YLHIV aged up to 24 years and on ART for 12 months or less. We also extended enrollment from 3 to 8 months and added 3 facilities (originally 11).

Finally, we intended to collect outcome data from participants after the intervention was completed and at 1 year from
enrollment (approximately 6 months later) but were unable to collect a second round of outcome data because of prolonged recruitment—the funding project came to an end before the final round of data collection could take place.

**Recruitment and Randomization**

Eligible participants were sequentially recruited from patients attending clinic visits at the study facilities. Health care staff informed eligible participants of the study and directed those interested to a data collector who was stationed in the facility. Data collectors met with potential participants in a private setting in the facility, provided additional details on the study, then proceeded to obtain informed consent and enroll participants. Data collectors assigned participants to study arms using randomization envelopes. Randomization groups were concealed in sequentially numbered sealed opaque envelopes. The allocation sequence was generated using permuted blocks and stratified by local government areas (LGA), which are administrative subunits of the state, by a biostatistician otherwise uninvolved in the study using a validated SAS macro (SAS version 9.4) [49]. Recruitment occurred at health facilities, but randomization was managed from a central location for all facilities within an LGA. This was an open-label study with no blinding of the study staff or participants.

**Measures**

We collected demographic information (sex, age, relationship status, education, occupation, and religion) and information on HIV history, including date of HIV diagnosis, ART start date, disclosure of HIV status to others, and viral load testing. Additionally, we collected data on secondary outcomes of ART adherence, HIV-related knowledge, and social support as well as psychosocial factors associated with poor retention, including social isolation, depression, and perceived and experienced stigma.

Retention: For our primary time-to-event analysis, we computed the time retained in care from study enrollment to the date the participant was no longer classified as active on treatment, consistent with the President’s Emergency Plan for AIDS Relief (PEPFAR) indicator definitions [50]. We recorded dates for all scheduled clinic visits from patient medical records for each participant from study enrollment until the end of the study. If a participant failed to return after a scheduled visit for more than 28 days, the date of the missed visit was the date of loss to care recorded, unless death or transfer of service was documented before the missed visit. For a small number of patients, their first missed scheduled visit was scheduled on or within 28 days before study enrollment. If the participant missed this first scheduled visit by more than 28 days, he or she was assigned a retention time of 0.

We also reported on treatment status at endline. To be considered active on treatment at endline, an individual must have attended a visit or had a follow-up visit scheduled within 28 days of the date of their endline questionnaire. For those who did not complete an endline questionnaire, an approximate endline date was used (based on the median time in the study of those enrolled the same month). Participants who died or transferred facilities were categorized accordingly.

Measurement of secondary outcomes and other psychosocial variables are summarized in Table 1.

**Data Collection**

Structured questionnaires programmed into password-protected computer tablets were used to collect data from participants at both baseline and endline. We also extracted medical record data (MRE) from patient charts at both time points into a separate form programmed into the tablets. Data from tablets were uploaded daily to a secure computer server. Trained interviewers administered a semistructured IDI guide. IDIs were audio recorded and transcribed verbatim.

**Data Analyses**

All analyses used an intent-to-treat approach, in which all randomized participants were included in the statistical analysis and analyzed according to the group to which they were originally assigned, regardless of the treatment they received during the study. The primary hypothesis was that YLHIV enrolled in HIV treatment services who participate in SMART Connections will be more likely to be retained in HIV care than YLHIV enrolled in HIV treatment services who do not participate in the intervention.

Kaplan-Meier cumulative retention probabilities are reported with 95% CIs and plotted by study arm. Participants who were confirmed to have died or transferred to a facility outside the study facilities were considered censored. Participants who had elected to drop out of the study (n=8), or for whom all MRE were missing because of missing charts (n=14) or all visit data were missing data in charts (n=3), were excluded from the analysis.

The retention probabilities between the groups were compared using a log-rank test stratified by LGA with a two-sided α of .05. We also report on retention descriptively, examining lapses in care, and return to treatment over the course of study follow-up. The relationships between treatment exposure and secondary outcomes (ART adherence, HIV knowledge, and social support) as well as social isolation, depression, and HIV-related stigma were explored with $t$ tests for continuous outcomes and chi-square test for categorical outcomes, using two-sided tests, with a significance level of 0.05.

We applied thematic analysis to the IDI data. A structured codebook was developed a priori based on the interview guide; emergent thematic codes were added during the analysis. To assess intercoder consistency, 2 analysts independently coded 3 transcripts, compared coding, and resolved differences through discussion. Coding was conducted using NVivo 12 [56]. Once all transcripts were coded, textual coding reports were produced.
Table 1. Secondary outcomes and related psychosocial variables and their measurement.

<table>
<thead>
<tr>
<th>Concept</th>
<th>Measurement</th>
</tr>
</thead>
<tbody>
<tr>
<td>HIV knowledge and treatment literacy</td>
<td>A set of 14 knowledge-based questions covering HIV transmission, diagnosis, treatment, and treatment monitoring based on topics covered in the SMART\textsuperscript{a} Connections curriculum. Each item is scored 1 if answered correctly and 0 if answered incorrectly. A total knowledge score was calculated based on the proportion of items correctly answered.</td>
</tr>
<tr>
<td>Social support</td>
<td>Medical Outcomes Study-Social Support Survey, a 19-item scale that covers the dimensions of emotional, information, affectionate, and tangible social support in addition to positive social interaction \textsuperscript{[51]}. Scores for each item were summed, then averaged. Range of possible scores: 0-5, with a higher score indicating a greater level of social support.</td>
</tr>
<tr>
<td>Adherence to antiretroviral treatment</td>
<td>Self-report using the AIDS Clinical Trials Group adherence questionnaire \textsuperscript{[52]}. For these analyses, we limited our analysis to a single item that recorded self-reported ART\textsuperscript{b} adherence for the 3 days before the interview. Values included 0 for no missed doses, and 1 for 1 or more missed doses.</td>
</tr>
<tr>
<td>Social isolation</td>
<td>4-item PROMIS\textsuperscript{c} Social Isolation Scale \textsuperscript{[53]}. Participants are asked how often they feel each of 4 different situations occurs in their lives. Responses options include 1=Never, 2=Rarely, 3=Sometimes, 4=Usually, and 5=Always. For this analysis, the total score was a sum of the responses for the 4 items.</td>
</tr>
<tr>
<td>Depression</td>
<td>Stanford Patient Education Research Center’s PHQ-8\textsuperscript{d} \textsuperscript{[54]}. The PHQ-8 asks respondents on how many days over the prior 2 weeks they experienced 8 possible symptoms, with response options of not at all=0, a few days=1, more than half the days=2, and most all of the days=3. The score for each item is summed, and a total score that ranges from 0 to 24 is assigned. Respondents with scores &lt;10 are classified as not depressed. Respondents who score 10-19 points are considered to have major depression, and those who score 20 or more have severe depression \textsuperscript{[54]}. For these analyses, a categorical variable was created: 1=no depression, 2=major depression, and 3=severe depression.</td>
</tr>
<tr>
<td>HIV-related stigma</td>
<td>12-item scale adapted by Reinius and colleagues from the 40-item HIV stigma scale \textsuperscript{[55]}. This shortened stigma scale covers 4 dimensions of stigma: personalized stigma, disclosure concerns, concerns about public attitudes, and negative self-image. Each item is scored on a 4-point Likert-type scale, and the scores added within dimensions with possible scores ranging from 3 to 12 \textsuperscript{[55]}. A higher score indicates a greater level of perceived HIV-related stigma.</td>
</tr>
</tbody>
</table>

\textsuperscript{a}SMART: Social Media to promote Adherence and Retention in Treatment.  
\textsuperscript{b}ART: antiretroviral therapy.  
\textsuperscript{c}PROMIS: Patient-Reported Outcomes Measurement Information System.  
\textsuperscript{d}PHQ-8: Patient Health Questionnaire Depression Scale.

**Results**

**Overview**

We recruited 356 youths between September 2018 and April 2019, 353 (99.2%) of whom enrolled in the study (Figure 2). A total of 4 participants were removed after enrollment, as they provided false eligibility information, and were deemed ineligible. Participants were then randomly allocated to the intervention group (n=177) or control group (n=172). At endline (June to November 2019), 108 participants were lost to follow-up from the study, including 4 who died, 8 who discontinued study participation, and 96 who were not reachable for an endline interview. Endline interviews and MRE data were completed for 241 participants. MRE data were collected for an additional 84 participants who were not reachable for an endline interview but who had not elected to END study participation. We conducted IDIs with 21 intervention participants following the endline survey, of whom 16 were female and ranged in age from 17 to 24 years; 13 were classified as high participation and 8 as low participation. A total of 10 randomization errors occurred during the study: 6 participants randomized to the control group were erroneously recorded by data collectors to be the intervention group and took part in the intervention; 4 participants randomized to the intervention group were erroneously recorded as in the control group and did not participate in the intervention. Two other participants, randomized to and recorded as in the control group, were erroneously contacted to participate in the intervention. In addition, 14 people randomized to the intervention group chose not to participate in the intervention. Thus, a total of 167 participants joined an online support group during the study: 160 randomized to the intervention group, 5 due to randomization errors, and 2 control group participants erroneously contacted.
To assess the potential effects of loss to follow-up, we examined differences between those who did and did not complete an endline interview. There were no statistically significant differences in any background characteristic or baseline values of secondary outcomes between those who completed endline interviews and those lost to study follow-up (results not shown).

**Background**

Both study arms were similar in all baseline demographic characteristics (Table 2). Most participants were female 87.7% (306/349) and had completed some secondary school or more; the mean age was 21 years (SD 2.3). More than half of the respondents reported being married or in a relationship. Among those in a relationship (including married), fewer than half reported that their partner knew their HIV status, and about half knew their partner’s HIV status. Most participants reported having access to a mobile phone in their household (303/349, 86.8%), with 67.1% (234/349) reporting that they owned their own mobile phone.
Table 2. Background characteristics of study participants at baseline (N=349).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Intervention (n=177)</th>
<th>Control (n=172)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Sex, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>151 (85.3)</td>
<td>155 (90.1)</td>
</tr>
<tr>
<td>Male</td>
<td>26 (14.7)</td>
<td>17 (9.9)</td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>21.3 (2.3)</td>
<td>21.0 (2.3)</td>
</tr>
<tr>
<td><strong>Relationship status, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Married</td>
<td>37 (20.9)</td>
<td>40 (23.3)</td>
</tr>
<tr>
<td>Unmarried or in a relationship</td>
<td>83 (46.9)</td>
<td>85 (50.3)</td>
</tr>
<tr>
<td>Single</td>
<td>57 (32.2)</td>
<td>44 (26.0)</td>
</tr>
<tr>
<td><strong>Among those married or in a relationship, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Partner knows participant’s HIV status</td>
<td>42 (35.3)c</td>
<td>57 (45.6)d</td>
</tr>
<tr>
<td>Partner has HIV</td>
<td>20 (16.7)c</td>
<td>26 (30.0)d</td>
</tr>
<tr>
<td>Partner does not have HIV</td>
<td>39 (32.5)c</td>
<td>40 (32.3)d</td>
</tr>
<tr>
<td>Does not know partner’s HIV status</td>
<td>61 (50.8)c</td>
<td>58 (46.8)d</td>
</tr>
<tr>
<td><strong>Education level, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Primary or less</td>
<td>13 (7.3)</td>
<td>30 (17.5)</td>
</tr>
<tr>
<td>Secondary</td>
<td>136 (76.8)</td>
<td>121 (70.8)</td>
</tr>
<tr>
<td>Any postsecondary</td>
<td>28 (15.8)</td>
<td>20 (11.7)</td>
</tr>
<tr>
<td>Currently working, n (%)</td>
<td>73 (41.2)</td>
<td>69 (40.1)</td>
</tr>
<tr>
<td><strong>Religion, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Protestant</td>
<td>152 (85.9)</td>
<td>150 (87.2)</td>
</tr>
<tr>
<td>Catholic</td>
<td>22 (12.4)</td>
<td>15 (8.7)</td>
</tr>
<tr>
<td>Other (all Christian denominations)</td>
<td>3 (1.7)</td>
<td>7 (4.1)</td>
</tr>
<tr>
<td><strong>Time on ART at enrollment (months), mean</strong></td>
<td>4.5</td>
<td>4.5</td>
</tr>
<tr>
<td><strong>Pre-ART WHO stage, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Stage 1</td>
<td>93 (60.8)</td>
<td>85 (57.4)</td>
</tr>
<tr>
<td>Stage 2</td>
<td>35 (22.9)</td>
<td>42 (28.4)</td>
</tr>
<tr>
<td>Stage 3</td>
<td>23 (15.0)</td>
<td>20 (13.5)</td>
</tr>
<tr>
<td>Stage 4</td>
<td>2 (1.3)</td>
<td>1 (0.7)</td>
</tr>
<tr>
<td>Had access to a phone in the home, n (%)</td>
<td>156 (88.1)</td>
<td>147 (85.5)</td>
</tr>
<tr>
<td>Owns a mobile phone, n (%)</td>
<td>118 (66.7)</td>
<td>116 (67.4)</td>
</tr>
<tr>
<td><strong>Ever used social media sites of those who ever use the internet, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Facebook</td>
<td>101 (57.0)</td>
<td>76 (44.2)</td>
</tr>
<tr>
<td>WhatsApp</td>
<td>69 (39.0)</td>
<td>52 (30.2)</td>
</tr>
<tr>
<td>Instagram</td>
<td>30 (16.9)</td>
<td>14 (8.1)</td>
</tr>
<tr>
<td>Snapchat</td>
<td>13 (7.3)</td>
<td>13 (7.6)</td>
</tr>
<tr>
<td>Other (Twitter, Tinder, Imo, etc)</td>
<td>7 (4.0)</td>
<td>5 (2.9)</td>
</tr>
</tbody>
</table>

a3 missing from the control group.
b1 missing from the intervention group.
cn=120.
dn=125.
e1 missing from the control group.
Retention in HIV Care

The probability of being retained in HIV care, defined as not having missed a scheduled appointment by more than 28 days, was similar between the intervention and control groups (Figure 3).

Table 3. Probabilities of remaining in care, without a gap of more than 28 days at 30, 60, 90, 180, and 270 days (n=324; 163 intervention and 161 control).

<table>
<thead>
<tr>
<th>Time</th>
<th>Total at risk</th>
<th>Failures</th>
<th>Probability of being retained in care</th>
<th>SE</th>
<th>95% CI (Lower limit)</th>
<th>95% CI (Upper limit)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Intervention</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>163</td>
<td>1</td>
<td>0.99</td>
<td>0.01</td>
<td>0.96</td>
<td>1.00</td>
</tr>
<tr>
<td>30</td>
<td>129</td>
<td>21</td>
<td>0.87</td>
<td>0.03</td>
<td>0.80</td>
<td>0.91</td>
</tr>
<tr>
<td>60</td>
<td>116</td>
<td>9</td>
<td>0.81</td>
<td>0.03</td>
<td>0.73</td>
<td>0.86</td>
</tr>
<tr>
<td>90</td>
<td>102</td>
<td>11</td>
<td>0.73</td>
<td>0.04</td>
<td>0.65</td>
<td>0.79</td>
</tr>
<tr>
<td>180</td>
<td>59</td>
<td>27</td>
<td>0.52</td>
<td>0.04</td>
<td>0.43</td>
<td>0.60</td>
</tr>
<tr>
<td>270</td>
<td>8</td>
<td>2</td>
<td>0.50</td>
<td>0.04</td>
<td>0.41</td>
<td>0.58</td>
</tr>
<tr>
<td><strong>Control</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>161</td>
<td>4</td>
<td>0.98</td>
<td>0.01</td>
<td>0.94</td>
<td>0.99</td>
</tr>
<tr>
<td>30</td>
<td>132</td>
<td>25</td>
<td>0.84</td>
<td>0.03</td>
<td>0.78</td>
<td>0.89</td>
</tr>
<tr>
<td>60</td>
<td>108</td>
<td>17</td>
<td>0.73</td>
<td>0.04</td>
<td>0.65</td>
<td>0.79</td>
</tr>
<tr>
<td>90</td>
<td>103</td>
<td>4</td>
<td>0.70</td>
<td>0.04</td>
<td>0.62</td>
<td>0.77</td>
</tr>
<tr>
<td>180</td>
<td>72</td>
<td>24</td>
<td>0.53</td>
<td>0.04</td>
<td>0.45</td>
<td>0.61</td>
</tr>
<tr>
<td>270</td>
<td>12</td>
<td>8</td>
<td>0.45</td>
<td>0.04</td>
<td>0.36</td>
<td>0.54</td>
</tr>
</tbody>
</table>

The probability of remaining in care without more than a 28-day gap was slightly higher in the intervention group than in the control group at each time point, except at 120 days; however, 95% CIs overlapped between the 2 study arms at all time points (Table 3).
Retention, measured as not having missed any scheduled visit by more than 28 days, did not reflect the participant’s treatment status at endline (Table 4). Almost half of all participants missed at least one scheduled visit by more than 28 days during the 6 to 9 months of follow-up and were classified as lost to care at some point; however, most participants were active on treatment at endline. A total of 40.0% (65/163) in the treatment arm and 46.0% (74/161) in the control arm were counted as having been lost-to-care in the time-to-event analysis but were active on treatment at the end of the study.

Table 4. Clinic visits and retention over the study period for participants included in the retention analysis, intention to treat (n=324: 163 intervention and 161 control).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Intervention (n=163)</th>
<th>Control (n=161)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of clinic visits during study, mean (range, SD)</td>
<td>3.4 (0-10, 1.9)</td>
<td>3.9 (0-10, 1.9)</td>
</tr>
<tr>
<td>Missed at least one visit by &gt;28 days, n (%)</td>
<td>70 (42.9)</td>
<td>78 (48.5)</td>
</tr>
<tr>
<td><strong>Time between scheduled visits (months), n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>111 (72.1)</td>
<td>118 (75.6)</td>
</tr>
<tr>
<td>2</td>
<td>33 (21.4)</td>
<td>30 (19.2)</td>
</tr>
<tr>
<td>3</td>
<td>7 (4.5)</td>
<td>5 (3.2)</td>
</tr>
<tr>
<td>4</td>
<td>1 (0.6)</td>
<td>2 (1.3)</td>
</tr>
<tr>
<td>&gt;5</td>
<td>2 (1.3)</td>
<td>1 (0.6)</td>
</tr>
<tr>
<td><strong>Treatment status at endline, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Active on treatment</td>
<td>112 (75.7)</td>
<td>126 (83.4)</td>
</tr>
<tr>
<td>Lost to care</td>
<td>22 (14.9)</td>
<td>15 (9.9)</td>
</tr>
<tr>
<td>Transferred out</td>
<td>13 (8.8)</td>
<td>7 (4.6)</td>
</tr>
<tr>
<td>Deceased</td>
<td>1 (0.7)</td>
<td>3 (2.0)</td>
</tr>
<tr>
<td>Of those active on treatment at endline, n (%) who missed at least one scheduled visit by &gt;28 days</td>
<td>45 (40.2)</td>
<td>58 (46.0)</td>
</tr>
</tbody>
</table>

a9 missing from intervention group, and 5 missing from control group.
b15 missing from intervention group, and 10 missing from control group.

The average number of clinic visits during the study varied by participant, in part because of variation in the length of time between scheduled visits. The average time between schedule visits was 1 month for most, but one-quarter of participants had an average time between visits ranging from 2 to more than five months.

Barriers to clinic attendance, as described in IDIs, included traveling away from home, anticipating stigma at the clinic, and competing obligations. When asked how easy it was to attend scheduled appointments, one participant described it as follows:

> When you go to the hospital and they saw you…they will tell people about you, this is the kind of sickness that this person has, so that makes me very difficult to go. [24-year-old female, high participation]

A few participants described hesitation leaving school, work, or family to attend appointments if it required disclosing their HIV status. Findings were similar in endline questionnaire open-ended data; among 79 participants who reported missing an appointment by one week or more, reasons for doing so included traveling (33/79, 42%), transportation issues (20/79, 25%), or were busy (13/79, 16.5%).

Most IDI participants described that the intervention impacted their attitudes and behaviors toward attending scheduled appointments. Some described that the intervention reinforced the importance of attending appointments to prevent gaps in medication and taught them to “take your drugs so that you'll feel okay” (21-year-old female, high participation). Others described learning strategies to avoid missing appointments, such as asking someone to collect refills if they could not. A few reported that the intervention served as a reminder to attend scheduled appointments; one participant mentioned receiving reminders from group members on their appointment day. Another described that being part of the group:

> Something was there telling me to always don't miss appointment, to take my drugs, it was important, so I think the group was a reminder. [19-year-old female, low participation]

In contrast, a few participants, most categorized as low group participation, felt that the intervention did not affect their retention in care.

Secondary Outcomes
HIV-related knowledge was high in both groups at endline but significantly higher in the intervention group compared with the control group (Table 5). No other statistically significant differences between study arms were observed for ART adherence, social support, social isolation, HIV-related stigma, or depression.
Table 5. Bivariate relationships between treatment group and endline HIV knowledge, psychosocial variables (t test), and self-reported adherence (chi-square test) among participants who responded to the endline questionnaire (n=241).

<table>
<thead>
<tr>
<th>Outcomes</th>
<th>t value (df)</th>
<th>Chi-square (df=1)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>HIV knowledge score</td>
<td>-2.96 (239)</td>
<td>N/A</td>
<td>.003</td>
</tr>
<tr>
<td>Social isolation score</td>
<td>-0.79 (239)</td>
<td>N/A</td>
<td>.43</td>
</tr>
<tr>
<td><strong>Social support score</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total score b</td>
<td>-0.95 (238)</td>
<td>N/A</td>
<td>.34</td>
</tr>
<tr>
<td>Tangible subscore</td>
<td>-0.38 (239)</td>
<td>N/A</td>
<td>.70</td>
</tr>
<tr>
<td>Emotional/informational subscore b</td>
<td>-0.67 (238)</td>
<td>N/A</td>
<td>.51</td>
</tr>
<tr>
<td>Affectionate subscore b</td>
<td>-0.64 (238)</td>
<td>N/A</td>
<td>.53</td>
</tr>
<tr>
<td>Positive social interaction subscore b</td>
<td>-1.57 (239)</td>
<td>N/A</td>
<td>.12</td>
</tr>
<tr>
<td><strong>Stigma score</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total score c</td>
<td>0.34 (196)</td>
<td>N/A</td>
<td>.73</td>
</tr>
<tr>
<td>Personalized stigma subscore d</td>
<td>-0.51 (209)</td>
<td>N/A</td>
<td>.61</td>
</tr>
<tr>
<td>Disclosure concerns subscore e</td>
<td>0.77 (235)</td>
<td>N/A</td>
<td>.44</td>
</tr>
<tr>
<td>Concerns about public attitudes subscore f</td>
<td>-0.54 (213)</td>
<td>N/A</td>
<td>.59</td>
</tr>
<tr>
<td>Negative self-image subscore g</td>
<td>0.02 (229)</td>
<td>N/A</td>
<td>.98</td>
</tr>
<tr>
<td>Depression b</td>
<td>N/A</td>
<td>0.15</td>
<td>.70</td>
</tr>
<tr>
<td>Adherence b</td>
<td>N/A</td>
<td>0.32</td>
<td>.57</td>
</tr>
</tbody>
</table>

aN/A: not applicable.
b1 missing from the intervention group.
c23 missing from the intervention group, 20 missing from the control group.
d17 missing from the intervention group, 13 missing from the control group.
e4 missing from the control group.
f13 missing from the intervention group, 13 missing from the control group.
g4 missing from the intervention group, 6 missing from the control group.
h1 missing from the intervention group, 1 missing from the control group.

Although the 2 study arms did not differ significantly on social support, nearly all IDI participants, including those with low intervention participation, stated they received social support from facilitators and other group members. These participants described receiving encouragement and advice, having people to “share my feelings with” or “someone to talk to,” and receiving answers to factual and personal questions. One participant described the following:

“I felt like I was not alone in the journey and it was really cool… it was amazing. I don’t know how to say it in words but it’s something to build (us up) because sometimes we can’t just do it by ourselves. We need to find people in the situations with us for us get stronger, so the group actually made me stronger. [19-year-old female, low participation]”

Some support was related to self-management, such as encouragement to adhere to ART. For example, one participant described group members as:

“…people that would encourage you no matter anything, they tell you no matter anything, that they’re okay with the drugs… [they] encourage you to take the ART. [22-year-old male, low participation]

Participants frequently received multiple types of support and often supported other group members by sharing their own experiences or providing emotional support and advice. Nearly all IDI participants stated they felt a sense of connectedness with the group, sometimes described feeling as if they were “a family” or that participants got along “as brother and sister.” This feeling was often attributed to having group members of the same age range and HIV status and conferred a sense of safety and confidentiality within the group. In endline questionnaires, when asked what they liked most about the intervention, the most common responses included receiving encouragement and support, the ability to share their problems, and feeling a sense of unity or belonging.

When asked about sources of social support outside of the intervention group, most said they did not receive social support outside of the group, sometimes elaborating that they preferred not to disclose their HIV status to family and friends due to fear of stigma:
I don’t like disclosing… I don’t know if that person is a victim of HIV...the person may start broadcasting me. Things like that so that’s why I don’t tell her. I didn’t tell people… They will not be able to encourage me since they don’t know what I’m passing through … I keep it [my status] to myself. [19-year-old male, high participation]

Only a couple of IDI participants stated that they received support from family members; a few mentioned a health care provider.

Table 6. Intervention participant perspectives on the web-based intervention at endline (n=127).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Intervention (n=127)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Agree with the following statements, n (%)</td>
<td></td>
</tr>
<tr>
<td>I enjoyed being a member of the online support group²</td>
<td>122 (97.6)</td>
</tr>
<tr>
<td>I received information during the support group that was useful to me²</td>
<td>124 (99.2)</td>
</tr>
<tr>
<td>Participating in the support group helped me better understand HIV infection²</td>
<td>124 (99.2)</td>
</tr>
<tr>
<td>I felt comfortable interacting with other group members²</td>
<td>116 (92.8)</td>
</tr>
<tr>
<td>I felt comfortable interacting with the group facilitator³</td>
<td>118 (95.2)</td>
</tr>
<tr>
<td>I made new friends in the group³</td>
<td>94 (75.2)</td>
</tr>
<tr>
<td>I would like to continue to be part of this group³</td>
<td>121 (96.8)</td>
</tr>
<tr>
<td>I think Facebook groups are a good way for young people on ART to interact with each other³</td>
<td>124 (99.2)</td>
</tr>
<tr>
<td>I think Facebook groups are a good way for support group leaders to get information to people on ART³</td>
<td>119 (99.2)</td>
</tr>
<tr>
<td>I would recommend this Facebook group to other young people living with HIV³</td>
<td>121 (96.8)</td>
</tr>
<tr>
<td>Ease of connecting to Facebook group, n (%)</td>
<td></td>
</tr>
<tr>
<td>Very easy</td>
<td>80 (63.0)</td>
</tr>
<tr>
<td>Somewhat easy</td>
<td>32 (25.2)</td>
</tr>
<tr>
<td>Somewhat difficult</td>
<td>13 (10.2)</td>
</tr>
<tr>
<td>Very difficult</td>
<td>2 (1.6)</td>
</tr>
</tbody>
</table>

²This number includes the 6 participants assigned to the control group who took part in the intervention (as treated).
³2 missing.
⁴3 missing.
⁵7 missing.

IDI participants often conveyed appreciation for learning about practical aspects of managing HIV, such as taking ART at consistent times during the day and eating “a balanced diet” to support overall health. Many participants also enjoyed learning why medication adherence is important. Participants recalled learning that ART adherence would help them feel healthier and achieve a longer life. One participant described as follows:

by taking the drugs and eating your food every day, your body will be okay … but if you avoid taking that drugs and you are not doing anything, you don’t go for test, you might die at any point in time and nobody will know the purpose of your death. [22-year-old female, high participation]

Many IDI participants also expressed enthusiasm for the social and interactive elements of the intervention, such as riddles posed by the facilitator. Most felt the Facebook platform was acceptable, reporting that the “secret” groups ensured their privacy, and the web-based format allowed them to interact with the group at their convenience. One participant described as follows:

you’ll use it [the group] at the comfort of your home, not pressuring you to go out, do this, every time to hear about the new information that you need to learn. Peacefully, you’ll just learn inside your room, inside your, the comfort of your own home. So, I was very happy about that one. [17-year-old male, high participation]

Discussion

The SMART Connections intervention was designed to improve treatment retention among YLHIV by improving HIV-related
knowledge and social support. Our findings indicate that the intervention did not significantly improve retention or social support; however, HIV-related knowledge did improve significantly. Data from IDIs provided evidence of perceived improvements in social support. Intervention participants also overwhelmingly found the intervention acceptable, liked the web-based platform, and reported it had helped them in their HIV treatment.

Our study adds to a small yet growing number of studies targeting YLHIV in LMICs. A 2019 literature review identified only 10 studies between 2016 and 2018 focused on adolescents (10-19 years) and/or YLHIV (15-24 years) in LMICs [36]. Among the 10 studies, 5 tested variations of youth-friendly services, 3 examined different community-based services to ALHIV/YLHIV, and 1 examined an SMS reminder system. Similar to our results, half of the studies reviewed—3 studies on youth-friendly services, 1 on community-based adherence clubs, and 1 on SMS reminders—showed no effects on retention [14]. Five studies found significant associations between youth-focused interventions and retention in HIV services; however, all were retrospective cohort studies, with limitations inherent to observational studies [14].

To date, most research on digital health interventions among PLHIV remains focused on high-income country settings, with a few exceptions [57-61]. A 2016 South African study examined the feasibility and acceptability of a web-based social media platform, MXit, to support YLHIV aged 12 to 25 years. Similar to our research, investigators found that the majority of youths in the study (84%) felt that offering a service outside of in-person meetings was useful [37]. A second South African study recently examined using mobile phones to provide peer mentorship for youths newly diagnosed with HIV [62]. This small case-control study also found no differences in 6- and 12-month retention or viral suppression between the groups [62]. Looking forward, interest in the use of digital health interventions to help meet the needs of YLHIV is growing. We identified published protocols of current studies examining interventions targeting youths; however, all 3 are being conducted in the United States [63-65].

SMART Connections was originally designed for adolescents aged 15 to 19 years living with HIV. The practical reality of ART initiation in our study settings, despite being among the highest HIV prevalence in Nigeria, led us to expand the age range for this study [66]. Most study participants were aged >19 years and although much of the content is relevant to the people of all ages, we believe future research should explore if some of the intervention content should be tailored to the differing developmental needs of those aged 15 to 19 years and those aged 20 to 24 years. We also noted that most (88%) of study participants were female. Although HIV prevalence among females in this age group is, on average, twice that of males in the age group, other research has demonstrated that the high ratio of females to males is not unusual in this setting [2]. A 2014 study examining the characteristics of YLHIV initiating ART in Nigeria found that from 2004 to 2013, 92% of new ART patients aged 15 to 24 years were female [42]. Given the high ratio of females to males, it may be worth exploring if and how the intervention could be better tailored to meet the gender-specific needs of young women.

Retention can be difficult to define and measure. Medical records, the source for our primary outcome, posed a particular problem as records contained errors, conflicting information, and missing data. In addition, most participants in care at endpoint had missed at least one appointment by more than 28 days, suggesting that, although missed visits and ART refills are problematic for effective treatment, they are a reality for many YLHIV, and missing visits does not necessarily translate to categorical loss to follow-up.

Measuring ART adherence is similarly difficult; self-reported gaps in adherence are underreported [67]. We originally considered using viral load as a marker for adherence; however, viral load test results were not widely available for participants, either because testing was not happening or results were not being recorded reliably. The study lacked sufficient resources to pay for testing for all participants. Future research should include viral load as a primary outcome for interventions designed to improve health outcomes among PLHIV.

Although we did not find a statistically significant intervention effect on social support, results from qualitative data indicate that participants developed friendships with, received support from, and grew close to other group participants despite interacting almost entirely on the web. One possible reason for the lack of an intervention effect on social support may have been that the measure we used was not HIV-specific; we may not have captured the type of social support participants felt they received through the intervention. Given challenges related to stigma and disclosure, further research is needed to operationalize and measure social support associated with HIV.

Limitations
Despite many strengths, including the use of rigorous experimental study design, the study had a number of limitations. Several factors limited the study implementation and perhaps the interpretation of results. First, the results may not be generalizable to other youths outside our study areas. In addition, recruitment lagged, taking more than twice as long as planned because YLHIV enrollment in ART was substantially lower than estimated using HIV service data before the study. Despite protocol modifications, we were only able to enroll 69.8% (349/500) of the planned participants, reducing the study’s power. Slow enrollment also prolonged the time necessary to enroll enough intervention participants to form a support group in many cases. Thus, participants contributed different amounts of time to the study, and some intervention group participants waited months before their support group could begin. This may have added to their risk of loss to follow up before initiating the intervention.

The context of HIV service delivery also changed during the study implementation. A dedicated surge in PEPFAR-supported HIV services aimed to increase the number of PLHIV enrolled on treatment and retained in care began in the study sites partway through the study [68]. This surge entailed intensive efforts to better support HIV treatment services and PLHIV in their care and treatment. Strategies including community-based
ART initiation, multimonth ART dispensing for stable patients, and community-delivered ART refills were implemented to increase ART initiation and to improve treatment adherence and retention [68]. These changes meant that the average time between clinic visits and the number of visits participants had during the study varied. Although participants in both study arms were exposed to this changing context, retention increased dramatically during the surge; retention at endline was considerably higher in both study arms compared with retention rates indicated by the presurge programmatic data used to calculate effect size estimates. These external efforts may have masked any possible impact that the intervention had on retention.

Conclusions

Our findings of improved HIV knowledge and high acceptability are encouraging despite a lack of measurable effect on retention. No single psychosocial intervention is likely to meet the varying needs of YLHIV, but the SMART Connections intervention appears to contribute to some of those needs. Digital health support groups may fill critical gaps in the services available for YLHIV. Given the increasing use of social media by youth, the platform may be a preferred resource for some aspects of HIV-related support. Web-based delivery of support group interventions through platforms such as Facebook can permit people to access information and other group members privately, when convenient, and without travel.

Moving forward, we suggest a few adaptations to the SMART Connections intervention and to continue to examine its potential effects. Expanding groups to include YLHIV on ART for more than 1 year may provide better support to those newly initiating treatment and help meet their own informational and support needs. Findings from the IDIs suggest that the intervention had a perceived effect on social support. We believe that the tool we used to measure social support may not have adequately distinguished between more general social support and social support related to HIV. Further work to develop and test measures of social support that better reflect the support given/provided in the context of HIV should be pursued. Finally, focusing on more reliable outcome measures, such as viral load, is strongly recommended for interventions attempting to improve HIV-related health outcomes.
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Abstract

Background: Musculoskeletal conditions are the second greatest contributor to disability worldwide and have significant individual, societal, and economic implications. Due to the growing burden of musculoskeletal disability, an integrated and strategic response is urgently required. Digital health interventions provide high-reach, low-cost, readily accessible, and scalable interventions for large patient populations that address time and resource constraints.

Objective: This review aimed to investigate if digital health interventions are effective in reducing pain and functional disability in patients with musculoskeletal conditions.

Methods: A systematic review was undertaken to address the research objective. The review was conducted in accordance with the Preferred Reporting Items for Systematic Reviews and Meta-Analyses guidelines. The review protocol was registered with the International Prospective Register of Systematic Reviews before commencement of the study. The following databases were searched: Medical Literature Analysis and Retrieval System Online (MEDLINE), Excerpta Medica database (EMBASE), Cumulative Index to Nursing and Allied Health Literature, and Scopus from January 1, 2000, to November 15, 2019, using search terms and database specific–medical subject headings terms in various combinations appropriate to the research objective.

Results: A total of 19 English language studies were eligible for inclusion. Of the 19 studies that assessed musculoskeletal pain, 9 reported statistically significant reductions following digital intervention. In all, 16 studies investigated functional disability; 10 studies showed a statistically significant improvement. Significant improvements were also found in a range of additional outcomes. Due to the heterogeneity of the results, a meta-analysis was not feasible.

Conclusions: This review has demonstrated that digital health interventions have some clinical benefits in the management of musculoskeletal conditions for pain and functional disability. Digital health interventions have the potential to contribute positively toward reducing the multifaceted burden of musculoskeletal conditions to the individual, economy, and society.

Trial Registration: PROSPERO CRD42018093343; https://www.crd.york.ac.uk/prospero/display_record.php?RecordID=93343

(J Med Internet Res 2020;22(6):e15617) doi:10.2196/15617
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Introduction

Background
Musculoskeletal conditions are the second greatest contributor to disability worldwide and have substantial individual, societal, and economic implications [1,2]. The term musculoskeletal conditions is a broad term used to describe a large number of conditions that affect bones, joints, and soft tissues [3]. Musculoskeletal conditions comprise over 100 different disorders, diseases, and syndromes, most of which affect people’s ability to carry out normal activities and impact their quality of life. The most prevalent of these conditions are low back pain (LBP) and osteoarthritis (OA) [3]. Musculoskeletal conditions account for 30% of general practitioner consultations in England and are associated with related comorbidities, including diabetes, depression, and obesity [4]. For the individual, the most common symptoms include pain, aching, stiffness, fatigue, reduced physical functioning, and loss of dexterity [3]. Treating musculoskeletal conditions is estimated to cost the United States US $213 billion [5] and costs the UK economy £10.2 billion (US $12.62 billion) in direct costs to the National Health Service [3].

Due to the prevalence and growing burden of musculoskeletal disability, an integrated, strategic approach that provides effective and accessible models of health service delivery on a population level is urgently required [2,6]. The use of mobile and wireless digital health interventions is one possible solution to deliver this objective [7]. Digital health interventions provide opportunities to tackle health system challenges and offer the potential to enhance the quality and sustainability of musculoskeletal health services [8]. The World Health Organization has recently published guidelines that classify digital health interventions in an attempt to standardize the vocabulary used within the diverse communities working in digital health [8]. In cognizance of this, digital health interventions in this study applies to interventions for clients, with all digital health interventions being delivered as apps, via websites or via web-based software [8].

Digital health interventions can provide high-reach, low-cost, readily accessible, and scalable patient education and self-management interventions that address time and resource constraints for musculoskeletal populations, delivered via apps or web-based platforms [6]. However, there are problems facing the implementation of digital health interventions [9]. A common problem is the failure of agreement on what constitutes appropriate evaluation before widespread rollout [9,10]. In addition, there is tension between the dynamic development of digital interventions and the slow transition into clinical practice from more conventional clinical trial outcomes [9-11]. If digital interventions are to be utilized as therapeutic interventions for musculoskeletal conditions, clinicians and service users need to have confidence in their effectiveness [10,11]. Ultimately, the development and utilization of digital health interventions in a therapeutic capacity for musculoskeletal conditions need to work toward reducing the burden of musculoskeletal-related disability.

Objective
The primary aim of this systematic review was to assess if digital health interventions are clinically effective in reducing pain and functional disability in patients with musculoskeletal conditions. The secondary aim was to explore the content, characteristics, and delivery of digital health interventions in the studies identified to ascertain if there were specific aspects of the interventions, or the population they were targeting, that were associated with beneficial outcomes. To the best of our knowledge, no systematic review has examined the effectiveness of digital health interventions in the management of musculoskeletal conditions.

Methods

Overview
A systematic review was undertaken to address the aims of the study. The authors (SH and RS) were assisted in the literature search by an experienced librarian, proficient in searching medical databases. The review was conducted in accordance with the Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA) guidelines [12]. The review protocol was registered with the International Prospective Register of Systematic Reviews (PROSPERO reference: CRD42018093343) before commencement of the study. However, deviations from the protocol were required following the pilot study. This was related to the inclusion of the PsycINFO database, which yielded no useful results and, as such, was not included in the main search.

Search Strategy
A systematic search of the following databases was conducted: MEDLINE, EMBASE, Cumulative Index to Nursing and Allied Health Literature, and Scopus from January 1, 2000 to November 15, 2019. The search was conducted on November 15, 2019. Abstract and subject-heading search terms pertinent to the study aims were developed and finalized jointly by the 3 authors (SH, RS, and GY) following background literature searches and a pilot study. Search terms and database specific–medical subject heading terms were used in various combinations (Multimedia Appendix 1). Boolean operators “OR” and “AND” were used to combine search terms.

Eligibility criteria were guided by the population, intervention, comparator, outcome, and study design framework [13] (Textbox 1). Titles and abstracts were reviewed for eligibility by 2 reviewers (SH and RS). Full-text papers were obtained and independently screened against the eligibility criteria by the same reviewers (SH and RS), and any disagreements were resolved through discussion. A third reviewer (GY) was available to resolve disagreements; however, this was not required. Manual searching of the reference lists was undertaken to identify any additional studies. The PRISMA flowchart details the search strategy for this review (Figure 1).

https://www.jmir.org/2020/6/e15617

J Med Internet Res 2020 | vol. 22 | iss. 6 | e15617 | p.210

(page number not for citation purposes)
Textbox 1. Eligibility criteria.

- **Inclusion criteria**
  - **Population**
    - Adults (older than 18 years) with musculoskeletal conditions (acute, subacute, and chronic)
    - Setting: Anywhere patient has access to the internet
  - **Intervention**
    - Any form of digital-based intervention/treatment delivered by any digital means (eg, website or app) over any time frame.
    - Digital health intervention: For the purpose of this review, digital health interventions refer to interventions for clients, including targeted client communication; personal health tracking; and on-demand information services delivered by apps, web-based software, or websites. It includes any intervention accessed through a computer (work or home), or smartphone, or other hand-held device, and it includes desktop computer programs or apps that provide self-management information and can be used online or offline. The intervention must function without the need for directive input from a health professional. They must also be interactive, which we define as requiring contributions from program users (eg, entering personal data and making choices), which alter pathways within programs to produce tailored material and feedback that is personally relevant to users.
  - **Comparator**
    - The stated intervention(s) compared with waiting list control (no intervention) or alternative (standard) means of delivery (eg, face-to-face, class-based, and printed materials/hand-outs), nondigital self-management interventions (eg, leaflets), and noninteractive digital (eg, web page of flat copy).
  - **Outcomes**
    - Any positive or adverse health-based outcome and/or predictive indicators assessing pain and/or physical functioning/disability.
  - **Secondary outcomes**
    - Any positive or adverse health-based outcome and/or predictive indicators assessing patient knowledge and understanding, self-efficacy, catastrophizing, and empowerment. In addition, assess for any correlation between specific aspects of digital interventions and specific outcomes.
  - **Study design**
    - Randomized controlled trials in English.

- **Exclusion criteria**
  - **Population**
    - Nonmusculoskeletal pathology; postsurgical management, for example, following anterior cruciate ligament repair; and post knee replacement
    - Papers pertaining to (chronic) pain, where it is not possible to extrapolate information specifically relating to (chronic) pain of musculoskeletal origin
    - Papers that examined musculoskeletal pain as a result of computer use
  - **Intervention**
    - Papers where digital interventions are used in combination with other methods of intervention of nondigital origin and it is not possible to extrapolate the information pertaining specifically to digital interventions
  - **Comparator**
    - Any form of digital-based intervention/treatment
  - **Outcome**
    - Do not assess pain and/or physical functioning/disability
  - **Study design**
    - Study protocols, case studies/discussion papers, nonrandomized control trials, pilot studies, conference abstracts, and non-English language
Data Extraction

Data relating to the research aims were independently extracted by the authors (SH, GY, RS). The data extracted included the study setting details (authors, year, and country of origin), the study population (number of participants, age, and gender), intervention details, duration/follow-up period, and outcome measures used (Table 1 and Multimedia Appendix 2). Any misunderstandings and disagreements were addressed through consultation.

All outcome measures and predictive tools (Multimedia Appendix 6) were acknowledged. There were numerous clinical outcome measures, with considerable disparity across the time frames over which interventions were assessed. In addition, a wide range of digital health interventions were used in the studies. According to Cochrane, this diversity across interventions and comparators is not compatible with statistical assessment via meta-analysis; instead, it is more suitable for narrative interpretation [13]. Attempting a meta-analysis with clinically diverse studies risks obscuring genuine differences in effects, resulting in inappropriate conclusions [13]. Furthermore, undertaking a meta-analysis of studies that are at risk of bias may be misleading, as this will compound the errors and produce results that may be interpreted inappropriately as having more credibility [13]. Therefore, for this review, a meta-analysis was not undertaken.

The results are presented in Multimedia Appendix 4. In line with the review’s primary aim, full details of study results are included in the table for all pain and functional disability outcomes. For additional outcomes, only significant between-group differences that were measured at the final time point in the study, are presented.
Table 1. Study and participant characteristics.

<table>
<thead>
<tr>
<th>Reference</th>
<th>Subjects total, N</th>
<th>Subjects, n</th>
<th>Age (years), mean (SD)</th>
<th>Male: female (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>CG&lt;sup&gt;a&lt;/sup&gt;</td>
<td>EG&lt;sup&gt;b&lt;/sup&gt;</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>EG1</td>
<td>EG2</td>
<td>EG1</td>
</tr>
<tr>
<td>Allen et al [14]</td>
<td>350</td>
<td>68</td>
<td>140&lt;sup&gt;d&lt;/sup&gt;</td>
<td>142&lt;sup&gt;d&lt;/sup&gt;</td>
</tr>
<tr>
<td>Bennell et al [6]</td>
<td>148</td>
<td>74</td>
<td>74</td>
<td>_&lt;sup&gt;e&lt;/sup&gt;</td>
</tr>
<tr>
<td>Bennell et al [15]</td>
<td>144</td>
<td>71</td>
<td>73</td>
<td>—</td>
</tr>
<tr>
<td>Bossen et al [16]</td>
<td>199</td>
<td>99</td>
<td>100</td>
<td>—</td>
</tr>
<tr>
<td>Buhrman et al [17]</td>
<td>54</td>
<td>28</td>
<td>26</td>
<td>—</td>
</tr>
<tr>
<td>Carpenter et al [20]</td>
<td>141</td>
<td>71</td>
<td>70</td>
<td>—</td>
</tr>
<tr>
<td>Chhabra et al [21]</td>
<td>93</td>
<td>48</td>
<td>45</td>
<td>—</td>
</tr>
<tr>
<td>Chiauzzi et al [22]</td>
<td>199</td>
<td>104</td>
<td>95</td>
<td>—</td>
</tr>
<tr>
<td>Del Pozo-Cruz et al [23-25]</td>
<td>100</td>
<td>50</td>
<td>50</td>
<td>—</td>
</tr>
<tr>
<td>Irvine et al [26]</td>
<td>597</td>
<td>199</td>
<td>_&lt;sup&gt;g&lt;/sup&gt;</td>
<td>199&lt;sup&gt;h&lt;/sup&gt;</td>
</tr>
<tr>
<td>Krein et al [27]</td>
<td>229</td>
<td>118</td>
<td>111</td>
<td>—</td>
</tr>
<tr>
<td>Marangoni [28]</td>
<td>68</td>
<td>23</td>
<td>22&lt;sup&gt;i&lt;/sup&gt;</td>
<td>23&lt;sup&gt;j&lt;/sup&gt;</td>
</tr>
<tr>
<td>Mecklenberg et al [29]</td>
<td>125</td>
<td>54</td>
<td>101</td>
<td>—</td>
</tr>
<tr>
<td>Peters et al [30]</td>
<td>50</td>
<td>112&lt;sup&gt;k&lt;/sup&gt;</td>
<td>114&lt;sup&gt;l&lt;/sup&gt;</td>
<td>50.6 (10.1)</td>
</tr>
<tr>
<td>Petrozzoli et al [31]</td>
<td>276</td>
<td>54</td>
<td>54</td>
<td>—</td>
</tr>
<tr>
<td>Toelle et al [33]</td>
<td>94</td>
<td>46</td>
<td>48</td>
<td>—</td>
</tr>
<tr>
<td>Van den Heuvel et al [34]</td>
<td>268</td>
<td>90</td>
<td>97</td>
<td>81</td>
</tr>
</tbody>
</table>

<sup>a</sup>C: control group.
<sup>b</sup>E: experimental group.
<sup>c</sup>P: physical therapy.
<sup>d</sup>IBET: internet-based exercise training.
<sup>e</sup>not recorded.
<sup>f</sup>Total sample. Not recorded for control group and evaluation group.
<sup>g</sup>Fit back.
<sup>h</sup>Alternative care.
<sup>i</sup>CASP: computer-assisted stretching program.
<sup>j</sup>FLIP: facsimile lesson with instructional pictures (hard copy).
<sup>k</sup>iCBT: internet-delivered cognitive behavioral therapy.
<sup>l</sup>PPI: positive psychology intervention.

Quality Assessment

Methodological quality of the included studies was assessed by the lead researcher (SH) using the Cochrane risk of bias tool (modified) for quality assessment of randomized controlled trials (RCTs) [35]. This tool examines different subsets of bias, including performance, selection, detection, and attrition [36]. In total, 40% of the papers were independently assessed by a second reviewer (RS), and any disagreements were resolved through discussion. A third author was available (GY) should disagreements not be resolved but was not required.

Results

Search Results

A total of 1047 papers of potential interest were identified (Figure 1 and Multimedia Appendix 3). Of these, 301 were excluded as duplicates, leaving 746 for title and abstract screening. Following screening, the full texts of 57 papers were
obtained and screened for eligibility, resulting in 22 papers eligible for inclusion.

**Description of the Included Studies**

Of the 22 papers identified (Figure 1), 3 papers were published in 1 study [23-25], whereas another study published 2 papers [18,19]. Although the study population and intervention were the same in Del Pozo et al’s [23-25], Calner et al’s, and Nordin et al’s [18,19] papers, different outcomes were reported in each publication. Therefore, for the quality assessment, each of these papers was assessed individually using the designated assessment tool. However, for data extraction, the 3 Del Pozo et al’s papers [23-25], and the Calner et al and Nordin et al’s [18,19] papers, have been combined to avoid duplication of the participant outcomes, thus leaving 19 individual studies included in the data extraction and results tables (Table 1, and Multimedia Appendices 2, and 4). Of the 19 included studies, most were from the United States (n=8) [14,20,22,26-29,32]; 3 were from Australia [6,15,31]; 3 were from the Netherlands [16,30,34]; 2 were from Sweden [17-19]; and 1 each from Spain [23-25], Germany [33], and India [21]. One study was published in 2003 [34]; otherwise, all other studies were published between 2010 and 2019.

Of the studies that reported on the gender of participants, all studies except 3 [27,29,32] had a greater number of female participants. All studies included participants with an average age of 35 to 69 years. A wide variety of musculoskeletal conditions were examined by the included studies. In total, 10 studies investigated digital health interventions for LBP [17,20-27,31-33], 3 studies examined musculoskeletal pain [18,19,28,30], 3 studies investigated knee pain [6,14,29], 2 studies examined hip pain only or both knee and hip pain [15,16], and 1 investigated neck/upper limb pain [34].

**Quality Assessment and Risk of Bias**

Risk of bias was assessed using the modified Cochrane collaboration tool for assessing risk of bias [35]. Bias is assessed as a judgment (high, low, or unclear) for individual elements (7 domains) from 5 categories: selection (allocation concealment and randomization procedure), blinding (participants/personal and outcome assessors), completeness of data, selective outcome reporting, and other potential sources of bias [35]. Overall, the methodological quality of the included studies was variable (Table 2; refer to the judging criteria described in Multimedia Appendix 5). Of the 22 included studies, 1 achieved a low risk of bias across all 7 domains [15]. A further 6 were unable to blind the participants [6,14,21,23-25,27,31] but achieved a low risk of bias over the remaining 6 domains. Of the remaining 13 studies, a low risk of bias was achieved in 5 or fewer domains. The most consistent domain that failed to achieve a low risk of bias was the blinding of the study participants. The only study that was able to achieve blinding of participants [15] is one where both the control and the experimental group were told they would receive web-based resources and physiotherapy. However, 1 of the groups received only 8 information sheets on the web (flat copies; see Textbox 1) as opposed to the experimental group, which received an interactive digital intervention—pain coping skills training.
Table 2. Modified Cochrane collaboration tool for assessing risk of bias (For all domains, if reported Yes, this would indicate a low risk of bias, No would indicate a high risk of bias, and Unclear would indicate an unclear risk of bias).

<table>
<thead>
<tr>
<th>Reference</th>
<th>Sequence generation</th>
<th>Allocation concealment</th>
<th>Blinding of participants and personnel</th>
<th>Blinding of outcome assessors</th>
<th>Incomplete outcome data</th>
<th>Selective outcome reporting</th>
<th>Other sources of bias</th>
</tr>
</thead>
<tbody>
<tr>
<td>Allen et al [14]</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Bennell et al [6]</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Bennell et al [15]</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Bossen et al [16]</td>
<td>Unclear</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Buhrman et al [17]</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>Unclear</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Calner et al [18]</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>Unclear</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Carpenter et al [20]</td>
<td>Yes</td>
<td>Unclear</td>
<td>Unclear</td>
<td>Unclear</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Chhabra et al [21]</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Chiauzzi et al [22]</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>Del Pozo-Cruz et al [23]</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Del Pozo-Cruz et al [24]</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Del Pozo-Cruz et al [25]</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Irvine et al [26]</td>
<td>Unclear</td>
<td>Unclear</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>Krein et al [27]</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Marangoni [28]</td>
<td>No</td>
<td>No</td>
<td>Unclear</td>
<td>No</td>
<td>Unclear</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>Mecklenberg et al [29]</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Nordin et al [19]</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>Unclear</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>Peters et al [30]</td>
<td>Unclear</td>
<td>Unclear</td>
<td>Unclear</td>
<td>Unclear</td>
<td>Yes</td>
<td>Yes</td>
<td>Unclear</td>
</tr>
<tr>
<td>Petrozzi et al [31]</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Shebib et al [32]</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>Toelle et al [33]</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Van de Heuvel et al [34]</td>
<td>Yes</td>
<td>Unclear</td>
<td>No</td>
<td>Unclear</td>
<td>Yes</td>
<td>Unclear</td>
<td>No</td>
</tr>
</tbody>
</table>

Pain

All 19 included studies used outcomes that assessed pain. Of these, 9 reported statistically significant improvements in pain [6,15,16,23-26,28,29,32,33], 4 studies [6,15,16,26] assessed pain at more than one time point, and in 2 studies [15,16], improvement was not maintained at the last time point measured. In all, 4 studies [15,16,23-26] reported effect sizes, measured by odds ratio, eta squared, or Cohen d (Multimedia Appendix 4). The findings in 1 study indicated a large effect size [23-25], 2 studies reported moderate effect sizes [15,26], and 1 study reported a small effect size [15,16]. In relation to the quality of the studies, 3 out of the 9 studies with positive outcomes [6,15,23-25] were within those classified as low risk of bias or those that had low risk of bias in 6 out of 7 categories, with the exception of binding [6,23-25] (Table 2).

Of the 9 studies that demonstrated statistically significant improvement in pain, 1 was on participants with hip OA, 1 was on chronic knee and hip OA, 1 was on knee pain, and 5 were on LBP. Of the 10 studies that did not demonstrate improvement, 1 was on OA knee, 6 were on chronic LBP, 2 were on chronic musculoskeletal pain, and 1 was on work-related neck and upper limb disorders. The duration of the interventions varied from 3 weeks to 9 months in the studies that showed improvement and 3 weeks to 12 months in those studies that did not show positive outcomes.

Functional Disability

In all, 16 of the included studies [6,14-16,18-27,29-33] used outcomes that assessed functional disability. Of these, 10 reported statistically significant improvements [6,15,16,20,21,23-27,29,32] (Multimedia Appendix 4); 5 of these studies [6,15,16,26,27] assessed outcomes at more than one time point, and in 2 studies [15,27], improvement was not maintained at the last time point measured. A total of 6 studies [15,16,20,21,23-26] reported effect sizes. In total, 3 studies reported a large effect size [15,16,23-25], 2 studies reported a moderate effect size [20,21], and 1 study reported a small effect size [20,21].
size [26] (Multimedia Appendix 4). In relation to the quality of the studies, 5 out of the 10 studies with positive outcomes [6,15,21,23-25,27] had a low or relatively low risk of bias (Table 2).

Of the 10 studies that demonstrated statistically significant improvement in functional disability, 2 studies were on participants with chronic knee pain, 1 was on hip OA, 1 was on chronic knee and hip OA, 3 were on LBP, and 3 were on chronic LBP. Of the 6 studies that did not demonstrate improvement, 1 was on OA knee, 1 was on LBP, 2 were on chronic LBP, and 2 were on chronic musculoskeletal pain [14,18,19,22,30,31]. The duration of the interventions varied from 3 weeks to 9 months in the studies that showed improvement and 4 weeks to 4 months in those studies that did not show positive outcomes.

**Additional Outcome Measures**

Several additional outcomes were measured across the studies including measures of quality of life, psychosocial distress, work, and surgery interest. Multimedia Appendix 2 gives details of all outcomes, and Multimedia Appendix 4 shows statistically significant results at the last measured time point for each study. The most frequent additional outcomes across the studies were catastrophizing, self-efficacy, quality of life, and coping strategies.

Of the 7 studies reporting on catastrophizing [6,15,17,20,22,31,33], 4 reported statistically significant improvements [6,15,17,20]. Moreover, 7 studies examined self-efficacy [6,15,16,18-20,22,31], 2 of which reported statistically significant improvements [6,20]. In all, 6 studies reported on health-related quality of life [6,15,17-19,23-26], of which 3 [6,17,23-25] reported statistically significant improvements. In total, 6 studies reported on coping ability [6,15,16,18,19,22,30], of which 4 [6,15,16,22] showed significant improvement. A total of 2 studies examined self-reported interest in surgery post intervention [29,32], and both the studies showed significant reductions in pursuing surgical intervention.

**Discussion**

**Principal Findings**

The primary aim of this systematic review was to assess if digital health interventions were clinically effective in impacting musculoskeletal pain and functional disability in patients with musculoskeletal conditions. The results of the analysis show that there is some evidence to support the effectiveness of digital health interventions in improving pain, with 9 out of 19 studies reporting significant improvements. There was stronger evidence to support the role of digital health interventions in improving functional disability, with 10 out of 16 studies reporting significant improvements. There were also positive results shown in several additional outcomes, most notably catastrophizing and coping strategies, with 4 out of 7 and 4 out of 6 studies, respectively, reporting significant improvements.

In terms of musculoskeletal conditions treated, both peripheral and spinal conditions showed improvement in pain and/or functional disability. However, pain outcomes in all studies with a study population of chronic musculoskeletal conditions (chronic low back and chronic musculoskeletal pain) did not show any significant improvements. This is not a surprising finding, as generally interventions for chronic low back and chronic musculoskeletal pain may be more likely to have a greater effect on function, quality of life, and psychosocial factors than pain [37], as was found in this review. The positive outcomes for the majority of studies that considered coping strategies and catastrophizing may indicate that digital education and management strategies enable patients to better understand and cope with their musculoskeletal condition. The reduction in interest in surgery found in 2 studies [29,32] supports this.

Overall, the methodological quality of the included trials was variable. Only 1 study [15] had a low risk of bias across all domains. In total, 6 further studies were unable to blind the study participants [6,14,21,23-25,27,31], which is a common challenge facing researchers developing pragmatic clinical trials with comparative interventions [36]. Therefore, the potential risk of performance bias is elevated [36]. However, there was no observed direct relationship between the quality of trials and positive or negative outcomes; 3 of the 7 studies with low or relatively low risk of bias demonstrated significant improvements in pain, and 5 studies demonstrated significant improvements in functional disability. The large number of outcome measures used by the included studies made direct comparisons between studies difficult. This is a common problem in musculoskeletal research and is a reflection of the large number of outcome measures used in musculoskeletal conditions. The digital health interventions also varied considerably in many aspects including duration, program features, and targeted musculoskeletal condition, meaning a meta-analysis was not possible.

The secondary aim of the study was to explore the content, characteristics, and delivery of digital health interventions to ascertain if there are specific aspects of the interventions, or the population they are targeting, that are associated with beneficial outcomes. In relation to this aim, we looked across all studies in an attempt to identify characteristics related to positive or negative outcomes. Several features emerged following the analysis of the studies.

It appears important to match the digital health intervention to known evidence-based approaches for the condition. Examples of this can be seen in the studies where the population had chronic LBP or chronic musculoskeletal pain. In 3 of the studies that did not show any significant improvements in functional disability [17,22,30], interventions were not matched to what would be considered the best evidence-based practice. It is widely recognized that chronic musculoskeletal conditions, particularly LBP, are optimally managed using a biopsychosocial approach [38] incorporating both physical and psychosocial elements in the rehabilitation program. Chiauzzi et al [22], Peters et al [30], and Buhrman et al [17] utilized components of a psychosocial approach within their digital health interventions, but they did not specify an exercise or physical activity component. None of these studies demonstrated improvement in pain or functional disability. In contrast, 3 studies [20,21,26] did achieve statistically significant improvements in functional disability when including an exercise/physical activity component alongside a psychosocial
component within their digital health intervention. In total, 2 studies [18,19,31] demonstrated the inclusion of all components of a biopsychosocial approach but achieved no statistically significant improvement in functional disability; however, this can be explained to an extent by the nature of the studies. In Calner et al’s and Nordin et al’s studies [18,19], the control group received multimodal rehabilitation (MMR) treatment from a minimum of 3 different health care professionals, including physiotherapists, psychologists, physicians, occupational therapists, and nurses. The experimental group also received MMR plus a web-based behavior change program; therefore, both the experimental and control groups had access to extensive psychosocial and physical intervention. Petrozzi et al [31] conducted an established internet-delivered program designed for the prevention and management of depressive symptoms (MoodGYM) and conducted a single-blinded study to examine the effectiveness of this in combination with physical treatments for patients with chronic LBP. The lack of significant improvement may be a reflection of the mismatch of content to the target population. The population for this study had moderate levels of back pain, low levels of disability, high levels of self-efficacy, and normal to mild levels of psychological distress (as assessed by STarTBack screening tool). However, MoodGYM is targeted toward those with higher levels of psychological distress and at higher risk of ongoing disability. The authors themselves acknowledge this as a limitation of their study. This highlights the importance of content being appropriately targeted toward the intended audience.

Another feature we identified was that all the digital health interventions delivered on an app [21,26,29,32,33], as opposed to a web-based program, produced positive results in pain and/or functional disability. In the context of this review, apps appear to have gained popularity in recent years. Of the 5 studies using apps, 1 was published in 2015 and the remaining 4 in 2018-2019. A number of reasons can be hypothesized as to why apps may provide successful digital health interventions. All the apps had in-app functions that facilitated greater engagement with study participants, for example, sensor-guided exercise features, notifications, and daily activity goals. Additionally, the success of apps may be related to other factors, including ease of access, portability, and convenience in comparison to web-based interventions.

In several studies, additional efforts were made to encourage engagement with the digital intervention. Various forms of multimedia additional support were included in 10 studies, such as phone calls, email reminders, and text messages [6,14-17,23-26,29-31]. In total, 6 of these studies demonstrated positive results for either pain and/or functional disability. Therefore, there is some indication that these additional forms of support may be linked to positive outcomes; however, the frequency and delivery modes were variable; as such, it is difficult to quantify the extent to which additional forms of support improve the effectiveness of a digital health intervention.

Due to the different features within each intervention, it was difficult to draw any firm conclusions regarding which components of digital intervention create the most engaging digital interface. The number of participant-interactive components within web-based interventions (eg, exercise trackers, web-based coaching, and quizzes) did not appear to definitively influence the success of the intervention. Both significant and nonsignificant outcomes were seen in trials with multiple interactive elements (Multimedia Appendix 2). An RCT by Riva et al [39] was designed to specifically evaluate the addition of interactive features to a well-established internet intervention for chronic back pain; the results of this study showed no difference between the group with multiple interactive features and the control in relation to pain and physical activity. It is also unclear if tailoring the intervention offers additional benefits. One of the studies included in this review [26] was a 3-arm study comparing a control group, tailored mobile-web intervention, and an alternative care group that received emails directing participants to nontailored web-based resources. Significant reductions in function were reported at 16-week follow-up for both intervention groups compared with the control; however, there was no significant difference between the groups.

In all studies reviewed, there was minimal reference to patient involvement in the development of the digital health intervention. Many studies on such interventions appear to use content developed by the medical/research team, with little reference to patient involvement in the design phase of the intervention [40]. Involving patients early in the development process may help inform key features of the design, including what constitutes an engaging interface.

In 6 studies [6,15,18,19,29,31,33], digital health interventions were used as an adjunct to face-to-face intervention with a health care practitioner, that is, physiotherapist or multidisciplinary team; 4 of these studies [6,15,29,33] showed improvements in pain and/or functional disability. In the 2 studies in which digital intervention did not show any improvement [18,19,31], the studies by Calner et al and Nordin et al [18,19] involved extensive MDT rehabilitation in both groups, and the addition of web-based intervention did not improve outcomes. This may reflect the intensity of face-to-face treatment received by the study participants in both groups. Petrozzi et al’s study [31] was targeted at patients with high levels of psychosocial distress that did not match the presentation of the patients in the study group; the mismatch of the intervention to the target group may have influenced the results. As such, there is some support that digital health interventions may improve outcomes as an adjunct to face-to-face treatment with a health care practitioner. Importantly, in no cases were digital health interventions inferior to an interventional control in relation to pain or functional disability, and no trials reported adverse events. This, in itself, is an important finding, as although not always superior to interventional controls (usual care), digital health interventions have the ability to deliver safe, high-reach, low-cost, readily accessible, and scalable care. They could also help address physical access issues, as a result of the nature of a patient’s pain, comorbidities, travel distances, and costs. Therefore, the use of digital interventions as an alternative to usual care may have a substantial impact on helping to manage the growing burden of musculoskeletal functional disability. This is particularly pertinent in health care systems currently stretched to such an extent that the frequency of delivery of face-to-face appointments is suboptimal. Digital health interventions may
ultimately result in patients accessing more health care than they would in a solely face-to-face scenario.

From the review, no conclusions can be drawn regarding the duration of intervention for both pain and functional disability. Significant and nonsignificant outcomes were found in both short duration (3 weeks) and longer duration studies (up to 12 months). Due to the heterogeneity of the interventions and the lack of detail in the studies, it is also difficult to draw conclusions on the optimal dose or exposure to digital health interventions required to gain meaningful benefits. Many studies did not quantify how long patients engaged with the digital intervention; therefore, it is not possible to conclude if patients who engaged for longer durations with the intervention did better or worse. Further research is needed in both areas.

In what is perhaps a reflection of the emerging role of digital health interventions in the management of musculoskeletal conditions, there was a lack of long-term follow-up, particularly for patients with chronic musculoskeletal conditions in the majority of studies. It would be beneficial to assess the impact of successful websites and apps over a longer duration, as this has potential implications for patients, services, and health care resources if acute exacerbations of chronic conditions can be, at least in part, managed remotely.

There are certain limitations to this systematic review. Only English language studies were included; therefore, it is possible that relevant literature published in other languages may have been excluded. In addition, this review only included RCT study designs; however, this was to ensure that higher levels of evidence were used to address the aim of the review [41]. Finally, it was not possible to undertake a meta-analysis due to the diversity across interventions and comparators in the reviewed trials [13].

Conclusions

This review has demonstrated that digital health interventions have some clinical benefits in the management of musculoskeletal conditions. There is evidence to support the effectiveness of digital health interventions in improving pain. There is stronger evidence to support the effectiveness of digital health interventions in improving functional disability. There are also positive results shown in several additional outcomes, notably catastrophizing and coping strategies. This review demonstrates the potential of digital health interventions to contribute positively toward diminishing the personal, societal, and economic impact of musculoskeletal conditions, which, as our population ages, is only set to grow. Further research is needed to identify the patient subgroups that respond most positively to digital health interventions and also to determine the pertinent features of the interventions that are likely to achieve more successful patient outcomes.
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Abstract

Background: Primary care is a major access point for the initial treatment of depression, but the management of these patients is far from optimal. The lack of time in primary care is one of the major difficulties for the delivery of evidence-based psychotherapy. During the last decade, research has focused on the development of brief psychotherapy and cost-effective internet-based interventions mostly based on cognitive behavioral therapy (CBT). Very little research has focused on alternative methods of treatment for depression using CBT. Thus, there is a need for research into other therapeutic approaches.

Objective: This study aimed to assess the effectiveness of 3 low-intensity, internet-based psychological interventions (healthy lifestyle psychoeducational program [HLP], focused program on positive affect promotion [PAPP], and brief intervention based on mindfulness [MP]) compared with a control condition (improved treatment as usual [iTAU]).

Methods: A multicenter, 4-arm, parallel randomized controlled trial was conducted between March 2015 and March 2016, with a follow-up of 12 months. In total, 221 adults with mild or moderate major depression were recruited in primary care settings from 3 Spanish regions. Patients were randomly distributed to iTAU (n=57), HLP (n=54), PAPP (n=56), and MP (n=54). All patients received iTAU from their general practitioners. The main outcome was the Spanish version of the Patient Health Questionnaire-9 (PHQ-9) from pretreatment (time 1) to posttreatment (time 2) and up to 6 (time 3) and 12 (time 4) months’ follow-up. Secondary outcomes included the visual analog scale of the EuroQol, the Short-Form Health Survey (SF-12), the Positive and Negative Affect Schedule (PANAS), and the Pemberton Happiness Index (PHI). We conducted regression models to estimate outcome differences along study stages.
Results: A moderate decrease was detected in PHQ-9 scores from HLP ($\beta=-3.05; P=.01$) and MP ($\beta=-3.00; P=.01$) compared with iTAU at posttreatment. There were significant differences between all intervention groups and iTAU in physical SF-12 scores at 6 months after treatment. Regarding well-being, MP and PAPP reported better PHI results than iTAU at 6 months post treatment. PAPP intervention significantly decreased PANAS negative affect scores compared with iTAU 12 months after treatment.

Conclusions: The low-intensity, internet-based psychological interventions (HLP and MP) for the treatment of depression in primary care are more effective than iTAU at posttreatment. Moreover, all low-intensity psychological interventions are also effective in improving medium- and long-term quality of life. PAPP is effective for improving health-related quality of life, affect, and well-being in patients with depression. Nevertheless, it is important to examine possible reasons that could be implicated for PAPP not being effective in reducing depressive symptomatology; in addition, more research is still needed to assess the cost-effectiveness analysis of these interventions.

Trial Registration: ISRCTN Registry ISRCTN82388279; http://www.isrctn.com/ISRCTN82388279

International Registered Report Identifier (IRRID): RR2-10.1186/s12888-015-0475-0

(J Med Internet Res 2020;22(6):e15845) doi:10.2196/15845
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Introduction

Background
Depression represents a significant personal, economic, and societal burden [1-3]. Primary care remains a major access point for initial treatment of depression [4,5]. Previous studies reveal that more than 80% of patients with depression are being managed in general practice [6,7]. However, management of these patients is far from optimal, and it has been reported that only one-half of the patients receive adequate care, whether pharmacological or psychological [5]. Pence et al [4] estimated that only 47% of primary care patients with depression are clinically recognized, 24% receive treatment, and 9% receive adequate treatment.

Multiple and complex facilitators and barriers to treatment have been described [8,9], and access to evidence-based psychotherapy is one of these difficulties. Different factors such as professionals’ training, time needed, costs or work overload, professionals’ attitudes and organization, and geographical and logistic difficulties are some of the reasons that make the integration of psychotherapy in primary care difficult. New forms and models for delivering psychotherapy in primary care have been proposed to overcome these problems. The implementation of stepped and collaborative care models in primary care settings that provide time-limited psychotherapy have been found to improve the management of depression [10]. One of the most important difficulties for integrating psychotherapy into primary care is the lack of time and resources. Many empirically tested treatment protocols last 1 hour on a weekly basis for 15-20 sessions. (Extensive time and resources imply important difficulties for the application of this type of therapy.) For these reasons, and in an effort to reduce the high medical costs of depression treatment and overcome the difficulties of traditional treatments in primary care, brief psychotherapy for depression effective and cost-effective internet-based interventions have been extensively developed during the last decade [11,12]. Low-intensity, internet-based interventions could be a simple, cost-effective method for treating depression in primary care settings [13]. In fact, meta-analyses suggest that depression can be effectively treated with brief psychotherapy (6-8 sessions), specifically with cognitive behavioral therapy (CBT), problem-solving therapy [14], and counseling approaches [15].

Most of the internet interventions aiming at the treatment of depression are based on CBT. Previous findings for other forms of face-to-face psychotherapy suggest that there is no one-fits-all solution [16], but few studies have analyzed web-based interventions based on other types of treatments. First results are promising, but more research is needed to determine the efficacy of alternative programs than internet-delivery CBT [17].

In a previous study, our group shows the efficacy of an internet intervention for depression in primary care (smiling is fun) [18]. The program follows a transdiagnostic perspective, and it is based on CBT techniques but also includes other psychological strategies to improve depressive symptoms such as promotion of healthy lifestyles, positive affect, and mindfulness. The treatment protocol is composed of 10 modules and lasts about 3 months. The program proved to be more effective than treatment as usual alone, but the attrition rate at follow-up was significant and the retention rate was not as good as we expected. These results led us to design a new protocol with the objective to identify which of the alternative therapeutic approaches was more effective and, also, to shorten the duration of the program to achieve better rates of attrition and retention.

Evidence of the benefits for treating depression of positive psychology, mindfulness, and lifestyle habits delivered using internet is growing as a result of increase in research studies over the last 10 years [19-22]. Meta-analyses of positive psychological interventions delivered to clinical and community samples have reported small but significant effects for reducing depressive symptoms [23] and comparable efficacy and lasting effects to traditional psychotherapy and pharmacotherapy [24,25]. Web-based positive emotion skills training for depression have shown preliminary good results [19,26] but warrant additional study. There is growing evidence for positive
benefits of mindfulness interventions in clinically depressed individuals [27,28]. Recent reviews and meta-analysis of mindfulness-based CBT suggest that internet-based approaches have potential to contribute to improving depression [29,30], but there is a need for research into this therapeutic approach. Finally, lifestyle web-based interventions can be an effective and inexpensive alternative or supplement to depression therapy that is delivered using more traditional modes, overcoming barriers that make people from accessing treatment difficult. The results of a recent review [31] highlight the potential of web-based lifestyle interventions as adjunctive treatments for depression and the possibility of achieving significant improvements in depressive symptoms when targeting lifestyle behavior change. But the limited number of studies requires further clinical trials to achieve better understanding.

**Objectives**

Considering the scarcity of these studies and the fact that low-intensity, internet-based psychological interventions could be an efficacious and cost-effective therapeutic option for the treatment of depression, the aim of this study was to assess the effectiveness of 3 low-intensity, internet-based psychological interventions (psychoeducational program for the promotion of a healthy lifestyle (HLP), psychological intervention for the promotion of positive affect (PAPP), and brief intervention based on mindfulness [MP]) compared with a control condition.

**Methods**

**Study Design**

This study was a multicenter, 4-arm, parallel randomized controlled trial. Adults with depressive symptoms in primary care were randomly assigned to one of the following groups: (1) HLP + improved treatment as usual (iTAU), (2) PAPP + iTAU, (3) MP + iTAU, or (4) iTAU.

Trial registration number of this study was ISRCTN82388279. Research protocol of the study has been described elsewhere [32].

**Recruitment of Participants and Baseline Assessment**

We recruited patients with major depression or dysthymia, older than 18 years, able to understand and read Spanish, with mild or moderate depression according to the Patient Health Questionnaire-9 (PHQ-9; 5-9: mild depression; 10-14: moderate depression) [33], and with symptoms lasting longer than 2 weeks. Major depression and dysthymia were identified using the MINI International Neuropsychiatric Interview 5.0. We excluded patients with a diagnosis of any disease that may affect the central nervous system (brain pathology, traumatic brain injury, dementia, etc.); with any psychiatric disorder other than major depression, dysthymia, anxiety disorders, or personality disorders; with any medical, infectious, or degenerative disease that may affect mood; with presence of delusional ideas or hallucinations consistent or not with mood; and with suicide risk.

Participants were recruited in primary care settings, between March 2015 and March 2016, in the Spanish regions of Aragon, Andalusia, and the Balearic Islands. When the general practitioner identifies a potential participant during a routine visit, he or she explained to the patient the characteristics of the study. When the patient was interested in participating, he or she signed an informed consent form and the general practitioner filled a referral form describing the sociodemographic characteristics of the patient and a checklist for inclusion and exclusion criteria and gave him or her the patient’s information sheet and a handout describing the study. The general practitioner sent these documents by fax to the local researcher. Participants were interviewed in the next 3 days by the researcher, which administered psychological assessment instruments related with inclusion and exclusion criteria by phone. Included participants were randomized to 1 of the 4 groups by an independent researcher. Patient safety was systematically monitored. The Ethical Review Board of the regional health authority approved the study (Ref: IB 2144/13PI).

**Randomization, Concealment, and Blinding**

The sequence was concealed until interventions were assigned. Participants agreed to participate before the random allocation without knowing which treatment they were being allocated to. Study personnel conducting psychological assessment were masked to participants’ treatment conditions. The researcher that administered baseline assessments was unaware of the treatment group to which the participant belonged. This researcher was different from the one that administered the questionnaires over the study. General practitioners were also unaware, as far as possible, of the arm to which each patient had been randomized, as their treatment needed to be exclusively based on the recommendations of the treatment of depression guidelines.

**Follow-Up**

Follow-up data collection took place between April 2015 and June 2017. Participants were assessed on web at pretreatment (time 1), posttreatment (time 2), and 6- (time 3) and 12- (time 4) month posttreatment assessments. The web-based platform hosted the questionnaires. Participants were sent an email with a link to that platform. No other protocols were used to increase compliance with the research data collection, but a phone call was made before each wave assessment to increase response rates.

**Improved Treatment as Usual**

All the patients included in the study (irrespective of the treatment group randomly assigned) received iTAU. This treatment was provided by their general practitioners, who had previously received a training program to update their knowledge on how to diagnose and treat depression in primary care and optimized by the recommendations based on Spanish Guide for the Treatment of Depression in Primary Care [34,35]. In case of suicide risk or severe social dysfunction or worsening of symptoms being detected, patients were referred to mental health facilities.

**Intervention Groups**

All interventions (except iTAU) were composed of one face-to-face group session and 4 web-based, individual, and interactive therapeutic modules.
The face-to-face session, which took place in primary care centers, involved up to 5 patients and was 90 min long. The aim of this session was to explain the program structure and main components of treatment and to motivate participants for change.

The web-based therapeutic modules are oriented to work on different psychological techniques, and the duration of each module is approximately between 40 and 60 min. All modules include an explanation of the module contents, check questions to test if they understand the contents, and exercises to practice the techniques. These modules are sequential, to move step by step, throughout the program. However, users can review the module contents once they are finished. Although the duration of the program can vary among users, it is estimated that for most people, it lasted between 4 and 8 weeks. Regarding the therapeutic content, all intervention groups are composed of 4 intervention modules based on different psychological techniques, as shown in Table 1. A more specific and detailed description of the module contents can be found elsewhere [32].

To maximize adherence, participants received 2 weekly automated mobile phone messages, encouraging them to proceed with the program and reminding them of the importance of doing the tasks in each module. If participants did not access the program for a week, they received an automated email encouraging them to continue with the modules. Furthermore, the program also offers continued feedback to users through the assessment tools showing them their progress throughout the entire treatment process. All groups of patients received a participant manual with information about the technical aspects of the web-based program.

Table 1. Intervention modules and main objectives.

<table>
<thead>
<tr>
<th>Intervention and modules</th>
<th>Main objective</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Psychoeducational program for the promotion of a healthy lifestyle</strong></td>
<td></td>
</tr>
<tr>
<td>Beginning of a lifestyle change</td>
<td>To teach the importance of healthy lifestyle to improve emotional health and general well-being and to give structured hygienic-dietary recommendations.</td>
</tr>
<tr>
<td>Physical activity. Learning to move on</td>
<td>To give information about the most recommended exercises to improve mood, and to train the patient in learning procedures to increase motivation, to start being more active, and to maintain this physical activity regularly.</td>
</tr>
<tr>
<td>Diet. Learning to eat</td>
<td>To teach the importance of diet to achieve a good physical and mental health, and the role of the Mediterranean diet in the prevention and treatment of depression.</td>
</tr>
<tr>
<td>Sleep. The importance of good sleep</td>
<td>To understand the relationship between sleep and general health.</td>
</tr>
<tr>
<td><strong>Psychological intervention for the promotion of positive affect</strong></td>
<td></td>
</tr>
<tr>
<td>Learning to live</td>
<td>To teach the importance of establishing and maintaining an adequate activity level and the relevance of choosing activities that are significant, with a personal meaning for the individual.</td>
</tr>
<tr>
<td>Learning to enjoy</td>
<td>To give education about the effect of positive emotions and to train the patient in learning procedures to increase the likelihood of experiencing positive emotions, promoting the occurrence of pleasant activities to learn to enjoy the present moment.</td>
</tr>
<tr>
<td>Accepting to life</td>
<td>To train the patient in focusing on positive emotions related with the past (such as gratitude) or the future (such as optimism).</td>
</tr>
<tr>
<td>Living and learning</td>
<td>To train the patient in understanding life as a continuous process of learning and personal growth, emphasizing the training in strategies to promote psychological strengths, resilience, and meaningful goals linked to important values.</td>
</tr>
<tr>
<td><strong>Brief intervention based on mindfulness</strong></td>
<td></td>
</tr>
<tr>
<td>Getting to know mindfulness</td>
<td>To show what mindfulness is, prejudices about it, the inattention problem, and some of its main benefits and recommendations to practice it.</td>
</tr>
<tr>
<td>Establishing formal and informal practices</td>
<td>To teach the importance of the establishment not only of formal but also of informal practice.</td>
</tr>
<tr>
<td>Through management, body scan practice and values</td>
<td>To help people to see the importance of values to keep a regular mindfulness practice.</td>
</tr>
<tr>
<td>Self-compassion. Integrating mindfulness in everyday life</td>
<td>To establish a regular practice of mindfulness to be indefinitely kept.</td>
</tr>
</tbody>
</table>
Instruments

Demographic Variables

We gathered sociodemographic data such as gender, age, place of residence, family status, living with family or alone, level of studies, work status, and income level according to national minimum wage (NMW) as well as clinical variables such as taking psychopharmacological medication (yes vs no) and the number of general practitioners visits in the previous 12 months.

Outcomes

The Spanish version of PHQ-9 [36], as a continuous variable, was used as the primary outcome measure in all 4 assessments, from pretreatment (time 1) to 12-month follow-up (time 4). PHQ-9 is one of the most widely used instruments to evaluate the presence and severity of depressive symptoms. Participants describe their mood according to the last 2 weeks before evaluation. Items range from 0 to 3 denoting not at all, several days, more than half the days, and nearly every day, respectively. Total scores range from 0 to 27. The Spanish version has been shown to have good psychometric properties (for the diagnosis of any disorder, k=0.74; overall accuracy, 88%; sensitivity, 87%; and specificity, 88%).

Secondary outcomes included the visual analog scale (VAS) of the EuroQol (EuroQol—a new facility for the measurement of health-related quality of life, 1990), in its Spanish version [37]; the Short-Form Health Survey (SF-12) [38], in its Spanish version [39], as a measure of health-related quality of life and functioning; the Positive and Negative Affect Schedule (PANAS) [40], in its Spanish version [41], as a measure of positive and negative affect; and the Pemberton Happiness Index (PHI) [42] as a measure of general well-being.

The VAS is a vertical line on which the best and worst possible health states are scored, 100 or 0, respectively. The SF-12 scoring algorithm yields a physical and mental component scale, and both were used as continuous variables applying Spanish norms. The PANAS evaluates 2 independent dimensions: positive affect and negative affect and were used as continuous variables. Trait version was used in this study. The overall PHI index was used as a continuous measure of general well-being, and the scores ranged from 0 to 10.

Sample Size

Required sample size was 240 participants, 60 participants in each condition [32]. This estimation was calculated according to the literature, with a SD of 9.2 and a mean of 16.2 in the iTAU group [43], 14.59 in PAPP group [44], 16.12 in HLP group [45], and 10.3 in the MP group [43], accepting a α of .05 and a β risk<0.2 in a bilateral contrast and assuming a 25.0% (60/240) patient loss to follow-up. This sample size also allows for the calculation of the clinically significant difference in the main outcome variable, PHQ-9 [36], and this difference has been placed at 5 points.

Data Analysis

First, demographic and outcome variables were characterized through descriptive exploratory analysis. Database scrutiny revealed increasing percentages of whole wave missingness in primary and secondary outcome variables along the follow-up. Missingness effects were, thereafter, assessed through sensitivity analyses for demographic variables, intervention groups, and baseline outcomes, considering dropout as study abandonment, with or without subject return, at any assessment period. Although an association between collected variables and study attrition had been detected, no association was reported between outcome values and follow-up missingness; hence, missing at random was assumed for primary and secondary outcome variables. Finally, we implemented Multiple Imputation with Chained Equations (MICE) to replace the outcome missing values, performing 100 imputation models with 100 iterations per model.

We conducted paired t-tests and Wilcoxon Signed Rank tests to estimate PHQ-9 primary outcome differences between study stages. Analysis of variance and Tukey’s range test were also displayed to examine outcome differences between intervention groups at each time point. In addition, unadjusted and adjusted to sex and age linear regression models were performed. Consecutively, Hedge’s (g) effect size index was calculated for each unadjusted regression model. The same approach was used compare secondary results from SF-12 Mental and Physical subscales scores, EuroQol (VAS) scores, and PHI global scores. We used a Complier Average Causal Effect (CACE) analysis to determine the number of completed modules effect on PHQ-9 posttreatment scores, defining compliance as 4 completed modules (100%) and analyzing these same effects per module. In all the analyses, we used a 2-sided test at 5% significance level. Data analyses were implemented with R (3.15.) and Stata 15 (StataCorp).

Results

Baseline Characteristics and Attrition Rates

A total of 221 recruited participants met inclusion criteria and agreed to participate after baseline assessments (Figure 1). The number of recruited participants varied across regions: 75 from Zaragoza, 76 from Málaga, and 70 from Mallorca. A total of 57 participants were designated to iTAU, 54 to HLP, 54 to MP, and the remaining 56 to PAPP. Although all participants did not provide their complete baseline sociodemographic data, no statistically significant differences were found between intervention groups after randomization (Table 2).

Attrition rates increased significantly as study went forward: primary outcome PHQ-9 data were collected for the 72.4% (160/221) of participants at time 1, 57.5% (127/221) at time 2, 46.2% (102/221) at time 3, and 43.9% (97/221) at time 4. Missingness analysis does not report outcome baseline significant differences between dropout and nondropout groups. Conversely, differences in missingness were found between intervention groups, with 28% (15/54) in HLP and 24% (13/54) in MP presenting significative less dropout subjects (P<.01) than 45% (25/56) in PAPP and 63% (36/57) in iTAU groups. Baseline age differences were also detected between dropout and nondropout groups at time 2 (P=.04) and time 3 (P=.03). After MICE, mean depression severity assessed by PHQ-9 score at pretreatment stage (time 1) was 15.33 (SD 5.76) with a median of 15.5, which agrees for a moderate depression level.
Figure 1. Flow diagram.
Table 2. Baseline characteristics of participants between intervention groups.

<table>
<thead>
<tr>
<th>Intervention characteristics and measures</th>
<th>Intervention groups</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>iTAU&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td><strong>Sociodemographic characteristics</strong></td>
<td></td>
</tr>
<tr>
<td>Age, mean (SD)</td>
<td>44.54 (16.10)</td>
</tr>
<tr>
<td>Sex (female), n (%)</td>
<td>41 (72)</td>
</tr>
<tr>
<td>Married, n (%)</td>
<td>24 (52)</td>
</tr>
<tr>
<td>Living with family or couple, n (%)</td>
<td>38 (83)</td>
</tr>
<tr>
<td>High education, n (%)</td>
<td>14 (33)</td>
</tr>
<tr>
<td>Employed, income level, n (%)</td>
<td>20 (44)</td>
</tr>
<tr>
<td>&lt;1 NMW&lt;sup&gt;e&lt;/sup&gt;</td>
<td>6 (19)</td>
</tr>
<tr>
<td>1-2 NMW</td>
<td>16 (52)</td>
</tr>
<tr>
<td>2-4 NMW</td>
<td>8 (26)</td>
</tr>
<tr>
<td>&gt;4 NMW</td>
<td>1 (3)</td>
</tr>
</tbody>
</table>

**Clinical measures**

<table>
<thead>
<tr>
<th>Depression severity</th>
<th>PHQ-9&lt;sup&gt;f&lt;/sup&gt;, mean (SD); median (IQR)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>iTAU: 12.46 (2.10); 13.0 (11-14)</td>
</tr>
<tr>
<td></td>
<td>HLP: 12.57 (2.46); 13.5 (11-14)</td>
</tr>
<tr>
<td></td>
<td>MP: 12.67 (2.56); 13.0 (11-14)</td>
</tr>
<tr>
<td></td>
<td>PAPP: 12.63 (2.03); 13.0 (11-14)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Perceived health</th>
<th>Physical SF-12&lt;sup&gt;g&lt;/sup&gt;, mean (SD); median (IQR)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>iTAU: 43.06 (11.03); 41.38 (35.49-51.89)</td>
</tr>
<tr>
<td></td>
<td>HLP: 42.16 (10.66); 39.84 (35.07-52.02)</td>
</tr>
<tr>
<td></td>
<td>MP: 42.52 (9.75); 41.21 (35.58-48.27)</td>
</tr>
<tr>
<td></td>
<td>PAPP: 45.17 (15.34); 45.74 (35.04-55.65)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Mental SF-12, mean (SD); median (IQR)</th>
</tr>
</thead>
<tbody>
<tr>
<td>iTAU: 26.75 (9.62); 24.54 (20.97-30.38)</td>
</tr>
<tr>
<td>HLP: 27.59 (9.61); 25.98 (21.47-32.75)</td>
</tr>
<tr>
<td>MP: 26.96 (10.86); 24.51 (20.93-28.66)</td>
</tr>
<tr>
<td>PAPP: 26.22 (9.97); 23.79 (19.77-29.85)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>VAS EuroQol&lt;sup&gt;h&lt;/sup&gt;, mean (SD); median (IQR)</th>
</tr>
</thead>
<tbody>
<tr>
<td>iTAU: 51.60 (17.95); 50 (40-60)</td>
</tr>
<tr>
<td>HLP: 52.22 (21.63); 50 (30-70)</td>
</tr>
<tr>
<td>MP: 48.91 (26.01); 50 (30-70)</td>
</tr>
<tr>
<td>PAPP: 49.00 (19.05); 50 (40-60)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Overall PHI&lt;sup&gt;i&lt;/sup&gt; index, mean (SD); median (IQR)</th>
</tr>
</thead>
<tbody>
<tr>
<td>iTAU: 4.3 (1.86); 4.33 (2.92-5.42)</td>
</tr>
<tr>
<td>HLP: 4.4 (1.95); 4.42 (3.52-5.42)</td>
</tr>
<tr>
<td>MP: 4.32 (1.83); 4.42 (2.96-5.17)</td>
</tr>
<tr>
<td>PAPP: 4.25 (1.98); 4.58 (2.83-5.42)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Positive affect PANAS&lt;sup&gt;j&lt;/sup&gt;, mean (SD); median (IQR)</th>
</tr>
</thead>
<tbody>
<tr>
<td>iTAU: 18.56 (6.43); 17 (14-23)</td>
</tr>
<tr>
<td>HLP: 19.04 (6.94); 18 (13-25)</td>
</tr>
<tr>
<td>MP: 19.48 (6.60); 18 (15-22)</td>
</tr>
<tr>
<td>PAPP: 18.09 (6.00); 17 (13-22)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Negative affect PANAS, mean (SD); median (IQR)</th>
</tr>
</thead>
<tbody>
<tr>
<td>iTAU: 28.27 (8.45); 27 (22-34)</td>
</tr>
<tr>
<td>HLP: 28.91 (8.34); 29 (23-35)</td>
</tr>
<tr>
<td>MP: 27.89 (8.07); 27 (22-32.75)</td>
</tr>
<tr>
<td>PAPP: 29.46 (8.79); 27 (23-35.5)</td>
</tr>
</tbody>
</table>

<sup>a</sup>iTAU: improved treatment as usual.
<sup>b</sup>HLP: healthy lifestyle program.
<sup>c</sup>MP: mindfulness program.
<sup>d</sup>PAPP: positive affect promotion program.
<sup>e</sup>NMW: national minimum wage.
<sup>f</sup>PHQ-9: Patient Health Questionnaire-9 items.
<sup>g</sup>SF-12: 12-item Short-Form Health Survey.
<sup>h</sup>VAS EuroQol: visual analog scale of the EuroQol.
<sup>i</sup>PHI: Pemberton Happiness Index.
<sup>j</sup>PANAS: Positive and Negative Affect Schedule.

**Primary Analysis**

All our primary and secondary results were extracted from databases with high rates of attrition, 44.7% (395/884), which were thereafter imputed. Thus, the following results should be considered more as suggestive hypothesis rather than empirical statements. To this extent, we found significant decreases of PHQ-9 scores (P < .001) in all interventions (iTAU included) from pretreatment (mean 15.33, SD 5.76) to posttreatment (mean 10.19, SD 6.42) and up to 6 and 12 months (time 3: mean 9.39, SD 6.59 and time 4: mean 9.68, SD 6.14). After treatment, a moderate decrease was detected in PHQ scores from HLP and MP relative to iTAU: iTAU versus HLP (β = −3.05; P = .01) and iTAU versus MP (β = −3.00; P = .01; Table 3). In contrast, we observed no significant PHQ-9 differences between PAPP and iTAU, nor between any psychotherapeutic strategies, throughout...
the study (Table 3). Adjusted regression models replicated these same findings with poor variation (Multimedia Appendix 1). CACE analysis reported posttreatment dose-response significant decrease in PHQ-9 scores in HLP and PAPP in both imputed and adjusted models (Table 4, Multimedia Appendix 2). Despite the fact that the compliance effects (4 modules vs >4 modules) tended to disappear in the long term, the effects per module remained conserved (Table 4).

Table 3. Primary outcome analysis with imputed data (N=221): intervention comparisons along the follow-up.

<table>
<thead>
<tr>
<th>Primary outcome</th>
<th>Time 1 (pretreatment)</th>
<th>Time 2 (posttreatment)</th>
<th>Time 3 (6 months)</th>
<th>Time 4 (12 months)</th>
</tr>
</thead>
<tbody>
<tr>
<td>PHQ-9&lt;sup&gt;a&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>iTAU&lt;sup&gt;b&lt;/sup&gt; vs HLP&lt;sup&gt;c&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>g</td>
<td>0.25</td>
<td>-0.50</td>
<td>-0.22</td>
<td>-0.06</td>
</tr>
<tr>
<td>P value</td>
<td>.20</td>
<td>.01&lt;sup&gt;e&lt;/sup&gt;</td>
<td>.23</td>
<td>.73</td>
</tr>
<tr>
<td>β&lt;sup&gt;f&lt;/sup&gt; (95% CI)</td>
<td>1.41 (-0.75 to 3.57)</td>
<td>-3.05 (-5.43 to -0.68)</td>
<td>-1.52 (-3.98 to 0.95)</td>
<td>-0.40 (-2.71 to 1.91)</td>
</tr>
<tr>
<td>iTAU vs MP&lt;sup&gt;g&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>g</td>
<td>-0.17</td>
<td>0.47</td>
<td>0.24</td>
<td>-0.01</td>
</tr>
<tr>
<td>P value</td>
<td>.36</td>
<td>.01</td>
<td>.18</td>
<td>.96</td>
</tr>
<tr>
<td>β (95% CI)</td>
<td>1.00 (-1.16 to 3.16)</td>
<td>-3.00 (-5.37 to -0.63)</td>
<td>-1.68 (-4.15 to 0.78)</td>
<td>0.06 (-2.25 to 2.37)</td>
</tr>
<tr>
<td>iTAU vs PAPP&lt;sup&gt;h&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>g</td>
<td>-0.23</td>
<td>0.23</td>
<td>0.31</td>
<td>0.01</td>
</tr>
<tr>
<td>P value</td>
<td>.20</td>
<td>.22</td>
<td>.10</td>
<td>.99</td>
</tr>
<tr>
<td>β (95% CI)</td>
<td>1.40 (-0.74 to 3.54)</td>
<td>-1.46 (-3.81 to 0.89)</td>
<td>-2.08 (-4.52 to 0.37)</td>
<td>-0.02 (-2.31 to 2.27)</td>
</tr>
<tr>
<td>HLP vs MP</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>g</td>
<td>0.07</td>
<td>-0.01</td>
<td>0.03</td>
<td>-0.07</td>
</tr>
<tr>
<td>P value</td>
<td>.71</td>
<td>.96</td>
<td>.90</td>
<td>.70</td>
</tr>
<tr>
<td>β (95% CI)</td>
<td>0.41 (-1.78 to 2.57)</td>
<td>-0.06 (-2.46 to 2.35)</td>
<td>0.17 (-2.33 to 2.67)</td>
<td>-0.46 (-2.81 to 1.88)</td>
</tr>
<tr>
<td>HLP vs PAPP</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>g</td>
<td>0.00</td>
<td>-0.25</td>
<td>0.09</td>
<td>-0.06</td>
</tr>
<tr>
<td>P value</td>
<td>.99</td>
<td>.19</td>
<td>.66</td>
<td>.75</td>
</tr>
<tr>
<td>β (95% CI)</td>
<td>0.01 (-2.16 to 2.18)</td>
<td>-1.59 (-3.97 to 0.79)</td>
<td>0.56 (-1.92 to 3.04)</td>
<td>-0.38 (-2.70 to 1.94)</td>
</tr>
<tr>
<td>MP vs PAPP</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>g</td>
<td>-0.07</td>
<td>-0.23</td>
<td>0.06</td>
<td>0.01</td>
</tr>
<tr>
<td>P value</td>
<td>.72</td>
<td>.21</td>
<td>.76</td>
<td>.94</td>
</tr>
<tr>
<td>β (95% CI)</td>
<td>0.40 (-1.77 to 2.57)</td>
<td>1.53 (-0.85 to 3.92)</td>
<td>-0.39 (-2.87 to 2.08)</td>
<td>-0.08 (-2.41 to 2.24)</td>
</tr>
</tbody>
</table>

<sup>a</sup>PHQ-9: Patient Health Questionnaire-9 items.
<sup>b</sup>iTAU: improved treatment as usual.
<sup>c</sup>HLP: healthy lifestyle program.
<sup>d</sup>g: Hedge’s effect size measure.
<sup>e</sup>Statistically significant values (P<.05) are shown in italics.
<sup>f</sup>β: regression coefficient.
<sup>g</sup>MP: mindfulness program.
<sup>h</sup>PAPP: positive affect promotion program.
Table 4. Dose-response in imputed primary outcome at posttreatment and along the follow-up.

<table>
<thead>
<tr>
<th>Interventions</th>
<th>Pretreatment to posttreatment</th>
<th>Pretreatment to posttreatment</th>
<th>Pretreatment to posttreatment</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>β (95% CI)</td>
<td>P value</td>
<td>β (95% CI)</td>
</tr>
<tr>
<td>HLP&lt;sup&gt;b&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CACE&lt;sup&gt;c&lt;/sup&gt; analysis&lt;sup&gt;d&lt;/sup&gt;</td>
<td>–3.32 (4.43 to –2.21)</td>
<td>.004&lt;sup&gt;e&lt;/sup&gt;</td>
<td>–0.51 (2.03 to 1.02)</td>
</tr>
<tr>
<td>Effect per session</td>
<td>–0.28 (0.34 to –0.21)</td>
<td>.001</td>
<td>–0.17 (0.25 to –0.09)</td>
</tr>
<tr>
<td>MP&lt;sup&gt;f&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CACE analysis</td>
<td>0.93 (0.71 to 2.57)</td>
<td>.57</td>
<td>1.01 (0.72 to 2.74)</td>
</tr>
<tr>
<td>Effect per session</td>
<td>0.26 (0.22 to 0.74)</td>
<td>.59</td>
<td>–0.17 (0.25 to –0.09)</td>
</tr>
<tr>
<td>PAPP&lt;sup&gt;g&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CACE analysis</td>
<td>0.24 (1.30 to 1.78)</td>
<td>.88</td>
<td>0.96 (0.66 to 2.57)</td>
</tr>
<tr>
<td>Effect per session</td>
<td>–0.28 (0.34 to –0.21)</td>
<td>.001</td>
<td>–0.17 (0.25 to –0.09)</td>
</tr>
<tr>
<td>All</td>
<td>–2.11 (2.86 to –1.36)</td>
<td>.006</td>
<td>–0.49 (1.37 to 0.4)</td>
</tr>
<tr>
<td>Effect per session</td>
<td>–0.28 (0.34 to –0.21)</td>
<td>.001</td>
<td>–0.17 (0.25 to –0.09)</td>
</tr>
</tbody>
</table>

<sup>a</sup>β: regression coefficients.
<sup>b</sup>HLP: healthy lifestyle program.
<sup>c</sup>CACE: Complier Average Causal Effect.
<sup>d</sup>Compliance as attendance >4 modules.
<sup>e</sup>Statistically significant values (P<.05) are shown in italics.
<sup>f</sup>MP: mindfulness program.
<sup>g</sup>PAPP: positive affect promotion program.

Secondary Analysis
Imputed Mental and Physical SF-12 scores significantly increased in all intervention groups (iTAU included) from pretreatment to posttreatment (Mental SF-12: P<.001; Physical SF-12: P<.001) and from posttreatment to 6 months after treatment (Mental SF-12: P<.001; Physical SF-12: P=.02). Although differences between these intervention groups disappeared in the long term (Table 5), iTAU Mental SF-12 scores were higher than HLP scores (β=–5.32; P=.02) and PAPP scores (β=–7.72; P=.001) at posttreatment. Conversely, we determined posttreatment increases in HLP Physical SF-12 scores relative to iTAU (β=4.58; P=.047) and from MP group compared with iTAU (β=5.32; P=.02). Physical SF-12 HLP, MP, and PAPP group differences relative to iTAU were observed up to 6 months after treatment (Table 5). These results were replicated similarly by adjusted regression coefficients (Multimedia Appendix 3).

Although EuroQol (VAS) significant differences were detected from pretreatment to 6 months (P<.001) and up to 12 months after treatment (P<.001) in all intervention groups, no meaningful differences among the groups were observed at any time (Table 6). Otherwise, PHI scores rose significantly at 6 and 12-months after treatment relative to pretreatment (P<.001), and all psychotherapy interventions, except HLP, reported better PHI results than iTAU treatment at time 3 (Table 6). These results were replicated similarly by adjusted regression coefficients (Multimedia Appendix 4). PANAS negative affect scale decreased in all intervention groups at posttreatment (P<.001), at 6 months (P<.001), and at 12 months (P<.001) compared with pretreatment. In contrast, all PANAS positive affect scores increased significantly throughout study time relative to pretreatment (P<.001). However, we found no significant PANAS positive affect differences between intervention groups throughout the study (Table 7). Regarding PANAS negative scale, only PAPP intervention was significantly lower than iTAU when were compared 12 months after treatment (Table 7). These results were replicated similarly by adjusted regression coefficients (Multimedia Appendix 5).
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Table 5. Short-Form Health Survey-12 (Mental and Physical) outcome analysis with imputed data (N=221): intervention comparisons along the follow-up.

<table>
<thead>
<tr>
<th>Secondary outcomes</th>
<th>Time 1 (pretreatment)</th>
<th>Time 2 (posttreatment)</th>
<th>Time 3 (6 months)</th>
<th>Time 4 (12 months)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mental Scale SF-12a</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>iTAUb vs HLPC</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>g</td>
<td>-0.06</td>
<td>-0.42</td>
<td>-0.11</td>
<td>0.01</td>
</tr>
<tr>
<td>P value</td>
<td>.73</td>
<td>.02e</td>
<td>.53</td>
<td>.98</td>
</tr>
<tr>
<td>β (95% CI)</td>
<td>-0.63 (-4.25 to 2.99)</td>
<td>-5.32 (-9.91 to -0.72)</td>
<td>-1.53 (-6.30 to 3.23)</td>
<td>-0.05 (-5.04 to 4.93)</td>
</tr>
<tr>
<td>iTAU vs MP</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>g</td>
<td>0.14</td>
<td>0.16</td>
<td>0.01</td>
<td>-0.05</td>
</tr>
<tr>
<td>P value</td>
<td>.46</td>
<td>.38</td>
<td>.94</td>
<td>.81</td>
</tr>
<tr>
<td>β (95% CI)</td>
<td>-1.37 (-4.99 to 2.24)</td>
<td>-2.06 (-6.66 to 2.53)</td>
<td>-0.18 (-4.95 to 4.58)</td>
<td>0.62 (-4.36 to 5.61)</td>
</tr>
<tr>
<td>HLP vs MP</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>g</td>
<td>0.07</td>
<td>-0.25</td>
<td>-0.1</td>
<td>-0.05</td>
</tr>
<tr>
<td>P value</td>
<td>.69</td>
<td>.17</td>
<td>.58</td>
<td>.79</td>
</tr>
<tr>
<td>β (95% CI)</td>
<td>-0.74 (-4.41 to 2.93)</td>
<td>3.25 (-1.41 to 7.91)</td>
<td>1.35 (-3.48 to 6.18)</td>
<td>0.68 (-4.37 to 5.73)</td>
</tr>
<tr>
<td>HLP vs PAPP</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>g</td>
<td>0.01</td>
<td>0.17</td>
<td>-0.07</td>
<td>-0.12</td>
</tr>
<tr>
<td>P value</td>
<td>.97</td>
<td>.38</td>
<td>.72</td>
<td>.49</td>
</tr>
<tr>
<td>β (95% CI)</td>
<td>-0.07 (-4.22 to 4.08)</td>
<td>-2.04 (-6.59 to 2.51)</td>
<td>0.76 (-3.41 to 4.92)</td>
<td>1.36 (-2.51 to 5.24)</td>
</tr>
<tr>
<td>MP vs PAPP</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>g</td>
<td>0.23</td>
<td>0.23</td>
<td>0.25</td>
<td>0.09</td>
</tr>
<tr>
<td>P value</td>
<td>.20</td>
<td>.23</td>
<td>.23</td>
<td>.62</td>
</tr>
<tr>
<td>β (95% CI)</td>
<td>-2.72 (-6.87 to 1.43)</td>
<td>-2.77 (-7.32 to 1.78)</td>
<td>-2.53 (-6.69 to 1.64)</td>
<td>-0.97 (-4.85 to 2.9)</td>
</tr>
<tr>
<td>Physical Scale SF-12</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>iTAU vs HLP</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>g</td>
<td>0.04</td>
<td>0.37</td>
<td>0.39</td>
<td>-0.19</td>
</tr>
<tr>
<td>P value</td>
<td>.86</td>
<td>.047</td>
<td>.03</td>
<td>.35</td>
</tr>
<tr>
<td>β (95% CI)</td>
<td>0.36 (-3.77 to 4.5)</td>
<td>4.58 (0.05 to 9.11)</td>
<td>4.73 (0.58 to 8.87)</td>
<td>-1.85 (-5.7 to 2.01)</td>
</tr>
<tr>
<td>iTAU vs MP</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>g</td>
<td>-0.25</td>
<td>-0.42</td>
<td>-0.73</td>
<td>-0.05</td>
</tr>
<tr>
<td>P value</td>
<td>.15</td>
<td>.02</td>
<td>.001</td>
<td>.80</td>
</tr>
<tr>
<td>β (95% CI)</td>
<td>3.01 (-1.12 to 7.14)</td>
<td>5.32 (0.79 to 9.85)</td>
<td>8.01 (3.87 to 12.16)</td>
<td>0.49 (-3.37 to 4.35)</td>
</tr>
<tr>
<td>iTAU vs PAPP</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>g</td>
<td>-0.03</td>
<td>-0.21</td>
<td>-0.50</td>
<td>0.05</td>
</tr>
<tr>
<td>P value</td>
<td>.89</td>
<td>.27</td>
<td>.009</td>
<td>.80</td>
</tr>
<tr>
<td>β (95% CI)</td>
<td>0.29 (-3.8 to 4.39)</td>
<td>2.54 (-1.94 to 7.03)</td>
<td>5.49 (1.38 to 9.6)</td>
<td>-0.48 (-4.3 to 3.34)</td>
</tr>
<tr>
<td>HLP vs MP</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>g</td>
<td>-0.22</td>
<td>-0.06</td>
<td>-0.29</td>
<td>-0.21</td>
</tr>
</tbody>
</table>
### Secondary outcomes

<table>
<thead>
<tr>
<th></th>
<th>Time 1 (pretreatment)</th>
<th>Time 2 (posttreatment)</th>
<th>Time 3 (6 months)</th>
<th>Time 4 (12 months)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>P value</strong></td>
<td>.21</td>
<td>.75</td>
<td>.13</td>
<td>.24</td>
</tr>
<tr>
<td>( \hat{\beta} ) (95% CI)</td>
<td>2.65 (–1.54 to 6.83)</td>
<td>0.73 (–3.86 to 5.32)</td>
<td>3.28 (–0.92 to 7.49)</td>
<td>2.34 (–1.57 to 6.25)</td>
</tr>
<tr>
<td><strong>HLP vs PAPP</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>g</td>
<td>0.08</td>
<td>0.20</td>
<td>0.09</td>
<td>0.23</td>
</tr>
<tr>
<td>P value</td>
<td>.69</td>
<td>.31</td>
<td>.66</td>
<td>.22</td>
</tr>
<tr>
<td>( \hat{\beta} ) (95% CI)</td>
<td>–0.74 (–4.37 to 2.9)</td>
<td>–2.4 (–7.02 to 2.22)</td>
<td>–1.08 (–5.86 to 3.71)</td>
<td>–3.15 (–8.15 to 1.86)</td>
</tr>
<tr>
<td><strong>MP vs PAPP</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>g</td>
<td>0.01</td>
<td>0.47</td>
<td>0.20</td>
<td>0.28</td>
</tr>
<tr>
<td>P value</td>
<td>&gt; .99</td>
<td>.02</td>
<td>.32</td>
<td>.13</td>
</tr>
<tr>
<td>( \hat{\beta} ) (95% CI)</td>
<td>0.01 (–3.63 to 3.64)</td>
<td>–5.65 (–10.27 to –1.03)</td>
<td>–2.43 (–7.21 to 2.36)</td>
<td>–3.82 (–8.83 to 1.18)</td>
</tr>
</tbody>
</table>

*a* SF-12: 12-item Short-Form Health Survey.

*b* iTAU: improved treatment as usual.

*c* HLP: healthy lifestyle program.

*d* g: Hedge’s effect size measure.

*e* Statistically significant values (\( P < .05 \)) are shown in italics.

*f* \( \hat{\beta} \): regression coefficient.

*g* MP: mindfulness program.

*h* PAPP: positive affect promotion program.
Table 6. Visual analog scale of the EuroQol and Pemberton Happiness Index outcome analysis with imputed data (N=221): intervention comparisons along the follow-up.

<table>
<thead>
<tr>
<th>Secondary outcomes</th>
<th>Time 1 (pretreatment)</th>
<th>Time 3 (6 months)</th>
<th>Time 4 (12 months)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>VAS EuroQol</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>iTAU vs HLPc</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.02</td>
<td>−0.20</td>
<td>−0.33</td>
<td></td>
</tr>
<tr>
<td>0.91</td>
<td>0.31</td>
<td>0.08</td>
<td></td>
</tr>
<tr>
<td>−0.33 (–9.87 to 8.87)</td>
<td>−3.82 (–11.17 to 3.53)</td>
<td>−6.56 (–13.86 to 0.75)</td>
<td></td>
</tr>
<tr>
<td>iTAU vs MPd</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.17</td>
<td>0.18</td>
<td>0.16</td>
<td></td>
</tr>
<tr>
<td>0.33</td>
<td>0.33</td>
<td>0.39</td>
<td></td>
</tr>
<tr>
<td>−4.16 (–12.56 to 4.24)</td>
<td>−3.63 (–10.98 to 3.72)</td>
<td>−3.17 (–10.47 to 4.14)</td>
<td></td>
</tr>
<tr>
<td>iTAU vs PAPPg</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.18</td>
<td>0.10</td>
<td>0.09</td>
<td></td>
</tr>
<tr>
<td>0.36</td>
<td>0.60</td>
<td>0.63</td>
<td></td>
</tr>
<tr>
<td>−3.9 (–12.22 to 4.43)</td>
<td>−1.95 (–9.23 to 5.33)</td>
<td>−1.76 (–9.00 to 5.48)</td>
<td></td>
</tr>
<tr>
<td><strong>HLP vs MP</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.19</td>
<td>−0.01</td>
<td>−0.17</td>
<td></td>
</tr>
<tr>
<td>0.29</td>
<td>0.96</td>
<td>0.58</td>
<td></td>
</tr>
<tr>
<td>−4.63 (–13.14 to 3.88)</td>
<td>0.19 (–7.26 to 7.63)</td>
<td>−2.04 (–9.21 to 5.2)</td>
<td></td>
</tr>
<tr>
<td><strong>HLP vs PAPP</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.21</td>
<td>−0.10</td>
<td>−0.24</td>
<td></td>
</tr>
<tr>
<td>0.31</td>
<td>0.62</td>
<td>0.20</td>
<td></td>
</tr>
<tr>
<td>−4.37 (–12.8 to 4.07)</td>
<td>1.86 (–5.52 to 9.24)</td>
<td>4.79 (–2.55 to 12.13)</td>
<td></td>
</tr>
<tr>
<td><strong>MP vs PAPP</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>−0.01</td>
<td>−0.08</td>
<td>−0.07</td>
<td></td>
</tr>
<tr>
<td>0.95</td>
<td>0.65</td>
<td>0.71</td>
<td></td>
</tr>
<tr>
<td>0.26 (–8.17 to 8.7)</td>
<td>1.68 (–5.7 to 9.06)</td>
<td>1.4 (–5.93 to 8.74)</td>
<td></td>
</tr>
<tr>
<td><strong>PHI</strong>h</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>iTAU vs HLP</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>−0.05</td>
<td>0.19</td>
<td>−0.18</td>
<td></td>
</tr>
<tr>
<td>0.81</td>
<td>0.30</td>
<td>0.33</td>
<td></td>
</tr>
<tr>
<td>−0.09 (−0.79 to 0.61)</td>
<td>0.40 (−0.35 to 1.16)</td>
<td>−0.32 (−0.98 to 0.33)</td>
<td></td>
</tr>
<tr>
<td>iTAU vs MP</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.08</td>
<td>−0.49</td>
<td>−0.06</td>
<td></td>
</tr>
<tr>
<td>0.65</td>
<td>0.6</td>
<td>0.75</td>
<td></td>
</tr>
<tr>
<td>−0.16 (−0.86 to 0.54)</td>
<td>0.98 (0.22 to 1.73)</td>
<td>0.11 (−0.55 to 0.77)</td>
<td></td>
</tr>
<tr>
<td>iTAU vs PAPP</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.10</td>
<td>−0.42</td>
<td>0.09</td>
<td></td>
</tr>
<tr>
<td>0.59</td>
<td>0.03</td>
<td>0.61</td>
<td></td>
</tr>
<tr>
<td>−0.19 (−0.89 to 0.5)</td>
<td>0.82 (0.07 to 1.57)</td>
<td>−0.17 (−0.82 to 0.48)</td>
<td></td>
</tr>
<tr>
<td>HLP vs MP</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.04</td>
<td>−0.27</td>
<td>−0.25</td>
<td></td>
</tr>
<tr>
<td>Secondary outcomes</td>
<td>Time 1 (pretreatment)</td>
<td>Time 3 (6 months)</td>
<td>Time 4 (12 months)</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------------------</td>
<td>-------------------</td>
<td>-------------------</td>
</tr>
<tr>
<td>P value</td>
<td>.84</td>
<td>.14</td>
<td>.20</td>
</tr>
<tr>
<td>β (95% CI)</td>
<td>−0.07 (−0.78 to 0.64)</td>
<td>0.57 (−0.19 to 1.34)</td>
<td>0.43 (−0.23 to 1.1)</td>
</tr>
<tr>
<td><strong>HLP vs PAPP</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>g</td>
<td>0.06</td>
<td>−0.2</td>
<td>−0.08</td>
</tr>
<tr>
<td>P value</td>
<td>.77</td>
<td>.28</td>
<td>.65</td>
</tr>
<tr>
<td>β (95% CI)</td>
<td>−0.11 (−0.81 to 0.6)</td>
<td>0.42 (−0.34 to 1.17)</td>
<td>0.15 (−0.51 to 0.81)</td>
</tr>
<tr>
<td><strong>MP vs PAPP</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>g</td>
<td>0.02</td>
<td>0.08</td>
<td>0.16</td>
</tr>
<tr>
<td>P value</td>
<td>.93</td>
<td>.68</td>
<td>.41</td>
</tr>
<tr>
<td>β (95% CI)</td>
<td>−0.03 (−0.74 to 0.67)</td>
<td>−0.16 (−0.92 to 0.6)</td>
<td>−0.28 (−0.94 to 0.38)</td>
</tr>
</tbody>
</table>

aVAS EuroQol: visual analog scale of the EuroQol.
bITAU: improved treatment as usual.
cHLP: healthy lifestyle program.
dg: Hedge’s effect size measure.
eβ: regression coefficient.
fMP: mindfulness program.
gPAPP: positive affect promotion program.
hPHI: Pemberton Happiness Index.
iStatistically significant values (P<.05) are shown in italics.

Statistical analyses were conducted using the Statistical Package for the Social Sciences (IBM SPSS Statistics 24, Chicago, IL, USA).
<table>
<thead>
<tr>
<th>Secondary outcomes</th>
<th>Time 1 (pretreatment)</th>
<th>Time 2 (posttreatment)</th>
<th>Time 3 (6 months)</th>
<th>Time 4 (12 months)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Positive Scale PANAS</strong>&lt;sup&gt;a&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>iTAU&lt;sup&gt;b&lt;/sup&gt; vs HLP&lt;sup&gt;c&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>g</td>
<td>0.07</td>
<td>-0.01</td>
<td>0.25</td>
<td>0.34</td>
</tr>
<tr>
<td>$P$ value</td>
<td>0.72</td>
<td>0.94</td>
<td>0.17</td>
<td>0.07</td>
</tr>
<tr>
<td>$\beta$ (95% CI)</td>
<td>0.45 (–1.96 to 2.85)</td>
<td>-0.12 (–3.47 to 3.23)</td>
<td>2.24 (–1.00 to 5.48)</td>
<td>3.36 (–0.30 to 7.01)</td>
</tr>
<tr>
<td>iTAU&lt;sup&gt;d&lt;/sup&gt; vs MP&lt;sup&gt;d&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>g</td>
<td>0.14</td>
<td>0.00</td>
<td>-0.16</td>
<td>-0.33</td>
</tr>
<tr>
<td>$P$ value</td>
<td>0.44</td>
<td>&gt; 0.99</td>
<td>0.41</td>
<td>0.09</td>
</tr>
<tr>
<td>$\beta$ (95% CI)</td>
<td>-0.94 (–3.35 to 1.46)</td>
<td>-0.01 (–3.36 to 3.34)</td>
<td>1.35 (–1.88 to 4.59)</td>
<td>3.19 (–0.46 to 6.85)</td>
</tr>
<tr>
<td>iTAU&lt;sup&gt;e&lt;/sup&gt; vs PAPP&lt;sup&gt;e&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>g</td>
<td>0.21</td>
<td>0.31</td>
<td>0.05</td>
<td>-0.15</td>
</tr>
<tr>
<td>$P$ value</td>
<td>0.25</td>
<td>0.10</td>
<td>0.81</td>
<td>0.41</td>
</tr>
<tr>
<td>$\beta$ (95% CI)</td>
<td>-1.41 (–3.79 to 0.97)</td>
<td>-2.78 (–6.09 to 0.54)</td>
<td>-0.40 (–3.61 to 2.81)</td>
<td>1.51 (–2.11 to 5.13)</td>
</tr>
<tr>
<td><strong>HLP vs MP</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>g</td>
<td>0.22</td>
<td>-0.01</td>
<td>0.10</td>
<td>0.02</td>
</tr>
<tr>
<td>$P$ value</td>
<td>0.26</td>
<td>0.95</td>
<td>0.59</td>
<td>0.93</td>
</tr>
<tr>
<td>$\beta$ (95% CI)</td>
<td>-1.39 (–3.83 to 1.05)</td>
<td>0.11 (–3.28 to 3.5)</td>
<td>-0.89 (–4.17 to 2.39)</td>
<td>-0.17 (–3.87 to 3.54)</td>
</tr>
<tr>
<td><strong>HLP vs PAPP</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>g</td>
<td>0.29</td>
<td>0.31</td>
<td>0.3</td>
<td>0.19</td>
</tr>
<tr>
<td>$P$ value</td>
<td>0.13</td>
<td>0.12</td>
<td>0.11</td>
<td>0.32</td>
</tr>
<tr>
<td>$\beta$ (95% CI)</td>
<td>-1.86 (–4.27 to 0.56)</td>
<td>-2.66 (–6.02 to 0.71)</td>
<td>-2.64 (–5.89 to 0.61)</td>
<td>-1.85 (–5.52 to 1.82)</td>
</tr>
<tr>
<td><strong>MP vs PAPP</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>g</td>
<td>0.08</td>
<td>0.33</td>
<td>0.21</td>
<td>0.17</td>
</tr>
<tr>
<td>$P$ value</td>
<td>0.70</td>
<td>0.11</td>
<td>0.29</td>
<td>0.37</td>
</tr>
<tr>
<td>$\beta$ (95% CI)</td>
<td>-0.47 (–2.88 to 1.95)</td>
<td>-2.77 (–6.13 to 0.59)</td>
<td>-1.75 (–5.00 to 1.5)</td>
<td>-1.68 (–5.35 to 1.99)</td>
</tr>
<tr>
<td><strong>Negative Scale PANAS</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>iTAU&lt;sup&gt;f&lt;/sup&gt; vs HLP</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>g</td>
<td>-0.12</td>
<td>-0.32</td>
<td>-0.16</td>
<td>-0.36</td>
</tr>
<tr>
<td>$P$ value</td>
<td>0.52</td>
<td>0.09</td>
<td>0.39</td>
<td>0.07</td>
</tr>
<tr>
<td>$\beta$ (95% CI)</td>
<td>-1.02 (–4.18 to 2.14)</td>
<td>-2.81 (–6.04 to 0.42)</td>
<td>-1.37 (–4.51 to 1.78)</td>
<td>-3.15 (–6.51 to 0.21)</td>
</tr>
<tr>
<td>iTAU&lt;sup&gt;g&lt;/sup&gt; vs MP</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>g</td>
<td>-0.06</td>
<td>0.31</td>
<td>0.16</td>
<td>0.24</td>
</tr>
<tr>
<td>$P$ value</td>
<td>0.73</td>
<td>0.10</td>
<td>0.40</td>
<td>0.18</td>
</tr>
<tr>
<td>$\beta$ (95% CI)</td>
<td>0.55 (–2.61 to 3.71)</td>
<td>-2.73 (–5.96 to 0.5)</td>
<td>-1.35 (–4.49 to 1.80)</td>
<td>-2.32 (–5.67 to 1.04)</td>
</tr>
<tr>
<td>iTAU&lt;sup&gt;h&lt;/sup&gt; vs PAPP</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>g</td>
<td>0.25</td>
<td>0.31</td>
<td>0.33</td>
<td>0.41</td>
</tr>
<tr>
<td>$P$ value</td>
<td>0.19</td>
<td>0.11</td>
<td>0.11</td>
<td>0.03&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td>$\beta$ (95% CI)</td>
<td>-2.09 (–5.22 to 1.04)</td>
<td>-2.59 (–5.79 to 0.61)</td>
<td>-2.54 (–5.65 to 0.57)</td>
<td>-3.63 (–6.96 to –0.31)</td>
</tr>
<tr>
<td><strong>HLP vs MP</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>g</td>
<td>-0.19</td>
<td>-0.01</td>
<td>0.00</td>
<td>-0.09</td>
</tr>
<tr>
<td>$P$ value</td>
<td>0.33</td>
<td>0.96</td>
<td>0.99</td>
<td>0.63</td>
</tr>
</tbody>
</table>
### Internet-Based Program Usage

A total of 81.1% (133/164) participants attended the initial face-to-face session. In HLP, 44% (24/54) of participants completed all web-based modules, in MP, 52% (28/54), and in PAPP, 32% (18/56; \( \chi^2 = 4.4; P = .11 \)). In HLP, the median number of sessions completed was 2 (range: 0-4). In MP, the median number of sessions completed was 4 (range: 0-4), and in PAPP, 2 (range: 0-4). There were no significant differences between intervention groups in terms of sessions completed (\( F_2 = 1.775; P = .17 \)).

### Discussion

#### Principal Findings

The main objective of our study was to examine the efficacy of 3 low-intensity, internet-based psychological interventions when compared with that of the control condition (iTAU) in primary care in Spain.

Our main finding was that there were differences in the short term in favor of internet-based psychological interventions, specifically HLP and MP. This finding is consistent with the literature that has shown that brief psychotherapy is efficacious for the treatment of depression in primary care [12] and is also in line with the previous literature that has demonstrated that internet-based intervention programs are effective for the treatment of depression [18,46-48]. However, no differences were found in depression severity between PAPP and iTAU. This finding is not in line with the previous literature that has shown that this psychotherapy is effective in reducing depression [49]. Moreover, there were no differences found in the medium and long term between intervention and control groups. This result differs from findings of previous systematic reviews and meta-analysis that have evidenced that electronic health interventions effectively reduce depressive symptoms [11,50,51]. However, differences between populations may affect the generalizability of these studies [52]. It has been argued that psychotherapy may be less effective in primary care than in other settings, mainly due to the considerable heterogeneity in the severity of symptoms and the lower motivation among patients in primary care settings [53]. Our findings also show the faster effect of our interventions, with moderate effect size at posttreatment. The lack of mid- and long-term efficacy could be explained by a floor effect. Care as usual is not a clearly defined treatment, entailing different interventions. Given that the usual care was improved before the interventions and that pharmacological treatment were offered to all groups, no major effects can be expected when web-based interventions were given. Our results also show that there were no differences between interventions throughout the study regarding depressive symptomatology.

Differences were also found in well-being and affect between intervention and control groups. In particular, we observed differences in medium term regarding well-being in MP compared with that in iTAU. In PAPP, differences were found [11,50,51]. However, differences between populations may affect the generalizability of these studies [52]. It has been argued that psychotherapy may be less effective in primary care than in other settings, mainly due to the considerable heterogeneity in the severity of symptoms and the lower motivation among patients in primary care settings [53]. Our findings also show the faster effect of our interventions, with moderate effect size at posttreatment. The lack of mid- and long-term efficacy could be explained by a floor effect. Care as usual is not a clearly defined treatment, entailing different interventions. Given that the usual care was improved before the interventions and that pharmacological treatment were offered to all groups, no major effects can be expected when web-based interventions were given. Our results also show that there were no differences between interventions throughout the study regarding depressive symptomatology. This finding is in line with that of the study by Cuijpers et al [54] who found that all therapies are equally effective in the treatment of depression. Furthermore, we found differences between the 3 interventions groups and control group (iTAU) regarding health-related quality of life. In particular, we observed short- and medium-term differences in favor of HLP and MP in physical health status, and in medium term for PAPP. These results demonstrated that the 3 low-intensity, internet-based psychological interventions in primary care are also effective in improving medium- and long-term quality of life. This finding is highly important, for, as is well known, depression is associated with serious disability and loss in quality of life [55,56], suggesting that it could be a useful tool to improve quality of life of patients with depression.
in medium and long term with regard to well-being and, in long term, with regard to negative affect in favor of psychotherapy. This finding shows us that although PAPP seems to be ineffective in reducing depressive symptomatology, it could be effective in improving health-related quality of life and well-being in patients with depression.

Regarding treatment adherence, our completion treatment rates were relatively low in each intervention group. Dropout treatment is common in internet intervention programs, although rates vary depending on the support provided along the intervention or the context [47]. Regarding primary care, our adherence rates are higher than those reported in a previous study, in which participants completing all treatment sessions did not exceed 20% [57].

A possible explanation could be that in our study, there was an initial face-to-face group session, in which the final goal was to reinforce commitment and adherence to treatment, as well as, to explain the program structure and main components of treatment, clarify the instructions for the use of the web-based platform, and motivate participants to change. Thus, perhaps these measures could have increased our completion rates.

**Limitations and Strengths**

This trial presents several limitations, which should be mentioned. First, not all participants completed posttest measurements, and a high attrition rate at follow-up was found. Although missing values were corrected by using multiple imputations, the results should be interpreted with caution. Second, just as difficulties in recruiting patients is an important issue in clinical trials [58-60], general practitioners may also experience problems in recruiting patients owing to their overload schedule, and our sample size is slightly lower than the expected. Finally, treatment directed to depression problems with the general practitioners in the iTAU group was not recorded. It would be necessary to consider these variables in the future to analyze possible influences on between-group results.

Our study has a significant strength: to the best of our knowledge, this is the first trial in Spain aimed at improving the symptomatology and quality of life of patients with depression using low-intensity interventions applied by the information and communication technologies. The treatment programs used in this study include therapeutic strategies based on mindfulness, healthy lifestyle, and positive affect, which have proven their efficacy for the treatment of depression; nevertheless, it is still the first study that adapts these interventions to information and communication technologies.

**Conclusions**

This study has 3 important conclusions. First, 2 low-intensity, internet-based psychological interventions (HLP and MP) for the treatment of depression in primary care were more effective than iTAU at posttreatment. Second, all low-intensity, internet-based psychological interventions were also effective in improving medium- and long-term quality of life. Finally, PAPP was effective for improving health-related quality of life and well-being in patients with depression. Nevertheless, it is important to examine possible reasons that could be implicated in the ineffectiveness of PAPP in reducing depressive symptomatology, such as the intervention length, population, and treatment adherence, to increase its effectiveness in future studies of internet-based interventions programs for depression. Overall, our results suggest that although low-intensity, internet-based psychological programs are an efficacious therapeutic option for the treatment of depression in primary care, subsequent and more complex analyses are necessary to explain the reasons why some interventions appeared to affect some outcomes but not others. Furthermore, more research is still needed to assess the cost-effectiveness analysis of these interventions.
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Abstract

Background: Digital technologies connect young people with health services and resources that support their self-care. The lack of accessible, reliable digital resources tailored to young people with persistent musculoskeletal pain is a significant gap in the health services in Australia. Recognizing the intense resourcing required to develop and implement effective electronic health (eHealth) interventions, the adaptation of extant, proven digital technologies may improve access to pain care with cost and time efficiencies.

Objective: This study aimed to test the acceptability and need for adaptation of extant digital technologies, the painHEALTH website and the iCanCope with Pain app, for use by young Australians with musculoskeletal pain.

Methods: A 3-phased, mixed methods evaluation was undertaken from May 2019 to August 2019 in Australia. Young people aged 15 to 25 years with musculoskeletal pain for >3 months were recruited. Phases were sequential: (1) phase 1, participant testing (3 groups, each of n=5) of co-designed website prototypes compared with a control website (painHEALTH), with user tasks mapped to eHealth quality and engagement criteria; (2) phase 2, participants' week-long use of the iCanCope with Pain app with engagement data captured using a real-time analytic platform (daily check-ins for pain, interference, sleep, mood, physical activity, and energy levels; goal setting; and accessing resources); and (3) phase 3, semistructured interviews were conducted to gain insights into participants' experiences of using these digital technologies.

Results: Fifteen young people (12/15, 80% female; mean age 20.5 [SD 3.3] years; range 15-25 years) participated in all 3 phases. The phase 1 aggregated group data informed the recommendations used to guide 3 rapid cycles of prototype iteration. Adaptations included optimizing navigation, improving usability (functionality), and enhancing content to promote user engagement and acceptability. In phase 2, all participants checked in, with the highest frequency of full check-ins attributed to pain intensity (183/183, 100.0%), pain interference (175/183, 95.6%), and mood (152/183, 83.1%), respectively. Individual variability was

https://www.jmir.org/2020/6/e18315
evident for monitoring progress with the highest frequency of history views for pain intensity (51/183, 32.3%), followed by pain interference (24/183, 15.2%). For the goals set feature, 87% (13/15) of participants set a total of 42 goals covering 5 areas, most frequently for activity (35/42, 83%). For phase 3, metasynthesis of qualitative data highlighted that these digital tools were perceived as youth-focused and acceptable. A total of 4 metathemes emerged: (1) importance of user-centered design to leverage user engagement; (2) website design (features) promoting user acceptability and engagement; (3) app functionality supporting self-management; and (4) the role of wider promotion, health professional digital prescriptions, and strategies to ensure longer-term engagement.

Conclusions: Leveraging extant digital tools, with appropriate user-informed adaptations, can help to build capacity tailored to support young people’s self-management of musculoskeletal pain.

(J Med Internet Res 2020;22(6):e18315) doi:10.2196/18315
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Introduction

Background
Young people want access to health services that are tailored and responsive to their specific health needs, especially for those with chronic health conditions such as persistent musculoskeletal pain [1-3]. Digital technologies connect young people with health services and resources to support their self-care and promote positive health habits [4-6]. Furthermore, digital technologies are portable, customizable, and readily assimilate into young people’s daily routines [5].

This capability to connect is especially important for young people with chronic health conditions, including pain, during the critical transition from childhood to young adulthood [1,7]. Persistent pain can impose a significant and enduring health and economic burden on young people and their communities [8,9]. Australian data suggest persistent pain rates for young people approach those of adults (ie, approximately 20%) [8,10], whereas international data indicate higher rates for musculoskeletal pain (eg, 37% for back pain) [11-13]. Young people often fall through gaps during this developmental transition, with many failing to seek care and adopting unhelpful habits that increase the risk of ongoing health and social issues [6]. In Australia, this risk is compounded by young people exiting pediatric health services around the age of 16 years and failing to seamlessly integrate into adult health services, despite transitional frameworks [1,14,15]. Digital technologies may help to drive engagement, enabling timely access and broader reach to the right health care [1,14,16,17]. Currently, the lack of accessible, reliable digital resources tailored to the needs and preferences of young Australians with persistent musculoskeletal pain remains a health services gap [14,18]. Recognizing the intense resourcing required to develop and implement effective electronic health (eHealth) interventions, adaptation of proven digital technologies may be a more cost- and time-efficient approach [19].

To accelerate the implementation of digital technologies into the care of young Australians with musculoskeletal pain, we established a transnational partnership to leverage digital technologies already developed and tested for pain care. Both platforms were co-designed using best practice recommendations for eHealth design and implementation [20]. First, in Australia, we developed a digital resource, painHEALTH, to support improved musculoskeletal pain care for adults [21-27]. Co-designed with consumers, using a policy-into-practice approach [28], aligned to contemporary musculoskeletal models of care and strategic health frameworks (the chronic conditions framework [29] and the national pain strategy [15]), painHEALTH supports consumers accessing the right care, at the right time, by the right team. Impact evaluation demonstrated that consumers/caregivers and health professionals perceived painHEALTH as supporting holistic self-management and cocare of musculoskeletal pain [30]. Second, in Canada, an integrated smartphone and web-based self-management program, iCanCope with Pain, was developed [16,31]. This digital platform addresses the self-management needs of young people with persistent pain by improving access to contemporary tailored pain education; providing practical strategies to manage pain, psychological well-being, and sleep hygiene; encouraging physical activity; and providing peer social support [3,16]. The platform is undergoing cultural adaptation and usability testing evaluation in Norway [32].

Trial evaluation in Canada is also underway to assess implementation success and effectiveness (such as pain intensity, pain-related activity limitations, and health-related quality of life) outcomes (clinical trial number: NCT02601755).

Objective
Therefore, to avoid research waste and technology duplication, this study aimed to test the acceptability and need for adaptation of these two extant digital technologies for young Australians with musculoskeletal pain. The specific aims were as follows:
1. To test the acceptability and usability of a prototype derivative of painHEALTH for young people with musculoskeletal pain
2. To test the acceptability and usability of the iCanCope with Pain app [16] for young people with musculoskeletal pain.

Methods

Study Design
This 3-phased, mixed methods evaluation was undertaken in Australia between May 2019 and August 2019. Phases were sequential, with phase 1 involving participant (user) testing of website prototypes (research aim 1). In phase 2, participants...
utilized the *iCanCope with Pain* app (hereafter *app*) over a 1-week engagement period (research aim 2). Finally, in phase 3, semistructured interviews were conducted to provide insights into the participants’ experiences of using these digital technologies (Figure 1). The study had institutional ethics approval, adhered to the Declaration of Helsinki, and aligned with reporting recommendations from the consolidated criteria for reporting qualitative studies: 32-item criteria ([Multimedia Appendix 1](#)) [33].

Figure 1. A 3-phased approach to the user testing was adopted, with all participants undertaking user testing of website prototypes (phase 1), pain app user testing (phase 2), and semistructured interviews on their experiences of using these digital technologies (phase 3).

Eligibility Criteria

Young people aged 15 to 25 years with musculoskeletal pain for >3 months and currently living in Australia were eligible to participate. Musculoskeletal pain included recurrent or persistent pain; however, pain at the time of enrollment was not a prerequisite for participation. These eligibility criteria were aligned to our previous research [1] and applied across all 3 study phases.

Recruitment and Sampling

Participants were recruited from community sources, including arthritis consumer organizations, private health care practices, youth mental health services, via social media, electronic newsletters, flyers, and emails. Initial eligibility screening was undertaken using a web-based survey platform Qualtrics. The survey instrument was informed by our previous research on young people with musculoskeletal pain [1,16], with minor iterations, and was piloted by members of the research team (HS, AMB, J Chua, and JNS) before deployment to the field. No researcher had an existing relationship with any participant.

Consent

Young people meeting all 3 inclusion criteria were requested to provide consent directly through the Qualtrics web platform. Participants aged 15 to 17 years were advised to discuss consent with their guardian/parent before consenting to participate and were also invited to have a guardian/parent present for any, or all, phases of the study.

Protocol

The participants meeting the inclusion criteria and providing consent completed an initial web-based survey to capture demographics and clinical characteristics, including area(s) of their pain, pain duration, and pain diagnosis. The Örebro Musculoskeletal Pain Screening Questionnaire-Short Form (ÖMPSQ-SF) [34] was included as a measure of pain-related disability. The ÖMPSQ-SF has been validated for use in primary care [35] and used for previous clinical pain research in this age group [1]. Items are scored 0 to 10; 0 refers to the absence of impairment and 10 to severe impairment. A total of 3 items are reversed in order for all the questions to be oriented in the same direction. Total scores range between 1 and 100, with a score >50 indicating higher estimated risk for future (work) disability. Given the age range for our cohort, we modified the wording for items where work was mentioned to include work/study. Once participants completed the web-based survey, they were contacted to schedule a time for phase 1 of the user testing. Participants were allocated sequentially to 3 testing groups (each comprising 5 participants). Groups were run in series, with group allocations remaining consistent across all 3 phases of testing (as all participants consented to complete all 3 phases). The purpose of serial testing in phase 1 was to enable iterative cycles of formative feedback used to guide prototype refinements before the subsequent testing group, an approach consistent with best practice recommendations for digital user testing [16,20]. The period of testing across all 3 phases for a group ranged from 11 to 26 days. At the completion of phase 3, all participants received an AUD $100 (US $65) gift voucher.

**Phase 1. painHEALTH and Prototype Website User Testing**

For this phase of user testing, the existing pain*HEALTH* platform was used as a control website. This allowed users to evaluate 2 newly developed website prototypes against a fully functional comparator. As pain*HEALTH* was co-designed with adults, rather than younger Australians, we did not expect participants to easily relate to this website, but rather to consider features and content that might be helpful on a youth-focused platform. The prototypes were informed from our previous research using insights from young people with musculoskeletal pain about their needs and preferences for digital tools [1]. The specific tasks are outlined later in the paper.

We implemented *LookBack* as the test platform, using the *LookBack Live* option. *LookBack Live* allows users and researchers to engage and communicate together in real time.
with a website (in this case, painHEALTH and website prototypes) via a shared screen, with reactions, comments, behaviors, and interactions captured via downloadable audiovisual recording. This platform provided a good fit for purpose, enabling flexible scheduling, remote user access, and participants use of their own computers or mobile devices without the need for additional cables or cameras. User insights are denoted by a researcher’s use of time stamps, with additional capacity for taking technical notes within the test platform that can later be extracted in text and recorded form. A rapid cycle of prototype iteration was undertaken at each group’s completion of user testing.

Before implementing the user testing, the LookBack Live platform and user tasks were piloted by members of the research team (HS, AMB, JNS, and CL). Minor amendments were made to the user tasks to improve clarity regarding tasks. Participants were scheduled to a time slot, emailed a unique LookBack Live invitation link, and provided with instructions for the session. Participants were informed that the user testing was about the prototypes (and not themselves) and they “can’t do or say anything wrong” and to “think aloud” as much as possible. The total mean duration of the web-based prototype testing was between 60 and 90 min.

Participants were tasked with evaluation in the following order:

- **The painHEALTH website**: This website was used as a control site to help orient participants toward the look and feel, functionality, and content of a contemporary, consumer-focused, Australian musculoskeletal pain website [30]. Users were guided through 4 tasks covering interactive content (pain conditions and stories, self-checks, and pain management) on musculoskeletal pain care.

- **Two newly developed prototype websites (Figure 2)**: Prototype 1 was characterized by soft round shapes with a palette of purple/yellow/pink, and prototype 2 featured a geometric design with a blue/black palette. Content for the prototypes was adapted from the painHEALTH website for the evaluation tasks. The prototype websites were powered by InVision (digital product design).

Figure 2. Screenshots of the 2 prototype websites: to the left, the round, soft version is shown, and to the right, the geometric version.

Participants completed the same 4 tasks across each of the 3 websites (Multimedia Appendix 2). Each test task was contextualized by: (1) a background statement about the nature of the task, (2) instructions to guide the specific task required, (3) specific questions about each task to gauge feedback, and (4) any additional feedback. The 4 test tasks were as follows:

1. Find and watch Daniel’s pain story: This video/text content captured a young person’s narrative around their experiences with low back pain.

2. Find and complete the ‘Örebro Musculoskeletal Pain Self-Check’: This self-check questionnaire is designed for use across musculoskeletal pain conditions to predict the risk of higher estimated disability [34], and users can print out their score to share with health professionals.

3. Find and read the Making Sense of Pain management module: This content is focused on reasons why pain can persist beyond normal tissue healing times and the need for tailored holistic and integrated pain care.

4. Find Further assistance: This page provides a list of West Australian pain services and links to a cross-discipline health professional listing managed by the Australian Pain Society.

These test tasks were designed to reflect user-centered eHealth design principles [20] and criteria that predict real-world user engagement [20,36,37], specifically:

- **Navigation**
- **Usability** (functionality and ease of utilization)
- **User engagement** (content presentation, interactive, not irritating, targeted/tailored/personalized, captivating, and relatability)
- **Content** (appropriate level of literacy, credible, clear, and concise)
- **Acceptability** (design look and feel, meets the expectations of young people with musculoskeletal pain, motivating, and likability).

Engagement criteria were intentionally mapped across the task tests, with some overlapping of criteria (Table 1) to enable meaningful interpretation of outcomes and inform prototype iteration.
Table 1. Four test tasks were mapped, as per ticks, to reflect specific electronic health evaluation criteria.

<table>
<thead>
<tr>
<th>Design and quality criteria</th>
<th>Test tasks</th>
<th>Self-check</th>
<th>Making sense of pain</th>
<th>Further support</th>
</tr>
</thead>
<tbody>
<tr>
<td>Navigation</td>
<td>✓</td>
<td>N/A b</td>
<td>N/A</td>
<td>✓</td>
</tr>
<tr>
<td>Usability</td>
<td>N/A</td>
<td>✓</td>
<td>N/A</td>
<td>✓</td>
</tr>
<tr>
<td>User engagement</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Content</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Acceptability</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
</tbody>
</table>

aSelf-check refers to validated self-report questionnaires.
bN/A: not applicable.

Phase 2. iCanCope With Pain App User Testing

For phase 2, we adapted the framework developed by Stinson et al [16] for guiding young people’s use of the iCanCope with Pain integrated web- and smartphone-based app [16,31]. The specific app features [16] tested included:

- Symptom(s) check-in
- Structured goal setting to improve pain and function
- An interactive toolbox for pain coping strategies
- Access to papers to support users understand and manage their pain, mood, sleep, activity, and social function.

Participants were contacted by email within 2 days of completion of phase 1 and provided with the following standardized information (Multimedia Appendix 3):

- An overview of the iCanCope with Pain app (why it was developed, how it is currently being used, and by whom) and a link to the iCanCope with Pain website
- Features of the app used to support the self-management of pain (tracking and monitoring function; tracking your sleep, mood, physical activity, and energy levels; setting realistic goals; coping tools; and resources to support care)
- Instructions on how to access the app (via the app store) and sign in using their uniquely independently generated user name and password.

Instructions also outlined 4 key tasks for participants to complete:

1. Setting up their individual user profile (pain areas, triggers, pain intensity, interference, mood, sleep, physical activity, and energy)
2. Setting up their individualized goals aimed at improving their functioning in 5 main areas (physical activity, sleep, social, mood, and energy) and monitoring their progress against these goals
3. Symptom tracking over the 7 days to self-monitor progress (including pain, interference, mood, sleep, physical activity, and energy) and captured in the form of daily check-in reports
4. Accessing and exploring the library and the community resources designed to support their pain management (topics including nutrition, mood, sleep, work and study, social activities, self-worth, coping with pain, dealing with setbacks, talking to friends, employers, and teachers about pain).

Once set up and having completed these initial tasks, participants were encouraged to use the app daily to self-track and monitor their progress over the following 7-day period, while also using the app as they wished. Data extraction was performed by a team member (QP) blinded to phase 1 outcomes.

Phase 3: Semistructured Interviews

In the final phase, individual in-depth interviews were undertaken with participants about their experiences of using these 2 digital tools (website and app). The interview schedule was developed by a multidisciplinary research team (including clinical researchers with experience of musculoskeletal pain [HS, JNS, AMB]) and informed by prior user testing of these digital platforms [16,30] and our research on young people experiencing musculoskeletal pain [1,14] (Multimedia Appendix 4). Before the interview, participants were contacted (JEJ) to outline the interview process and schedule a time for the interview, in a quiet location chosen by the participant. All 15 interviews were conducted via teleconferencing by a senior qualitative researcher (JEJ) with experience in interviewing young people with musculoskeletal pain and who was independent of phase 1 and 2. No participant requested a support person during the interview. Interviews were audio recorded (duration ranged between 14 and 36 min, mean duration 21 min) and transcribed verbatim. Verbatim transcripts were checked for accuracy.

Data Analysis

Phase 1

User insights and feedback were extracted at the completion of each group’s cycle of testing. These text-based group data were recorded in an Excel spreadsheet, aggregated (BL), and mapped against the established eHealth criteria (HS; Table 1). These data were discussed by members of the team (HS and BL), and a consensus reached about what iterations should be implemented. Rapid cycles of prototype iteration were then undertaken and implemented before the next cycle of group testing. Therefore, 3 cycles of prototype iteration were undertaken and implemented (between groups 1 and 2, between groups 2 and 3, and 1 final cycle at the completion of group 3 testing).
Phase 2

Participant engagement over the 7 days of testing was captured and evaluated through an Analytics Platform to Evaluate Effective Engagement (APEEE) with digital health interventions [38]. APEEE is a dynamic, real-time analytic platform that captures and characterizes user app engagement. Outcomes from APEEE included the following:

- Total number of full check-ins (completion of all relevant domains), time taken to check-in (min/second), check-in by domain (pain activity, mood, physical activity, sleep, and energy). Note that sleep can only be logged once per day.
- History views (number of times each symptom domain was reviewed: pain, interference, activity, mood, sleep, and energy). Note that pain intensity is the default history domain, with users having to toggle to view other domains.
- Goals set (number and domain: activity, sleep, energy, mood, social).
- Library articles accessed (number and type).

Phase 3

The 15 verbatim transcripts were analyzed (coded) by 1 researcher (JEJ) in 3 sequential stages (ie, 3 sets of 5 transcripts) using inductive and deductive approaches. In the first stage, 5 transcripts were analyzed using a general inductive analytical approach, where codes were directly derived from the data or from the ground up, without starting from a prior theoretical understanding of the issue being explored. For the second stage, the coding framework inductively derived from the first five 5 transcripts was then utilized to deductively code the second set of 5 transcripts. When a new topic emerged from the data, a corresponding code was developed inductively. In the third stage, to verify data redundancy, the revised coding framework was applied to the final set of 5 transcripts. No new codes were added to the framework in this final stage of the analysis. By utilizing a combined inductive and deductive analytical approach, which involved a constant comparison of data over a period until no new topics emerged (data redundancy), a comprehensive profile of participant preferences and experiences was developed. Following the finalization of the coding framework, codes were reviewed, and key themes and corresponding subthemes were developed through an iterative process of grouping codes into concepts, reviewing transcripts, and refining themes. The interview schedule was intentionally divided into 4 parts: (1) general background/context (questions 1 and 2); (2) perceptions of the painHEALTH website functionality (question 3); (3) perceptions of the iCanCopeWith Pain app functionality (question 4); and (4) perceptions related to the acceptability, use, and implementation of the 2 digital tools generally (questions 5-13). This enabled the analysis of transcripts to be undertaken for each part of the schedule as mutually exclusive categories. Key themes and subthemes aligning to each part of the interview schedule were then reviewed (HS, AMB, and JEJ) and grouped under overarching (meta) themes [39]. One-third of the interview transcripts (n=5) were independently analyzed (JNS and CL) to confirm themes identified, and where necessary, refined to reach consensus, and confirm the construct validity. Data were structurally organized to present themes in a logical explanatory scheme [40].

We evaluated the extent to which our inductively derived data mapped to an evidence-based eHealth roadmap (the latter, extensively reviewed elsewhere) [20]. The roadmap takes a holistic approach to the development of eHealth technologies, integrating persuasive health technology theories with business modeling (efficient, effective, and sustainable) to improve the uptake and impact of eHealth technologies in practice. The roadmap is agnostic to digital platforms, is inherently fluid, interactive, and allows for a cyclical approach to the co-design (acceptability, functionality, and usability) and implementation of digital technologies in real-world settings. The roadmap provided a good fit for purpose, the plurality allowing for analysis of content relevant across both digital platforms (specifically, contextual inquiry, user requirements, value specification, co-design, and operationalization, referred to here as implementation).

Results

Demographic and Clinical Characteristics

A total of 20 potential participants met the inclusion criteria and consented to participate (Table 2). Of these 20, 15 (75%) participated and completed all 3 phases of the study, and 5 recruits did not start the study for various reasons (2 unwell, 2 for personal reasons, and 1 did not respond to email contacts or phone follow-up). The majority of these 15 participants were female (12/15, 80%) and resided in Western Australia (13/15, 87%). The mean age of these participants was 20.5 (SD 3.3) years.

For those participants with a confirmed medical diagnosis (10/15, 67%), musculoskeletal conditions included Ehlers-Danlos Syndrome (n=2), fibromyalgia (n=4), endometriosis (n=1; comorbid with back pain), rheumatoid arthritis (n=1), scoliosis (n=1), sacroiliitis (n=1), hip labral tear (n=1), and low back pain with nerve-related leg pain (n=1). For those reporting no confirmed diagnosis, conditions primarily related to low back/neck pain or upper/lower limb muscle or joint pain.
Table 2. Demographic and clinical pain characteristics of consenting participants (N=20).

<table>
<thead>
<tr>
<th>Demographic/clinical pain characteristics</th>
<th>Consenting and participating (n=15)</th>
<th>Consenting and not participating (n=5)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>20.5 (3.3)</td>
<td>22.6 (3.1)</td>
</tr>
<tr>
<td>Range</td>
<td>15-25</td>
<td>18-25</td>
</tr>
<tr>
<td>Gender (female), n (%)</td>
<td>12 (80)</td>
<td>4 (80)</td>
</tr>
<tr>
<td>Urban/rural, n (%)</td>
<td>13 (86)</td>
<td>1 (20)</td>
</tr>
<tr>
<td>English as a first language, n (%)</td>
<td>14 (93)</td>
<td>5 (100)</td>
</tr>
<tr>
<td><strong>Highest current level of education completed, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>University</td>
<td>4 (26)</td>
<td>1 (20)</td>
</tr>
<tr>
<td>TAFE&lt;sup&gt;a&lt;/sup&gt;</td>
<td>1 (6)</td>
<td>2 (40)</td>
</tr>
<tr>
<td>Year 12 (tertiary entrance)&lt;sup&gt;b&lt;/sup&gt;</td>
<td>6 (40)</td>
<td>1 (20)</td>
</tr>
<tr>
<td>Year 12 (other)</td>
<td>2 (13)</td>
<td>1 (20)</td>
</tr>
<tr>
<td>Less than 3 year secondary</td>
<td>2 (13)</td>
<td>0 (0)</td>
</tr>
<tr>
<td><strong>Currently at, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>School</td>
<td>4 (26)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>University or TAFE</td>
<td>8 (53)</td>
<td>1 (20)</td>
</tr>
<tr>
<td>Unemployed</td>
<td>0 (0)</td>
<td>2 (40)</td>
</tr>
<tr>
<td>Employed (volunteer or paid work)</td>
<td>3 (20)</td>
<td>2 (40)</td>
</tr>
<tr>
<td><strong>Pain</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Diagnosis from health professional (yes), n (%)</td>
<td>10 (66)</td>
<td>4 (80)</td>
</tr>
<tr>
<td><strong>Duration of pain (years)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>6 (6)</td>
<td>8 (8)</td>
</tr>
<tr>
<td>Range</td>
<td>0.3-22</td>
<td>2.5-18</td>
</tr>
<tr>
<td><strong>ÖMPSQ-SF&lt;sup&gt;c&lt;/sup&gt;</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>47 (14)</td>
<td>62 (6)</td>
</tr>
<tr>
<td>Range</td>
<td>27-74</td>
<td>52-66</td>
</tr>
<tr>
<td><strong>Area(s) of pain&lt;sup&gt;d&lt;/sup&gt;, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Neck pain</td>
<td>6 (40)</td>
<td>3 (60)</td>
</tr>
<tr>
<td>Mid back</td>
<td>7 (46)</td>
<td>3 (60)</td>
</tr>
<tr>
<td>Low back</td>
<td>8 (53)</td>
<td>4 (80)</td>
</tr>
<tr>
<td>Hips</td>
<td>5 (33)</td>
<td>2 (40)</td>
</tr>
<tr>
<td>Knees</td>
<td>3 (20)</td>
<td>2 (40)</td>
</tr>
<tr>
<td>Ankles</td>
<td>4 (26)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Shoulders</td>
<td>4 (26)</td>
<td>1 (20)</td>
</tr>
<tr>
<td>Elbows</td>
<td>1 (6)</td>
<td>1 (20)</td>
</tr>
<tr>
<td>Wrists/hands</td>
<td>11 (73)</td>
<td>1 (20)</td>
</tr>
<tr>
<td>All over pain (muscles and joints)</td>
<td>6 (40)</td>
<td>2 (40)</td>
</tr>
<tr>
<td>Other pain&lt;sup&gt;e&lt;/sup&gt;</td>
<td>10 (66)</td>
<td>3 (60)</td>
</tr>
</tbody>
</table>

<sup>a</sup>TAFE: Technical and Further Education Institutions.<br />
<sup>b</sup>Pathway for university entrance.<br />
<sup>c</sup>ÖMPSQ-SF: Örebro Musculoskeletal Pain Screening Questionnaire-Short Form, possible score 1 to 100.<br />
<sup>d</sup>Total count may be greater than the number of participants as more than one area of pain could be nominated.<br />
<sup>e</sup>Areas of pain nominated in free text included abdominal pain (n=3), coccygeal pain (n=1), migraine (n=3), gastrointestinal issues (n=2), dysmenorrhea.
Phase 1: painHEALTH and Prototype Website User Testing Outcomes

Outcomes from user testing of websites provided rich insights across the 3 groups. Outcomes are summarized sequentially by groups (1, 2, and 3) with recommendations derived to inform each cycle of prototype iteration, shown in Textboxes 1 to 3, respectively. A comprehensive tabulation of these data mapped by group to design criteria (navigation, usability, user engagement, content, and acceptability) with supporting user insights and quotes is provided in Multimedia Appendix 5.

For group 1, outcomes are summarized in Textbox 1. Participants leaned more strongly toward preferring the round and bright prototype variation. Compared with the control site, participants liked the use of dropdowns (easier navigation) and self-check functionality enhancements (better user experience for quiz completion). The Further Support menu did not resonate well with participant expectations, as this suggested technical support for some. Simplifying language and the use of a glossary were perceived as enhancements that would improve user engagement. On the basis of these outcomes and discussions with members of the team (AMB, JNS, BL, and HS), a consensus decision was reached to proceed with the round and bright prototype only. Collectively, these data informed the first rapid cycle of prototype iteration, implemented before group 2 testing.

Textbox 1. Recommendations for prototype iteration based on insights from group 1 participants.

- Navigation: add drop-down menus throughout the prototype website to facilitate navigation and improve user engagement.
- Usability: self-check improvements included providing an explanation about what the self-check results mean to help reduce anxiety and fear about the results and the addition of explanatory text about who to see (health professional) and why.
- Content and user engagement: simplifying text, chunking text, and use of bold quotes to highlight key messages.
- Acceptability: Further Assistance changed to Further Help to capture both the listing of resources, services, and links to health professionals.

Group 2 insights indicated overall positive responses to the colorful prototype iterations and informed further recommendations for iteration (Textbox 2; Multimedia Appendix 5). Participant insights highlighted the ease of navigation, usability (functionality), engagement, content, and acceptability compared with the painHEALTH website. Recommendations to inform the second cycle of prototype iteration were implemented before group 3 testing.

Textbox 2. Recommendations for prototype iteration based on insights from group 2 participants.

- Navigation: enhance the navigation bar to ensure it is sticky on every page (ie, the navigation bar follows the user as they move up and down a page); implement hyperlinks to open external websites in a new tab; improve identification of external hyperlinks versus internal; add global navigation to the self-check, with the removal of progression steps; inclusion of a progress bar/percentage; remove lifestyle image on self-check start page; and use a smaller icon to reduce the need for users to scroll to start the self-check quiz.
- Usability: for the self-check, revise the text to better explain what the self-check is, why a user would complete it, and how they can use this information.
- User engagement: introduce categories within the management modules to better direct users to relevant content and further optimize and enhance user engagement and acceptability.
- Content: review website content and optimize for a younger reading audience (the appropriate level of health literacy) with even more chunked content and amend Further Contacts further, adding 3 tabs to be meet user expectation about related page content and to reduce the volume of contacts listed on the page into clear groupings to be easily scannable.
- Acceptability: color palette optimization to improve the relatability for the targeted age range using a softer palette of welcoming blues and engaging yellows that still feels young; drop the pinks and purples to ensure accessibility for color-blind individuals.

Group 3 participants indicated a positive overall response to the prototype compared with the control site (Textbox 3; Multimedia Appendix 5), with all indicating that the color palette was engaging and fun and nicely targeted toward a younger demographic. Feedback highlighted an improved user experience in navigation, with no further issues reported. Self-check functionality enhancements were well received. One participant raised the possibility of implementing screen reader functionality to help improve readability (when required). Compared with the control site, the use of chunked information and larger font size made for easier readability. Compared with the control website, this prototype was perceived by group 3 participants as providing a good example of a holistic, integrated approach to young people’s pain, making it easy to find, research and understand their pain. To further support and explain content, the use of more illustrations/videos within the management modules was proposed. Overall, participants found the website acceptable, reporting the look and feel as engaging, fun, relatable, and appropriate to their demographic. Collectively, group 3 insights guided the final prototype iteration recommendations.
Textbox 3. Final recommendations for prototype iteration based on insights from group 3 participants.

- Usability: consider screen reader functionality to support users or consider extracting the audio from website videos, loading these as audio files. For longer form content, capturing readings of content, to then create downloadable audio files.

- Content: the use of a sidebar section that can act as an anchor link that is sticky and follows the user up/down the screen and scrolls their viewpoint to the contact area to further assist finding relevant contacts.

- User engagement: embed images that are resonant of the specific pain management module the content is about (eg, an image or icon of an activity or walking for Movement with Pain) to help differentiate the management module content and better assist, engage, motivate, and relate to the user.

Phase 2 Outcomes: iCanCope with Pain App

Participants’ engagement data for the use of the iCanCope with Pain app are summarized in Table 3 and Figure 3. The group mean (SD) and median frequencies for specific app features were: check-ins, 7.3 (4.0), 7.0; history views, 10.5 (12.8), 4.0; goals set, 2.8 (2.8), 2.0; and articles accessed, 4.2 (3.9), 2.0. Over the week of app use, all participants checked in, with 183 check-ins initiated. Of these, 59.6% (109/183) were full check-ins, meaning completion of all 5 domains (sleep, mood, physical activity, and energy levels). The highest frequency of full check-ins was attributed to pain intensity (183/183, 100.0%), followed by pain interference (175/183, 95.6%), and then mood (152/183, 83.1%). Attrition for check-ins was more common for domains covering physical activity (120/183, 65.6%) and energy (109/183, 59.6%). Note that the sleep domain is only asked once per day regardless of the number of times participants checked in each day (therefore, no denominator provided), which explains the lower number relative to other domains (n=72).

Table 3. Individual participant engagement data for the use of the iCanCope with Pain app over 7 days.

<table>
<thead>
<tr>
<th>Participant ID</th>
<th>Full check-ins, n</th>
<th>History views, n</th>
<th>Goals set, n</th>
<th>Library articles accessed, n</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>4</td>
<td>21</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>2</td>
<td>8</td>
<td>18</td>
<td>4</td>
<td>8</td>
</tr>
<tr>
<td>3</td>
<td>6</td>
<td>3</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>4</td>
<td>13</td>
<td>38</td>
<td>11</td>
<td>6</td>
</tr>
<tr>
<td>5</td>
<td>7</td>
<td>3</td>
<td>4</td>
<td>2</td>
</tr>
<tr>
<td>6</td>
<td>3</td>
<td>4</td>
<td>0</td>
<td>11</td>
</tr>
<tr>
<td>7</td>
<td>17</td>
<td>7</td>
<td>2</td>
<td>11</td>
</tr>
<tr>
<td>8</td>
<td>7</td>
<td>0</td>
<td>2</td>
<td>7</td>
</tr>
<tr>
<td>9</td>
<td>2</td>
<td>0</td>
<td>1</td>
<td>8</td>
</tr>
<tr>
<td>10</td>
<td>6</td>
<td>14</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>11</td>
<td>7</td>
<td>13</td>
<td>5</td>
<td>1</td>
</tr>
<tr>
<td>12</td>
<td>4</td>
<td>0</td>
<td>5</td>
<td>1</td>
</tr>
<tr>
<td>13</td>
<td>8</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>14</td>
<td>5</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>15</td>
<td>12</td>
<td>36</td>
<td>2</td>
<td>2</td>
</tr>
</tbody>
</table>
A total of 73.3% (11/15) participants completed a total of 158 history views over the week of app use (ie, monitoring their progress over time), with a variable frequency of views for each domain. The highest frequency of domain history views related to pain intensity (51/158, 32.3%), followed by pain interference (24/158, 15.2%), activity (22/158, 13.9%), mood (21/158, 13.3%), sleep (19/158, 12.0%), and energy (18/158, 11.4%).

For the goals set feature, 86.7% (13/15) of participants set a total of 42 goals covering 5 areas. The most frequently set goals were for activity (35/42, 83.3%), with fewer for sleep (4/42, 9.5%), energy, mood, and social activity (1/42 for each, 2.4%). Over the week of app use, 63 articles were accessed through the app library by 11 (73.3%) participants. Articles focused on the following content areas (listed most to least frequently accessed; note $n$ may be greater than participant numbers, as more than one article could be categorized within 1 content area):

- Making sense of pain (16/63, 25%)
- Sleep hygiene (14/63, 22%)
- Behavioral approaches to pain (coping and mood management; 10/63, 16%)
- Activity planning, pacing, and goal setting (8/63, 13%)
- Communicating pain (4/63, 6%)
- Exercising with pain (4/63, 6%)
- Managing fatigue with pain (2/63, 3%)
- Condition-specific care (neuropathic pain; 1/63, 2%)
- Motivation and adherence (1/63, 2%)
- Nutrition (healthy eating habits; 1/63, 2%).

**Phase 3: Qualitative Interview Findings**

Findings are presented according to a hierarchical structure aligned to the qualitative data analysis methods, with 4 overarching metathemes identified, supported by themes and subthemes (Figure 4). An overarching summative statement for each metatheme is provided in the text later in the paper. Further details for metathemes, including specific themes and subthemes with supporting quotes, are summarized in Textboxes 4 to 7, respectively. A comprehensive tabulation of all findings is provided in Multimedia Appendix 6.
Figure 4. Graphic summary of metathemes and themes derived from qualitative interviews. Metathemes were as follows: user-centered digital design (orange), website design promoting engagement and acceptability (blue), app functionality to support self-care (green), and leveraging uptake of digital tools (yellow).

Metatheme 1: User-Centered Design Features Resonating With Young People’s Needs

User-centered design features perceived by participants across both digital platforms as reflecting specific youth-focused digital tools included vibrant color palettes, playful nonlinear shapes, and engaging interfaces that motivated them to interact with the digital tools. Participants described content across both platforms in a manner that was relatable and engaging for young people, with the use of simple language, a variety of formats to deliver information, and chunking of text, rated as preferred features (Textbox 4).

Textbox 4. Metatheme 1: user-centered digital design.

<table>
<thead>
<tr>
<th>Bright colors and modern design that evoke a playful and fun interface are important features of digital tools (website and app) to engage users</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Vibrant colors associated with being youth-focused</td>
</tr>
<tr>
<td>“I felt like the colours were good. I felt like the design was youth-focused, but not necessarily exclusively youth-focused, if you know what I mean? If a 50-something year old were to look at it [the app], they wouldn’t just be like, ‘Oh, this is dodgy.’” [Participant number 11; app]</td>
</tr>
<tr>
<td>• Vibrant colors associated with eliciting positive emotions</td>
</tr>
<tr>
<td>“I really enjoyed the bright colour scheme with the blues and the purple and the pinks. I thought it was really calming and really interesting, as well, for a young audience.” [Participant number 9; website prototype 1]</td>
</tr>
<tr>
<td>• Different shapes, curved edges, lots of images, and illustrations are modern design features that appeal to users</td>
</tr>
<tr>
<td>“I really enjoyed how the layout was all the bubbles instead of being just straight text or in boxes, it seemed really interesting and fun.” [Participant number 9; app and website]</td>
</tr>
</tbody>
</table>

Present content to optimize reading and comprehension

<table>
<thead>
<tr>
<th>Use of different formats to deliver information (eg, video, audio, text, illustrations)</th>
</tr>
</thead>
<tbody>
<tr>
<td>“I found it all very easy to read. It was nice big font with a good balance between images to break up the text, as well as videos and stuff like that as well.” [Participant number 3; prototype websites]</td>
</tr>
<tr>
<td>• Careful attention to font—the size, type, and color all impact readability (particularly if user is feeling unwell/fatigued)</td>
</tr>
<tr>
<td>“But the writing itself is a decent size, so for anyone that does have a bit more trouble with that, like if they do have a headache, the fact that it’s a bit bigger is better as well.” [Participant number 1; app and websites]</td>
</tr>
</tbody>
</table>
Using positive, nontechnical language, and less formal wording to enhance engagement

“I guess the thing that struck me the most, I guess, in a good way was how it was sort of almost unprofessional, like it was just asking these questions with almost like childish cartoony images.” [Participant number 3; app]

“It’s not ‘for kids,’ there’s no being spoken down to at any point with this site.” [Participant number 10; website]

Short and concise information with links to additional information/external resources

“The shortness of them, the conciseness is pretty helpful as well, so I can just sit down for 5 minutes, read it and then take it on, see if it works and if it doesn’t work, find another one, like, find a method to suit me better.” [Participant number 14; app and prototype website]

**Metatheme 2: Website Design Promoting User Acceptability and Engagement**

Participants identified features of the website prototypes that aligned with their preferences for acceptability, ease of navigation, and usability of digital tools. Acceptability here referred mainly to the information being relevant to participants (Textbox 5). Where content was too text-heavy (ie, painHEALTH website), participants suggested modifying density by chunking information, using callouts, and greater use of supporting images/interactive features (such as video content). Participants liked the use of real-world patient stories on the websites, which resonated with their individual experiences of pain, reduced feelings of isolation, and showed how others had learned to cope with their pain. Navigation features that motivated participants to engage with the website included drop-down menus, clear website layout, simple design, use of a search bar, and minimal clicks to get to relevant content. Participants expressed enthusiasm for a tailored website specific to the needs of young people with pain. Features including meaningful pain management information, practical tips, real-world pain stories, and insights into condition-specific care were positively perceived to support their pain self-management.

**Textbox 5. Metatheme 2: website co-design promoting user acceptability and engagement.**

**Acceptability of content foci**

- Information matches user needs

  “It’s got plenty of information on different types of pain, things like sleep, which is really helpful as well ‘cos that’s a big part of it, and also information on who you could speak to if you’re having further issues, which is really nice as well because there’s not a lot of that information elsewhere.” [Participant number 11; painHEALTH]

  “Also, I found that the stories themselves are pretty handy… I think it shows me that I’m not the only one doing it, but they’re also demonstrated methods of coping with it within their everyday life. That was the key bit.” [Participant number 14; painHEALTH]

- Information pages too text-heavy and need to be broken up with the use of images, diagrams, and callout text features

  “I felt further work could be done to improve things like having a lot more figures and images in the text, so like the articles or explanations, having a lot more diagrams that are explaining some of the science.” [Participant number 22; painHEALTH]

- More information wanted on services available and how to access help

  “…I think the Help section, where it gave the list of the hospitals and healthcare centres, that needs to be a bit more refined so that it’s easier to see what you were looking for. I’d like to see a website, like a hospital website and then further contact details on that website or instructions on how to get to the details on the service and what they can do.” [Participant number 6; website prototype 1]

**Optimizing navigation**

- Drop-down menu feature widely liked and assisted easy navigation

  “Everything is easy to find because it’s labelled very nicely at the top there for you and it’s all dropdown, so it’s really easy to go into what you’re looking for.” [Participant number 1; website prototype 1 and 2, version 1]

- Website layout design clear and easy to use

  “It’s very clearly laid out and really easy to navigate without being, I don’t know, patronising. I’ve been on patronising information sites before.” [Participant number 10; website prototype 1]
• Search bar considered an important feature that would assist looking for specific information

“The search bar would make it easier, but it was pretty straightforward and I was able to find what I was looking for.” [Participant number 4; website prototype 1 and 2, version 1]

• Preference for minimal clicks to access information

“Probably an update to the home page so when you click on the menu bar you don’t go to another page that’s got all the links there, you actually just go directly to the page that you’re looking for from the menu bar.” [Participant number 14; website prototype 1]

Website supports self-management

“It’s amazing to think that things like this are coming out because when you first get diagnosed or whatever there really aren’t places like this. So it’s exciting to see that people are starting to think about this. It’s great.” [Participant number 12; website prototype 1]

Metatheme 3: App Functionality Supporting Pain Self-Management

Participants identified multiple app functionalities that they perceived supported active self-management of their pain. Notably, the daily check-in was seen as encouraging self-reflection and identification of broader factors that may impact their pain, whereas pain tracking information was useful in supporting their pain care through positive behavioral change and guiding clinical pain encounters (Textbox 6).

Usability features that motivated participants to engage with the app included the daily check-in (easy to use), content prompts based on input from check-ins (eg, mood management), and being able to connect with young peers. Participants identified several app functionalities that could enhance daily check-ins, including:

• Ability to set a flexible check-in time that suited their daily routines (versus the standard midday check-in)
• Functionality that allows for mapping output from daily activities and personal diary functionality for reflection/reminders
• Retrospective diary entry capability (in case of missing a day of entry)

Textbox 6. Metatheme 3: app functionality to support young people’s pain self-management.

iCanCope with Pain app supports self-management through several features

• Daily check-in encourages self-reflection and identification of broader factors that may impact on pain

“So I think it was good for bringing to light some of those things, because normally you wouldn’t typically finish your day and be like, ‘I was in a lot of pain today. Why was I in a lot of pain?’ and this helps to start those, I suppose.” [Participant number 3]

• Pain tracking supports positive pain care behaviors (monitoring, self-reflection, goal setting, coping, and progress over time)

“It was interesting to see how much sleep I got related to my pain and my mood etc... It’s like, maybe I should sleep more.” [Participant number 6]
• Encourages setting of goals and monitoring progress

“That was awesome. That part was really good because you can track personally what your goals are, when you’ve completed them, whether they’re short-term goals or long-term goals.” [Participant number 13]

Utilize pain tracking information to inform and support clinical consultations

“I think it could be used for both, like for just monitoring it yourself. If health professionals need to see how it’s changing, that would be a good tool for them to use.” [Participant number 4]

Usability

• Daily check-in feature engaging and easy to use

“I just like how easy it is. It doesn’t take very long to check-in and it’s very easy to see how it’s changing and what’s impacting it.” [Participant number 4]

• Information interactivity features appealing

“I think after you enter it for three days it starts giving you some recommendations and patterns, which was nice. It gives you feedback and I think it was giving some suggestions of articles, which was good, then you click on them and start reading.” [Participant number 7]

• Copey, a divisive character—mixed perceptions regarding the acceptability of the app icon for the target user group

“I quite liked it, but I think it might be a bit too childish for my demographic. The icon is iconic, but I think that’s what is making it childish for the younger group.” [Participant number 6]

“I think it is. I think it’s a little childish, but I think that young adults are returning to enjoying more childish things...maybe having the icons be a little bit more adult.” [Participant number 9]

• Multifaceted improvements for daily check-in feature

“Yeah, it doesn’t have anything that specifies [what time] I’m checking in and also it seems to let me check in multiple times a day.” [Participant number 10]

• Greater functionality (design features) to support end user self-management

“Also with the ‘My Goals’, I think it would be important to link that to your normal check in every day. The information that you provide in your ‘My Goals’ may be relevant to your check in in terms of exercise, sleep, or how you’re feeling today.” [Participant number 7]

• Provide different mode settings to enable tailoring the app ‘look and feel’ to each user

“The only thing I would suggest would be a change of background or some personalized settings so people can really make it their own and keep it engaging.” [Participant number 12]

• Scales used to rate physical activity need to be revised - not considered intuitive

“Physical activity levels being levelled from ‘great’ to ‘the worst’ doesn’t really make a lot of sense. If it were in terms of minutes, that would, I think, be easier to navigate.” [Participant number 10]

Navigation

• Easy to use and intuitive

“The navigation around the app was, I felt, really intuitive and really easy.” [Participant number 2]

• More guidance on how to utilize functions not related to check-in

“So, I think the main ones obviously that I was using were doing the pain every day, but the other sections I wasn’t too familiar with or understanding well. Yes [more guidance on other sections], because I think the reason I stuck to the first one was because I was instructed how to use it.” [Participant number 15]

Perception of overall acceptability

• App was considered a valuable resource for monitoring and managing pain

“Yeah, I think the app I would probably use on a daily basis. The app I really, really liked. I don’t know whether I’m still able to use it but yeah, if I’m still able to use it now then I’d love to. I think the app is just amazing.” [Participant number 13]
• App readily available using phone

“I thought that was so nice and I wish I had that when I was younger... as I said, it would just be so nice because you
always have an information source on your phone and you could just use it whenever you needed it.” [Participant
number 9]

Metatheme 4: Leveraging Uptake of Digital Tools

Participants provided rich insights into how both these digital
tools could be leveraged to extend reach into the community
and drive uptake by young people with pain. Key themes
included marketing the app to potential users, highlighting key
functionalities and features that enable tailoring the app to
support their self-management (Textbox 7). Testimonials from
current users were perceived as marketing opportunities,
especially where the testimonial was linked to a social media
account identifying a real-world person who had lived
experience of pain.


Market desirable features to the user group

• How the tools can help the user

“I think curiosity drives young people. If you make it available and say that it’ll help you track your pain and so on,
I think that might motivate them for people who want to track or monitor what they did.” [Participant number 14;
app]

• Testimonials from users

“I think people do often read what other people have to say about it, so I think that definitely [testimonials] would
make a difference.” [Participant number 12; app and website]

Multimodal advertising approach

• Referral from a health professional which can be utilized both within and external to the clinical consultation

“...having that a doctors’ surgeries or having doctors or other allied health, like physios or anything like that, refer
it.” [Participant number 8; app and website]

• Social media advertising

“I think social media could be a big way. Particularly through Facebook or Instagram, having ads that pop up I think
could be a good way.” [Participant number 8]

• Links through other websites

“But if it popped up on certain websites, like Beyond Blue or something like that as well, because I feel like a lot of
them probably go onto those sorts of spaces to look for support... Yeah, because it makes it seem like it is more reliable
and a better source of information if it is popping up on something like the government websites.” [Participant number
1]

• Promotion through educational institutions

“I think you’ve got to put the information out there and I think one way could be through maybe schools... ‘If you
experience this pain, we’ve got these websites, we’ve got these apps, there are tools available’. I guess the same could
go at a university or education system...” [Participant number 8]
Discussion

Principal Findings
This study aimed to test the acceptability, usability, and need for adaptation of 2 extant digital technologies to support the needs of young Australians with musculoskeletal pain. Overall, the participants’ perspectives were positive on the acceptability and usability of both the final prototype pain website and the iCanCope with Pain app. In using these digital technologies, participants articulated the critical importance of designs being youth-focused, with colorful, fun interfaces that were relatable to promote young people’s engagement in self-management of their musculoskeletal pain. Adaptation of the website prototype was required and informed by rapid cycles of iteration with a focus on improving user engagement. For the app, participant engagement highlighted the value of tailoring capabilities to support individualized pain self-management. Recommendations for app adaptations were modest and primarily related to enhancing functionality (more capacity to personalize the look and feel), improved flexibility (check-in time), and capacity to monitor outcomes from goal setting. Participant insights on leveraging these digital technologies to support young people’s self-management emphasized the need for wider promotion, health professional digital prescriptions, and strategies to ensure longer-term engagement.

Strengths and Limitations
Strengths of this 3-phased mixed methods study included the following: (1) adherence to a user-centered eHealth design roadmap [20] reflecting value specifications, co-design principles, iterative cycles of prototype testing, and identification of factors relevant to implementation; (2) evaluation criteria that predict real-world user engagement [20,36,37]; (3) use of an innovative web-based testing platform fit for purpose, allowing remote user testing and reach across geographic barriers; (4) rapid cycles of website prototype design, testing, and iteration; (5) use of an analytics platform to evaluate engagement with capture extended over 1 week (user testing often conducted as a short, single session under laboratory conditions); and (6) mixed methods design, using a larger (user testing) sample, thereby providing rich insights on the acceptability and usability of these digital technologies and informing recommendations on the need for adaptation and suggestions to enable implementation.

Limitations included (1) the potential for gender bias given the dominantly female sample; (2) potential participation bias, with recruitment of young people who felt confident in sharing their experiences or who had directly experienced health services/resource gaps; and (3) although our sample is representative of young people from Australia (a developed country with a high-quality health care system), findings are not necessarily transferable to different health care systems, including those of middle or low-income economies.

Leveraging Digital Technologies to Support Young People’s Self-Management of Musculoskeletal Pain
Leveraging these 2 digital tools (app and web-based) for pain that we have previously co-designed, developed, and evaluated [16,30], enabled us to rapidly create a digital test bed in Australia. Advantages included time and cost efficiencies, maximizing the use of current resources, and avoiding unnecessary duplication [19]. Accelerating this phase of our research program to support young Australian people with musculoskeletal pain [1,2,16] is critical [17,41], given the increasing burden imposed by musculoskeletal pain and the lack of an appropriately skilled health workforce [9,15,17]. Digital technologies such as those we have tested in this study provide an innovative approach to improving timely access to credible and practical self-management for young people with musculoskeletal pain and other chronic noncommunicable conditions [2,42,43], regardless of where they live [1]. This is particularly relevant in the current Australian digital landscape given the implementation of the National Digital Health Strategy [44] and the drive for innovative, sustainable digital technologies to support the implementation of health services and self-care of chronic health conditions [29,44].

User-Centered Co-Design Critical to Optimizing Acceptability, Usability, and Engagement
Collectively, the findings from our study highlight the importance of user-centered co-design from inception. Our approach is consistent with evidence derived from our recent systematic review of mobile health technologies for chronic noncommunicable disease management in young people, specifically recommendations on effective implementation [2] and the use of an evidence-based roadmap to increase the uptake and impact of eHealth technologies [20]. Our digital tools were perceived as being youth-focused, with a visual design that elicited positive user emotions and promoted active engagement, outcomes aligned with our primary study aims. The positive perceptions of young people on acceptability, usability, and potential engagement are consistent with qualities of product design that predict real-world user engagement with (app and
web-based) eHealth interventions [36]. Furthermore, a recent study on design qualities that may predict user adherence to behavioral eHealth interventions in real-world use, found therapeutic persuasiveness (defined as the incorporation of persuasive design/behavior change principles) to be the most robust predictor of adherence (ie, duration of use and number of unique sessions), suggesting the importance of persuasive design and behavior change techniques incorporation during the design and evaluation of digital behavioral interventions [45].

Regarding adaptations, the optimization of the app was primarily related to enhancements in functionality (capacity to personalize the look and feel, scales for goal setting and monitoring of goals/outcomes, and time flexibility for check-ins). Use of the app over the week varied with individual participant engagement data, highlighting the value of flexible daily check-ins and tailoring capabilities to support individualized self-reflection and monitoring. A similar approach to testing cultural appropriateness, usability, and the need for adaptation of the iCanCope with Pain app has recently been undertaken in Norway [32], with preliminary outcomes indicating high levels of acceptability and usability, the only adaptations being the need for optimizing user interaction of the social support feature [32]. The app is currently being evaluated in a randomized controlled trial with a larger sample with chronic pain and juvenile inflammatory arthritis. Other derivatives of the iCanCope with Pain app have also been developed for various conditions in children and adolescents, including self-management of postoperative pain [46], sickle cell pain [47], and juvenile idiopathic arthritis [48], with the latter 2 currently undergoing evaluation [46].

Adaptation of the website prototype was guided by rounds of participant feedback, informing rapid cycles of iteration with a focus on improving user engagement. Recommendations for adaptation are mainly related to greater use of chunked information and call outs (key messages in large font that function as calls to action), optimizing navigation (sticky bars, search functions, and drop-down menus), and improving the information on accessing other services and resources to their support care (what services, what they offer, how to access them). These design recommendations were implemented in the final website prototype in preparation for the current (ongoing) phase of finalizing text and audiovisual content in collaboration with young people. This approach to co-design of content will ensure alignment to Australian user needs and preferences [1,14], while also ensuring consistent messaging and self-management domains between the website and the iCanCope with Pain app.

Operationally, the intention for future use of these 2 digital platforms in Australia is to offer complementary digital tools with different functions that can interact bidirectionally (eg, by use of push notifications). Such an approach offers flexibility in supporting both individualized tailored self-management (app), while concurrently providing the capacity for richer audiovisual content and resources specifically codeveloped with and for young Australians (website) and critically, explicitly linked to Australian health services and systems [2]. On the basis of our impact evaluation of the adult painHEALTH website [30], digital platforms can operate as an important health strengthening tool [49], linking consumers/caregivers with their clinicians, services, and systems. We have also demonstrated that this approach promotes more holistic integrated pain care models [17,30] and enables consistency of messaging between consumers and their clinicians (eg, sharing of short targeted audiovisual content during clinical consultations about other people’s pain experiences, and how they have implemented positive evidence-based behaviors to improve their pain care). The web-based platform will also include contemporary, evidence-based condition-specific musculoskeletal knowledge (eg, about low back pain and juvenile inflammatory arthritis) with links to best practice pain self-management (eg, making sense of pain, pain education, coping skills and behavioral approaches to pain, encouraging movement, activity and exercise with pain (pacing), appropriate use of medicines) [16,50]. Additional advantages of a web-based platform include the capacity for real-time updating at lower resourcing and cost than app-based technologies, multiple-platform compliance (ie, capacity for use on various devices), easy access, and linking to other entities (eg, consumer, tertiary educational, and health professional bodies). Advantages of the app included empowering young people to take their health in their hands, supported by individual tailoring abilities of the app, informed by check-ins, with self-monitoring and self-reflection supporting helpful habits (behavior change) and complementing clinical care.

Conclusions: Insights and the Next Steps
Outcomes from current, ongoing trials of the effectiveness of the iCanCope with Pain app will help to inform our decision on the most appropriate approach to evaluate the implementation of these digital technologies in Australian pediatric pain care settings. We envisage the use of a contemporary and flexible evaluation approach that moves beyond traditional effectiveness designs to consider alternative hybrid trial designs [51] or multidimensional and whole-of-system evaluation approaches, such as a benefits evaluation [52] that is best aligned to the Australian digital ecosystem and positions these digital tools for real-world implementation [51]. The adaptation of user-centered design and implementation science methods from inception (such as done here) can mitigate the risk of low rates of implementation and the associated research waste [19]. In this context, we gained valuable insights from young people to support and enable implementation, including taking a whole-of-health (systems, services, and clinical-level) approach to facilitate real-world dissemination and embedding. These findings are in accordance with recommendations from our recent systematic review of mHealth technologies for noncommunicable chronic disease management in young adults [2].

Digital technologies are positioned to enable the rapid transformation of health care, with their critical role highlighted by the release of the first World Health Organization guideline establishing recommendations on digital interventions for health system strengthening [53], and more recently, local recommendations for transforming health in Australia [54]. The outcomes from this study are, therefore, timely considering the reorientation of health services and system reform toward better
integrated management of chronic health conditions [55], healthy aging across the life course [56], and the expectations of young people with chronic musculoskeletal pain for access to evidence-based digital tools to support their self-management [1]. Although we are cautious and thoughtful about the many broader research questions that remain on the evidence for the use of digital technologies in health care innovation (consumer needs and preferences; synergy with current services and systems; capacity to interface with current health systems, services, and workflows; achievement of broader system goals; and stability and sustainability), we suggest that this should not be a reason to accept the current default position in Australia, where many young people with musculoskeletal pain do not have timely access to reliable evidence-based services and resources that promote and support helpful behaviors and improved well-being.
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Abstract

Background: Depression is a common mental disorder with a high social burden and significant impact on suicidality and quality of life. Treatment is often limited to drug therapies because of long waiting times to see psychological therapists face to face, despite several guidelines recommending that psychological treatments should be first-line interventions for mild to moderate depression.

Objective: We aimed to evaluate, among patients on a waitlist to receive secondary mental health care services for depression, how effective coach-guided web-based therapy (The Journal) is, compared with an information-only waitlist control group, in reducing depression symptoms after 12 weeks.

Methods: We conducted a randomized controlled trial with 2 parallel arms and a process evaluation, which included interviews with study participants. Participants assigned to the intervention group received 12 weeks of web-based therapy guided by a coach who had a background in social work. Patients in the control group receive a leaflet of mental health resources they could access. The primary outcome measure was a change in depression scores, as measured by the Patient-Health Questionnaire (PHQ-9).

Results: A total of 95 participants were enrolled (intervention, n=47; control, n=48). The mean change in PHQ-9 scores from baseline to week 12 was −3.6 (SD 6.6) in the intervention group and −3.1 (SD 6.2) in the control group, which was not a statistically significant difference with a two-sided alpha of .05 (t91=−0.37; P=.72, 95% CI −3.1 to 2.2). At 12 weeks, participants in the intervention group reported higher health-related quality of life (mean EuroQol 5 dimensions visual analogue scale [EQ-5D-VAS] score 66.8, SD 18.0) compared with the control group (mean EQ-5D VAS score 55.9, SD 19.2; t84=−2.73; P=.01). There were no statistically significant differences between the two groups in health service use following their initial consultation with a psychiatrist. The process evaluation showed that participants in the intervention group completed a mean of 5.0 (SD 2.3) lessons in The Journal and 8.8 (SD 3.1) sessions with the coach. Most participants (29/47, 62%) in the intervention group who completed
the full dose of the intervention, by finishing 6 or more lessons in The Journal, were more likely to have a clinically important reduction in depressive symptoms at 12 weeks compared with the control group ($X^2 = 6.3; P = .01, \Phi = 0.37$). Participants who completed the interviews reported that the role played by the coach was a major factor in adherence to the study intervention.

**Conclusions:** The results demonstrate that the use of guided web-based therapy for the treatment of depression is not more effective than information-only waitlist control. However, it showed that the coach has the potential to increase adherence and engagement with web-based depression treatment protocols. Further research is needed on what makes the coach effective.

**Trial Registration:** ClinicalTrials.gov: NCT02423733; https://clinicaltrials.gov/ct2/show/NCT02423733
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**Introduction**

**Background**

Depression is a common mental disorder [1] with a high social burden [2] and significant impact on suicidality [3] and quality of life. Most treatment for depression occurs in primary care. In secondary care, treatment is often limited to drug therapies, in part, due to long waiting lists to see psychological therapists face-to-face. This is contrary to recommendations about the importance of nondrug therapies by the National Institute for Health and Care Excellence (NICE), based in the United Kingdom, and other institutions [4]. In secondary and tertiary mental health care centers in Ontario, at the time of this trial, the waiting time to be seen by a psychiatrist for depression was between 9 months and 1 year.

**Use of Electronic Therapies in Treating Depression**

There is evidence that web-based therapies can reduce the symptoms of depression [5]. Randomized controlled trials (RCTs) have demonstrated the effectiveness of web-based cognitive behavior therapy (CBT) [6,7], problem-solving therapy [8], interpersonal therapy [9], and psychodynamic therapy. Computerized CBT is also recommended in the NICE guidelines for the treatment of mild to moderate depression [4]. However, most of the RCTs of web-based therapies have been conducted in community samples, often recruited from the internet. These populations are self-selecting and, although their scores on depression rating scales may be comparable with clinical populations, they often differ in terms of comorbidity, duration of symptoms, and impact on daily functioning.

**Guided Electronic Therapy in the Treatment of Depression**

The delivery of web-based therapy as a treatment for depression can be performed in one of two ways: through the use of supports to assist patients through the web-based therapy (guided model) or through the self-help use of computerized treatment (unguided model). In the guided model, patients are provided support as they progress through web-based therapy. In some cases, highly trained clinicians have been used to fill this role [10]; however, their advanced training is costly and does not appear to provide any added benefit. For instance, despite the use of a clinician in the delivery of web-based therapy for the treatment of depression and anxiety among young adults, Dear et al [11] did not find any significant differences in symptomatology when compared with the unguided condition. One solution that has been implemented to mitigate this issue is the use of coaches to support patients progressing through web-based therapy, answering both technical questions about how the program works as well as providing support and encouragement. To date, coaches have included both students [12] and licensed professionals from a variety of backgrounds, including psychology [13], counseling [14], and social work [15,16]. The components of effective coaching are still uncertain [17], with most of the literature emphasizing the technical aspects of an internet intervention. It is not clear whether the professional background of the coach, the frequency of contact, or the content of the coaching sessions affects treatment outcomes.

Several systematic reviews have demonstrated that internet-based interventions for depression have effect sizes that are comparable with face-to-face interventions, whereas unguided interventions have smaller effect sizes [7,18,19]. However, the evidence is inconsistent, with head-to-head comparisons of guided versus unguided interventions showing mixed results. The largest study of guided web-based therapy compared with usual care has been the Randomised Evaluation of the Effectiveness and Acceptability of Computerised Therapy (REEACT) study [20], which was a UK-based RCT of 691 patients with depression in primary care. Participants were randomized to one of three treatment groups: (1) usual care; (2) Beating the Blues, a guided commercial web-based program; or (3) MoodGYM, a guided free web-based program. The study found no difference in depression outcomes between the three groups. Similarly, Kenter et al [21] compared student-assisted internet-based problem-solving therapy with an information-only waitlist control and found minimal differences in depression severity (Cohen $d = 0.07$), as measured by the Centre for Epidemiology Studies Depression scale.

**Adherence to Web-Based Therapy Treatment Protocols**

Web-based interventions for depression struggle with engagement and adherence to treatment protocols. For example, in the Beating the Blues and MoodGYM arms of the REEACT trial, participants completed only a median of 1 to 2 sessions and received only 6 min of technical support time, 5 emails, and almost no text messages from the telephone support workers. Further, approximately 1 in 5 participants randomized to either of the web-based therapy conditions did not access the...
programs at all. Similar problems were encountered in the study conducted by Kenter et al [21], with only 36% of participants receiving an adequate dosage of the intervention, defined by the authors as 4 of 5 lessons of web-based therapy. From a public health perspective, low adherence to web-based therapies dilutes their effectiveness. However, it is unclear if, for individual patients, adhering to a complete course of web-based therapy is better than control treatments.

This Study
We have previously reported on an RCT of The Journal comparing guided web-based therapy with an information-only waitlist control in patients with depression referred to secondary mental health services in New Zealand [22]. Participants were recruited face-to-face during their triage visit at community mental health centers, and the study found no difference in depression or service use after 12 weeks. However, all participants in this study were also receiving mental health care from clinicians, which may have outweighed any effect of the web-based therapy. In this study, we report on an RCT of The Journal [23], facilitated by a coach, compared with an information-only waitlist control group for the treatment of depression in patients referred to secondary mental health services in Canada. In this setting, access is a significant issue, with patients often waiting for over a year to access mental health services. During this time, patients on the waiting list do not receive any other mental health care other than routine follow-up from their family physician; therefore, the provision of web-based therapy could potentially be used as an alternative to referral to specialized mental health services. This study gave us an opportunity to refine the study intervention. In contrast to the New Zealand study, we opted to use an information-only control group as it is a low-cost, low-risk alternative that could easily be implemented in clinical practice. Similarly, we were able to refine the coaching aspect of the intervention. We hypothesized that, after 12 weeks of treatment, participants receiving coach-guided web-based therapy would experience a greater reduction in depressive symptoms and health service use.

Textbox 1. Participant eligibility criteria.

Inclusion criteria:
- 16 years of age or older.
- Referred and triaged to the Mood and Anxiety, Youth Psychiatry, or Geriatric Psychiatry Program at the Royal Ottawa Mental Health Centre for any depressive symptoms.
- Willing to attend electronic therapy sessions for up to 12 weeks.
- Able and willing to provide informed consent.
- Willing to be randomized.
- Willing to comply with all study procedures.

Exclusion criteria:
- Is unable to read or write in English.
- Does not have an Ontario Health Insurance Plan number.
- Has cognitive impairments that render them unable to use a computer.
- There is another participant enrolled in the study who lives at their address.

Methods

Trial Design
The design of the trial was an RCT with two parallel groups. This trial has been reported according to the Consolidated Standards of Reporting Trials of Electronic and Mobile Health Applications and Online Telehealth (CONSORT-EHEALTH; Multimedia Appendix 1).

Recruitment
Potential participants were patients referred to the Royal Ottawa Mental Health Centre (ROMHC, Ottawa, Canada) with symptoms of depression or dysthymia who were on a waiting list for treatment in the following psychiatric programs: Mood and Anxiety, Geriatric Psychiatry and Youth Psychiatry. The ROMHC has 284 inpatient beds and acts as a specialized mental health facility for residents of communities across Eastern Ontario. These programs are aimed at treating people with complex and serious mental illnesses that are often resistant to treatment. Patients are referred to treatment in these programs directly by their family physicians. The first appointment in the programs is with a psychiatrist who then decides on a treatment plan with the patient. At the time of this clinical trial, the waitlist for the Mood and Anxiety Program was between 9 months and 1 year.

Eligibility criteria for participation in the trial are outlined in Textbox 1. Potentially eligible patients were contacted using the following methods: patients who had completed a consent to be contacted for research as part of their referral documentation were contacted by telephone. Those who did not complete the consent to be contacted for the research section of the referral were contacted by mail, as per institutional policies. Interested patients were preliminarily screened by a research assistant for eligibility to participate in the study. Eligible patients were then asked to attend a face-to-face consenting appointment with a research assistant. A minority of patients who could not travel to the clinic were asked to consent via mail (n=3).
Interventions

The Journal

The Journal [23] is an evidence-based free web-based therapy program developed in New Zealand for the self-management of depression that utilizes the cognitive behavioral techniques of behavioral activation and problem solving (Multimedia Appendix 2). The problem-solving approach was derived from a large RCT of face-to-face problem-solving used in people who presented to emergency departments with intentional self-harm [24].

As described in Table 1, there are a total of 9 modules in The Journal, 6 of which must be done for patients to complete the program. Participants progressed through the web-based therapy as follows: (1) positivity module (1 lesson); (2) lifestyle modules (4 lessons, 1 of which must be completed); and (3) problem-solving module (4 lessons). At the start of each lesson, users are asked to watch a video featuring Sir John Kirwan, a former All-Blacks rugby player, who has been very public about his own struggles with depression in an effort to reduce stigmatization.
Table 1. Breakdown of participant progress through The Journal.

<table>
<thead>
<tr>
<th>Lessons</th>
<th>Description</th>
<th>Tasks to be completed by participants</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Positivity module</strong></td>
<td>Learn the importance of staying positive and planning regular activities that they enjoy</td>
<td>• Watch video on staying positive;</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Select 2 enjoyable activities;</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Select dates to complete activities.</td>
</tr>
<tr>
<td><strong>Lifestyle module</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Eating right</td>
<td>Explore the link between diet and mood.</td>
<td>• Watch video on eating right;</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Browse and select a healthy recipe;</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Create a shopping plan.</td>
</tr>
<tr>
<td>Getting active</td>
<td>Review benefits of being active on mood.</td>
<td>• Watch video on getting active;</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Pick 2 activities to complete;</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Make a plan for getting active.</td>
</tr>
<tr>
<td>Learning to relax</td>
<td>Highlights the importance of stress management.</td>
<td>• Watch video on learning to relax;</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Practice relaxation and breathing;</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Make a plan for relaxing exercises.</td>
</tr>
<tr>
<td>Sleeping better</td>
<td>Discuss the importance of good sleep habits to mood.</td>
<td>• Watch video on sleeping better;</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Set a nighttime routine;</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Set a morning routine;</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Keep a sleep diary;</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Make a plan to practice sleep hygiene.</td>
</tr>
<tr>
<td><strong>Problem-solving module</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Identify problems</td>
<td>Learn how depression impacts problem-solving abilities.</td>
<td>• Watch video on identifying problems;</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Create a problem list;</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Pick a problem to work on;</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Define the problem;</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Make a plan to create a problem list and statement.</td>
</tr>
<tr>
<td>Find solutions</td>
<td>Explore how to use both logical and creative parts of the brain to brainstorm problem solutions.</td>
<td>• Watch video on brainstorming solutions;</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Create a solutions list;</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Select a solution to implement;</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Evaluate solutions;</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Make a plan to list and evaluate solutions.</td>
</tr>
<tr>
<td>Create a plan</td>
<td>Review how to create SMART(^\text{b}) plan.</td>
<td>• Watch video on brainstorming solutions;</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Review the selected solution to make sure it is SMART;</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Write a detailed step-by-step plan;</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Review plan.</td>
</tr>
<tr>
<td>Review your plan</td>
<td>Highlights the importance of assessing progress and updating the SMART plan.</td>
<td>• Watch video on reviewing the SMART plan;</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Review progress on plan;</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Revise plan as needed;</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Complete self-test.</td>
</tr>
</tbody>
</table>

\(^a\)Participants are only required to complete 1 of the 4 lifestyle lessons.

\(^b\)SMART: specific, measurable, achievable, relevant, time-bound.

**Study Intervention**

Both groups received usual care while on the waitlist, which included management by a family physician and use of community resources, such as access to distress center lines and counseling services. Once participants are called off the waitlist, they receive an initial appointment with a psychiatrist, at which point adjustments are made to the patient’s care plan. They are then referred back to their family physician, or they receive further psychiatric treatment (eg, regular care from a psychiatrist, social worker, nurse, occupational therapist, and so on).

Following the consent appointment, participants were randomized to one of two treatment groups. In addition to usual care, participants assigned to the control group received an information leaflet with web-based resources, including *The Journal*, and told that they could decide for themselves the best way to use this information while on the waitlist. Participants had been previously informed by their clinical team that the...
estimated wait time to be seen by a psychiatrist was between 9 and 12 months.

For those participants assigned to the intervention group, the intervention consisted of the following:

1. An information leaflet of web-based depression resources.
2. An invitation to use The Journal.
3. 12-weekly telephone coaching sessions with a coach (SL), who had a guideline script for each coaching session, reinforced the topic of each lesson in The Journal, helped identify and support participants in goal setting and the techniques of problem-solving. Each session lasted between 30 and 60 min. The coach had a background in social work and received weekly supervision from the principal investigator (SH).
4. Text message or email contact between appointments, as per the participant’s preference.

Outcomes

Primary Outcome

The primary outcome measure was the Patient Health Questionnaire (PHQ-9) [25], a 9-item questionnaire that assesses the severity of depression symptoms experienced within the preceding 2 weeks. Participants are asked to rate each symptom of depression on a Likert scale from 0 (not at all) to 3 (nearly every day), with total scores ranging from 0 (minimal depression) to 27 (severe depression). The PHQ-9 has strong methodological properties, with an internal consistency of 0.89 and strong test-retest reliability [26]. Increasing scores on the PHQ-9 have also been found to be correlated with deteriorating scores on all 6 subscales of the Medical Outcomes Survey Short Form-20 [27]. The PHQ-9 was selected not only for its strong psychometric properties but also for its commonality. The PHQ-9 is often used as a screening tool for major depressive disorder in primary care practice [28].

Secondary Outcomes

Suicidal thoughts were assessed by question 9 of the PHQ-9, in which respondents were asked Over the last 2 weeks how often have you been bothered by thoughts that you would be better off dead or of hurting yourself in some way? [26]. This variable was dichotomized as follows: participants who responded Not at All (0) were categorized as no (0), and participants who reported any degree of suicidality (1, 2, or 3) were categorized as yes (1).

Health-related quality of life was assessed using the EuroQol-5 dimension (3 levels) questionnaire (EQ-5D-3L). This is a 5-item questionnaire that assesses health-related quality of life, including mobility, self-care, ability to participate in one’s usual activities, pain or discomfort, and anxiety or depression. The EQ-5D-3L asks participants to assess their health-related quality of life on a 3-point scale from no dysfunction to extreme dysfunction, with the following response categories:

- Level 1: indicating no problem.
- Level 2: indicating some problems.
- Level 3: indicating extreme problems.

The EQ-5D-3L is then able to define a unique health state based on the responses to each of the 5 dimensions of health described above. Respondents fall into 1 of 243 different health states, depending on their responses to the questionnaire [28]. For instance, an overall score of 11111 indicates no problems in any of the 5 health dimensions, whereas a score of 12312 indicates that a respondent has no problems with mobility, some problems with washing or dressing, extreme problems with doing usual activities, no pain or discomfort, and some anxiety or depression. The measure also includes a visual analogue scale (VAS), which asks participants to evaluate their overall health on a scale from 0 to 100. The EQ-5D-3L has strong psychometric properties and has been found to be moderately to highly correlated with other measures of impairment and disability [29,30].

Service use was measured using data extracted from participants’ electronic medical records (EMR), including, time to first consultation appointment at the ROMHC and the total number of outpatient mental health follow-up appointments after the first consultation completed at the ROMHC. These measures were administered as shown in Table 2.

Baseline assessments were administered in-person following the consent appointment, and all other time point assessments were conducted by telephone either by the coach (intervention group) or a research assistant (control group). Patients who missed appointments or were lost to follow-up were also sent questionnaires by mail. Service use at the ROMHC was obtained from the EMR of each participant. Five participants in the control group were excluded ad hoc to prevent confounding as they accessed The Journal during the treatment period.
Table 2. Outcome measures and timing of assessments.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Outcome measure</th>
<th>Time point</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Primary outcome</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Depressive symptoms</td>
<td>PHQ-9</td>
<td>Baseline, week 2, week 6, week 12</td>
</tr>
<tr>
<td><strong>Secondary outcomes</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Suicidal thoughts</td>
<td>PHQ-9 Q9b</td>
<td>Baseline, week 2, week 6, week 12</td>
</tr>
<tr>
<td>Health-related quality of life</td>
<td>EQ-5D-3L, EQ-5D-VASd</td>
<td>Baseline, week 6, week 12</td>
</tr>
<tr>
<td>Health service use</td>
<td>ROMHC EMRe</td>
<td>One year following the initial consultation appointment at the ROMHC</td>
</tr>
</tbody>
</table>

*aPHQ-9: Patient Health Questionnaire.
*bPHQ-9 Q9: Patient Health Questionnaire question 9.
*cEQ-5D-3L: EuroQol 5 dimensions (3 levels) questionnaire.
*dEQ-5D-VAS: EuroQol 5 dimensions visual analogue scale.
*eROMHC EMR: Royal Ottawa Mental Health Center electronic medical record.

Sample Size
Based on the previous studies that used the PHQ-9 as their primary outcome measure, we expected the mean pretreatment score to be 17.0 (SD 4.0). To detect a difference in PHQ-9 scores between the two groups of at least 3 points, an established minimal clinically important difference [31], we would need 44 participants in each group with a 2-sided alpha of .05, and a power of 80.0% (effect size of 0.6). Allowing for a 25.0% dropout rate, we aimed to recruit a total of 110 participants.

Randomization
Randomization was completed by the Ottawa Methods Centre at the Ottawa Hospital Research Institute, with allocations kept in sequential sealed envelopes at the study base. Participants were randomized in a 1:1 allocation, and there were no restrictions. After providing consent, participants were randomized by a research assistant according to the allocation in the sealed envelopes.

Blinding
Owing to the nature of the intervention, neither participants nor study staff were blinded to the treatment allocation. Outcome assessments were collected by delegated study staff who were not blinded to the treatment allocation.

Statistical Analyses
Group differences in demographic and pretreatment measures were analyzed using independent samples t-tests. Changes in participants’ scores from pretreatment to follow-up at 12 weeks were assessed using repeated measures analysis of variance with mixed linear modeling to account for missing variables. This model included the following variables: treatment group (control or intervention), PHQ-9 scores at 4 different time points (baseline, week 2, week 6, and week 12), gender (male or female), and age. PHQ-9 scores were entered as within-subject variables, treatment group as between-subject factors, and age and gender as covariates. Statistical analyses were conducted using the general linear modeling repeated measures procedure in IBM SPSS Statistics 25 for Windows. To assess significant differences in outcome measures, the last observations for the PHQ-9, EQ-5D-3L and EQ-5D-VAS were carried forward for the 6- and 12-week time points.

Differences in suicidal thoughts between the two groups were assessed using an independent samples t-test. Differences in proportions of service use were assessed using chi-square tests. In addition, we also assessed whether participants experienced a clinically important reduction in depression symptoms defined as a PHQ-9 score of 9 or less or a 50.0% reduction in scores [31]. This was described using percentages and frequencies, and chi-square was used to assess the significance of the differences in proportions. Assessments of normality were completed using the Shapiro-Wilk test for continuous data, and the Mann-Whitney U test for nonparametric data.

Process Evaluation
As per the recommendations outlined in the Medical Research Council’s guidelines for the assessment of complex interventions [32], we conducted a process evaluation to assess the context, implementation, and mechanisms of impact of the study intervention. The process evaluation outcome measures are outlined in Table 3. We also conducted semistructured interviews with participants within 6 months of study completion to assess their experience of the study intervention, including access to and functionality of The Journal, the therapeutic content and value of The Journal, and the experience of working with a coach. Interviewees were identified using a purposive sampling approach and were stratified to include participants in both arms of the trial and varying levels of engagement (eg, not engaged, moderately engaged, and highly engaged). Interviews were conducted until data saturation was reached (n=15).
Table 3. Process evaluation outcome measures.

<table>
<thead>
<tr>
<th>Evaluation criterion and outcome measure</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Context</strong></td>
<td></td>
</tr>
<tr>
<td>Facilitators of and barriers to study completion</td>
<td>Qualitative interviews with participants</td>
</tr>
<tr>
<td><strong>Implementation</strong></td>
<td></td>
</tr>
<tr>
<td>Reach</td>
<td>Total number of participants reached</td>
</tr>
<tr>
<td></td>
<td>Comparison of sample to Ontarian and Canadian populations.</td>
</tr>
<tr>
<td>Fidelity</td>
<td>Mean length of weekly coaching calls</td>
</tr>
<tr>
<td></td>
<td>Mean number of contacts with the coach</td>
</tr>
<tr>
<td></td>
<td>Mean number of weekly coaching sessions completed</td>
</tr>
<tr>
<td></td>
<td>Mean number of lessons in <em>The Journal</em>&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>Dose</td>
<td>Total number of participants to complete 6 lessons in <em>The Journal</em></td>
</tr>
<tr>
<td><strong>Mechanisms of impact</strong></td>
<td></td>
</tr>
<tr>
<td>Role of the coach</td>
<td>Qualitative interviews with participants</td>
</tr>
</tbody>
</table>

<sup>a</sup>All usage data from *The Journal* were assessed via participant self-report.

Individual interviews were conducted by two female University of Ottawa Department of Psychiatry residents (JK and ZS) who were independent of the research team that conducted the RCT. Following transcription, two independent coders (JK and KG) analyzed the material using a thematic, grounded theory approach. The coding took place in two stages, with coders meeting during the first stage to discuss emergent codes, reconcile definitions, and compare coding rationales. The two coders had not been involved in delivering the treatment or any of the previous study contacts.

**Ethics**

The study received approval from the Royal Research Ethics Board (Protocol 2014001). All participants provided informed consent before participation in both the RCT and qualitative interviews.

**Results**

**Participants**

Recruitment for this study took place over 11 months, from May 2015 to April 2016, and a total of 1316 patients were preliminarily screened for eligibility by examining their referral documentation (Figure 1). Of these, 45.9% (605/1316) could not be reached to complete a full screening for eligibility; 40.4% (532/1316) could be contacted were not eligible to participate, and 13.6% (179/1316) were eligible and could be contacted.

Of the 45.9% (605/1316) of patients who could not be contacted to complete a full eligibility screen, 25.4% (154/605) provided consent to be approached about research studies but did not reply to telephone or mail invitations; 63.1% (382/606) had incomplete mailing information listed on their referral documents.

Of the 40.4% (532/1316) of patients who could be contacted but were ineligible to participate, 84.9% (452/532) were referred for a reason other than depressive symptoms; 5.6% (30/532) had cognitive impairments rendering them unable to use a computer; 4.5% (24/532) were no longer on the waitlist at the time of screening; 2.6% (14/532) were under 16 years of age at the time of screening; 1.2% (6/532) were unable to read and write in English; and, 1.1% (6/532) did not have a valid Ontario Health Insurance Plan number.

Of the 13.6% (179/1316) of patients who were eligible to participate, 46.9% (84/179) declined to participate, and 53.1% (95/179) consented to participate in the study. Table 4 lists the reasons for patients declining to participate.

The majority of participants enrolled in the study were recruited from the Mood and Anxiety Outpatient Clinic (n=92), and 3 were recruited from the Geriatric Psychiatry Program at the ROMHC. No participants were enrolled from the Youth Psychiatry Program. Table 5 describes the demographic characteristics of the participants. There were significantly more women in the intervention group and more men in the control group ($\chi^2_{1}=6.6; P=.01$).

Participants in the intervention group completed a mean number of 5.0 (SD 2.3) lessons in *The Journal* and 8.8 (SD 3.1) sessions with the coach. In the control group, 10% (5/48) of participants reported accessing *The Journal*. In the control group, 17% (8/48) of participants scored 9 or below on the PHQ-9 at baseline compared with 23% (11/47) of participants in the intervention group. Owing to gender imbalances between the groups, we also conducted a post hoc gender analysis of changes in PHQ-9 scores and health service use.
Figure 1. Consolidated Standards of Reporting Trials flow and attrition diagram. CONSORT: Consolidated Standards of Reporting Trials.

Table 4. Reasons for nonparticipation (n=84).

<table>
<thead>
<tr>
<th>Reason for Nonparticipation</th>
<th>Value, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Did not attend baseline intake appointment</td>
<td>27 (32)</td>
</tr>
<tr>
<td>Did not have computer/internet at home—not interested in going to public library or community center</td>
<td>16 (19)</td>
</tr>
<tr>
<td>No reason provided</td>
<td>13 (15)</td>
</tr>
<tr>
<td>Interested in participating in a different study also recruiting from the mood and anxiety program</td>
<td>6 (7)</td>
</tr>
<tr>
<td>Too overwhelming</td>
<td>4 (5)</td>
</tr>
<tr>
<td>Would prefer to wait for appointment with psychiatrist</td>
<td>3 (4)</td>
</tr>
<tr>
<td>Not interested in participating in research at the Royal Ottawa Hospital</td>
<td>3 (4)</td>
</tr>
<tr>
<td>Did not feel that the study would benefit them</td>
<td>2 (4)</td>
</tr>
<tr>
<td>Not interested in weekly contact</td>
<td>2 (2)</td>
</tr>
<tr>
<td>No time</td>
<td>2 (2)</td>
</tr>
<tr>
<td>Family circumstances</td>
<td>1 (1)</td>
</tr>
<tr>
<td>Participating in another research study</td>
<td>1 (1)</td>
</tr>
<tr>
<td>Interested in medication change or recommendations</td>
<td>1 (1)</td>
</tr>
<tr>
<td>Migraines due to computer use</td>
<td>1 (1)</td>
</tr>
<tr>
<td>Moving out of province</td>
<td>1 (1)</td>
</tr>
<tr>
<td>Interested only in face-to-face therapy</td>
<td>1 (1)</td>
</tr>
</tbody>
</table>
Table 5. Sample demographic characteristics.

<table>
<thead>
<tr>
<th>Demographic characteristic</th>
<th>Total (n=95)</th>
<th>Control group (n=48)</th>
<th>Intervention group (n=47)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>28 (30)</td>
<td>20 (42)</td>
<td>8 (17)</td>
</tr>
<tr>
<td>Female</td>
<td>66 (70)</td>
<td>28 (58)</td>
<td>38 (83)</td>
</tr>
<tr>
<td><strong>Age (years), mean (SD)</strong></td>
<td>44.2 (12.9)</td>
<td>44.8 (13.7)</td>
<td>43.5 (12.1)</td>
</tr>
<tr>
<td><strong>Ethnicity, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>First Nations</td>
<td>1 (1)</td>
<td>0 (0)</td>
<td>1 (2)</td>
</tr>
<tr>
<td>Inuk</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Métis</td>
<td>3 (3)</td>
<td>3 (6)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Asian</td>
<td>3 (3)</td>
<td>2 (4)</td>
<td>1 (2)</td>
</tr>
<tr>
<td>African, Caribbean, or Black</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>White</td>
<td>82 (87)</td>
<td>42 (88)</td>
<td>40 (87)</td>
</tr>
<tr>
<td>Other</td>
<td>5 (5)</td>
<td>1 (2)</td>
<td>4 (9)</td>
</tr>
<tr>
<td><strong>Marital status, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Single</td>
<td>33 (35)</td>
<td>11 (23)</td>
<td>22 (47)</td>
</tr>
<tr>
<td>Common law</td>
<td>6 (6)</td>
<td>4 (8)</td>
<td>2 (4)</td>
</tr>
<tr>
<td>Married</td>
<td>35 (37)</td>
<td>18 (38)</td>
<td>17 (36)</td>
</tr>
<tr>
<td>Separated</td>
<td>4 (4)</td>
<td>3 (6)</td>
<td>1 (2)</td>
</tr>
<tr>
<td>Divorced</td>
<td>16 (17)</td>
<td>11 (23)</td>
<td>5 (11)</td>
</tr>
<tr>
<td>Widowed</td>
<td>1 (1)</td>
<td>1 (2)</td>
<td>0 (0)</td>
</tr>
<tr>
<td><strong>Education level, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>High School</td>
<td>10 (11)</td>
<td>7 (15)</td>
<td>3 (6)</td>
</tr>
<tr>
<td>College</td>
<td>45 (47)</td>
<td>23 (48)</td>
<td>22 (47)</td>
</tr>
<tr>
<td>University—undergraduate</td>
<td>26 (27)</td>
<td>10 (21)</td>
<td>16 (34)</td>
</tr>
<tr>
<td>University—master’s</td>
<td>10 (11)</td>
<td>5 (10)</td>
<td>5 (11)</td>
</tr>
<tr>
<td>University—doctorate</td>
<td>4 (4)</td>
<td>3 (6)</td>
<td>1 (2)</td>
</tr>
<tr>
<td><strong>Employment status, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Full-time</td>
<td>23 (24)</td>
<td>11 (23)</td>
<td>12 (26)</td>
</tr>
<tr>
<td>Part-time</td>
<td>8 (8)</td>
<td>2 (4)</td>
<td>6 (13)</td>
</tr>
<tr>
<td>Short-term disability</td>
<td>5 (5)</td>
<td>2 (4)</td>
<td>3 (6)</td>
</tr>
<tr>
<td>Long-term disability</td>
<td>31 (33)</td>
<td>18 (38)</td>
<td>13 (28)</td>
</tr>
<tr>
<td>Self-employed</td>
<td>7 (7)</td>
<td>3 (6)</td>
<td>4 (8)</td>
</tr>
<tr>
<td>Retired</td>
<td>10 (11)</td>
<td>5 (10)</td>
<td>5 (11)</td>
</tr>
<tr>
<td>Unemployed</td>
<td>11 (12)</td>
<td>7 (15)</td>
<td>4 (8)</td>
</tr>
</tbody>
</table>

a n=1 transgender participant removed from the analysis.

b P=.01.

**Primary Outcome**

The mean PHQ-9 score was lower in the intervention group than in the control group at all study time points (Table 6). The proportions of missing values were comparable between the 2 groups at all assessment points, with the exception of week 12 (2/46, 4% in the control group compared with 0/47, 0% in the intervention group). The Shapiro-Wilk test of normality revealed that all data were normally distributed with the exception of the control group at the week 12 study time point (W_{46}=0.95; P=.04).

At 12 weeks, the mean PHQ-9 score in the intervention group was 11.3 (SD 6.4) and was 12.4 (SD 6.4) in the control group (t_{86}=0.76; P=.45, 95% CI −1.9 to 3.8). To account for the non-normality in scores at week 12, mean differences (MDs) at this time were also assessed using a Mann-Whitney U test of significance, which confirmed that the difference between the
two groups was not statistically significant (Mann-Whitney U statistic=862.0; Z=−0.85; P=.40). The mean change in PHQ-9 scores from baseline to week 12 was −3.6 (SD 6.6) in the intervention group and −3.1 (SD 6.2) in the control group, which was not statistically significant (t_{91}=−0.37; P=.72, 95% CI −3.1 to 2.2).

The repeated measures modeling found that scores on the PHQ-9 differed significantly by study time point, irrespective of group allocation (F{2.6,222.8}=11.59, P<.001). However, this relationship was not sustained once treatment group was taken into account (F{1,87}=1.46, P=.23). Similarly, modeling found that scores on the PHQ-9 were not significantly associated with gender (F{1,87}=0.33, P=.57) or the interaction between treatment group and PHQ-9 scores (F{1,87}=0.70; P=.53). However, results were significantly associated with age of participants (F{1,87}=5.97, P=.02, r^2=0.06).

Secondary Outcomes

Health-Related Quality of Life

After 12 weeks of treatment, participants in the intervention group reported higher health-related quality of life, with mean index scores on the EQ-5D-3L of 0.7 (SD 0.7) for the intervention group and 0.6 (SD 0.5) for the control group (t_{86}=−2.30; P=.02, CI 95% −0.2 to −0.1; Multimedia Appendix 3). Similarly, at 12 weeks, the mean EQ-5D-VAS score was significantly greater in the intervention group (mean 66.8, SD 18.0) than in the control group (mean 55.9, SD 19.2; t_{84}=−2.73; P=.01).

Changes in Suicidality

At 12 weeks, of the 47 participants in the intervention group, 66% (31/47) reported no suicidality, 28% (13/47) reported suicidality several days in the preceding 12 weeks, 2% (1/47) reported suicidality nearly half the days, and 4% (2/47) reported suicidality nearly every day. In comparison, of the 46 participants in the control group, 69% (33/46) reported no suicidality, 17% (8/46) reported suicidality several days, 6% (3/46) reported suicidality more than half the days, and 4% (2/46) reported suicidality nearly every day (Table 7). These differences in suicidality were not statistically significant (X^2=3.2; P=.52).

Excluding the 10% (5/48) of participants in the control group who also accessed The Journal did not result in any statistically significant differences in mean PHQ-9 scores compared with the intervention group. The mean score at week 12 for the control group excluding those who accessed The Journal (n=41) was 12.4 (SD 6.2) compared with 10.7 in the intervention group (t_{86}=0.76; P=.45, 95% CI −0.9 to 4.3).

<table>
<thead>
<tr>
<th>Study time point</th>
<th>Mean difference (95% CI)</th>
<th>Mean difference (95% CI)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline</td>
<td></td>
<td></td>
<td>.66</td>
</tr>
<tr>
<td>Control (n=48)</td>
<td>15.4 (5.4)</td>
<td>16.5</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Intervention (n=47)</td>
<td>14.9 (6.0)</td>
<td>16.0</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Week 2</td>
<td></td>
<td></td>
<td>.36</td>
</tr>
<tr>
<td>Control (n=46)</td>
<td>12.6 (5.5)</td>
<td>11.5</td>
<td>2 (4)</td>
</tr>
<tr>
<td>Intervention (n=45)</td>
<td>11.5 (5.9)</td>
<td>12.0</td>
<td>2 (4)</td>
</tr>
<tr>
<td>Week 6</td>
<td></td>
<td></td>
<td>.19</td>
</tr>
<tr>
<td>Control (n=46)</td>
<td>12.4 (6.2)</td>
<td>12.0</td>
<td>2 (4)</td>
</tr>
<tr>
<td>Intervention (n=45)</td>
<td>10.7 (6.1)</td>
<td>10.0</td>
<td>2 (4)</td>
</tr>
<tr>
<td>Week 12</td>
<td></td>
<td></td>
<td>.45</td>
</tr>
<tr>
<td>Control (n=46)</td>
<td>12.4 (6.4)</td>
<td>11.5</td>
<td>2 (4)</td>
</tr>
<tr>
<td>Intervention (n=47)</td>
<td>11.3 (6.4)</td>
<td>10</td>
<td>0 (0)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Study time point</th>
<th>Mean (SD)</th>
<th>Median</th>
<th>Missing values, n (%)</th>
<th>Mean difference (95% CI)</th>
<th>Independent samples t test (df)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline</td>
<td>15.4 (5.4)</td>
<td>16.5</td>
<td>0 (0)</td>
<td>0.5 (−1.8 to 2.9)</td>
<td>0.45 (93)</td>
<td>.66</td>
</tr>
<tr>
<td>Control (n=48)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intervention (n=47)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Week 2</td>
<td>12.6 (5.5)</td>
<td>11.5</td>
<td>2 (4)</td>
<td>1.1 (−1.3 to 3.5)</td>
<td>0.92 (89)</td>
<td>.36</td>
</tr>
<tr>
<td>Control (n=46)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intervention (n=45)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Week 6</td>
<td>12.4 (6.2)</td>
<td>12.0</td>
<td>2 (4)</td>
<td>1.7 (−0.9 to 4.3)</td>
<td>1.29 (89)</td>
<td>.19</td>
</tr>
<tr>
<td>Control (n=46)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intervention (n=45)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Week 12</td>
<td>12.4 (6.4)</td>
<td>11.5</td>
<td>2 (4)</td>
<td>1.0 (−1.9 to 3.8)</td>
<td>0.76 (89)</td>
<td>.45</td>
</tr>
<tr>
<td>Control (n=46)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intervention (n=47)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 6. Mean and median scores on the Patient-Health Questionnaire-9 (n=95).
Table 7. Mean and median scores on the Patient-Health Questionnaire -9, Question 9 (n=95).

<table>
<thead>
<tr>
<th>Study time point</th>
<th>Control (n=48), n (%)</th>
<th>Intervention (n=47), n (%)</th>
<th>Chi-square (df)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Baseline</strong></td>
<td></td>
<td></td>
<td>0.44 (3)</td>
<td>.93</td>
</tr>
<tr>
<td>Not at all</td>
<td>24 (50)</td>
<td>23 (49)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Several days</td>
<td>16 (33)</td>
<td>18 (38)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>More than half the days</td>
<td>5 (11)</td>
<td>4 (9)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nearly everyday</td>
<td>3 (6)</td>
<td>2 (4)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>48 (100.0)</td>
<td>47 (100.0)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Week 2</strong></td>
<td></td>
<td></td>
<td>1.37 (3)</td>
<td>.71</td>
</tr>
<tr>
<td>Not at all</td>
<td>30 (63)</td>
<td>34 (72)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Several days</td>
<td>12 (25)</td>
<td>8 (17)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>More than half the days</td>
<td>2 (4)</td>
<td>2 (4)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nearly everyday</td>
<td>2 (4)</td>
<td>1 (2)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>46 (96)</td>
<td>45 (95)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Week 6</strong></td>
<td></td>
<td></td>
<td>4.70 (3)</td>
<td>.20</td>
</tr>
<tr>
<td>Not at all</td>
<td>27 (56)</td>
<td>32 (68)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Several days</td>
<td>11 (23)</td>
<td>11 (23)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>More than half the days</td>
<td>5 (10)</td>
<td>2 (4)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nearly everyday</td>
<td>3 (6)</td>
<td>0 (0.0)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>46 (95)</td>
<td>45 (95)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Week 12</strong></td>
<td></td>
<td></td>
<td>2.24 (3)</td>
<td>.52</td>
</tr>
<tr>
<td>Not at all</td>
<td>33 (69)</td>
<td>31 (66)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Several days</td>
<td>8 (17)</td>
<td>13 (28)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>More than half the days</td>
<td>3 (6)</td>
<td>1 (2)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nearly everyday</td>
<td>2 (4)</td>
<td>2 (4)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>46 (96)</td>
<td>47 (100.0)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Hospital Service Use**

Participants in both groups received similar levels of face-to-face follow-up care, with 25.0% of participants in the intervention group receiving any follow-up in the next 12 months at the hospital after their initial outpatient appointment with a psychiatrist compared with 21.3% of the control group ($X^2=0.7; P=.80$; Table 8). Participants in the intervention group attended a mean number of 4.8 (SD 8.5) face-to-face follow-up appointments compared with 3.6 (SD 5.6) in the control group (Mann-Whitney U statistic=255.50; Z=−0.11; P=.91).
Table 8. Hospital service use.

<table>
<thead>
<tr>
<th>Health service use indicator</th>
<th>Control</th>
<th>Intervention</th>
<th>Tests of association</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of days from referral to first appointment&lt;sup&gt;a&lt;/sup&gt;, mean (SD)</td>
<td>213.6 (54.6)</td>
<td>219.3 (57.0)</td>
<td>t&lt;sub&gt;60&lt;/sub&gt; = -0.43</td>
<td>.67</td>
</tr>
<tr>
<td>Number of people who received outpatient follow-up by a nonpsychiatrist after initial assessment by a psychiatrist, n (%)</td>
<td>13/44 (30)</td>
<td>12/46 (26)</td>
<td>X&lt;sup&gt;2&lt;/sup&gt; = 0.1</td>
<td>.71</td>
</tr>
<tr>
<td>Number of people who received outpatient follow-up by a psychiatrist after their initial consultation, n (%)</td>
<td>20/44 (42)</td>
<td>18/46 (38)</td>
<td>X&lt;sup&gt;2&lt;/sup&gt; = 0.3</td>
<td>.54</td>
</tr>
<tr>
<td>Number of outpatient follow-up appointments with a psychiatrist in the year after the initial consultation&lt;sup&gt;b&lt;/sup&gt;, mean (SD)</td>
<td>2.3 (3.1)</td>
<td>2.5 (4.6)</td>
<td>t&lt;sub&gt;46&lt;/sub&gt; = -0.30</td>
<td>.76</td>
</tr>
<tr>
<td>Number of outpatient follow-up appointments with all disciplines in the year after initial consultation&lt;sup&gt;c&lt;/sup&gt;, mean (SD)</td>
<td>3.6 (5.6)</td>
<td>4.8 (8.5)</td>
<td>M-W&lt;sup&gt;d&lt;/sup&gt; U = 255.5, Z = -0.11</td>
<td>.91</td>
</tr>
</tbody>
</table>

<sup>a</sup>Control group n=34; Intervention group n=37.
<sup>b</sup>Control group n=34; Intervention group n=37.
<sup>c</sup>Control group n=34; Intervention group n=37.
<sup>d</sup>M-W: Mann-Whitney.

Process Evaluation

Implementation

Reach

As reported above, only 13.4% (95/711) of potentially eligible patients (eg, those who could be contacted and were on the waitlist for mental health treatment) agreed to participate in the trial. Of particular note is that 8.9% (16/179) eligible participants declined to participate because they did not have computer or internet access at home. This is comparable with 14% of the Canadian population [33]. Similarly, among participants who were randomized to one of the trial arms, 42% (40/95) were university-educated compared with 33.3% of residents of Ottawa [34].

Fidelity

Analysis of trial records demonstrated that the study intervention was implemented as intended in the study protocol. Participants in the intervention group completed a mean of 5.0 (SD 2.3) lessons in *The Journal*. Similarly, throughout the course of the study, participants completed a mean of 8.8 (SD 3.1) telephone coaching sessions, ranging from a mean of 9.6 to 61.6 min in duration, and a mean of 21.6 (SD 10.8) contacts with the coach (mean 13.1 (SD 4.0) telephone calls, 2.0 (SD 2.5) emails, and mean 25.7 (SD 15.4) text messages. All fidelity measures were significantly associated with PHQ-9 scores at 12 weeks, with the exception of the types of contact with the coach (Table 9).

Total lessons completed in *The Journal*, total number of coaching sessions completed, and average length of coaching calls were all inversely related to PHQ-9 scores at 12 weeks, with those having completed more lessons in *The Journal*, a higher number of sessions with the coach and longer coaching calls reporting lower levels of depression after 12 weeks of treatment (Table 9).

Table 9. Relationship between fidelity measures and Patient-Health Questionnaire scores at 12 weeks (n=47).

<table>
<thead>
<tr>
<th>Fidelity Measures</th>
<th>Mean (SD)</th>
<th>Median</th>
<th>Pearson’s correlation with PHQ-9&lt;sup&gt;a&lt;/sup&gt;s scores at week 12, (n=47)</th>
<th>r</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total lessons completed in <em>The Journal</em></td>
<td>5.0 (2.3)</td>
<td>6.0</td>
<td>-0.436</td>
<td>.002</td>
<td></td>
</tr>
<tr>
<td>Total sessions with the coach</td>
<td>8.8 (3.1)</td>
<td>10.0</td>
<td>-0.435</td>
<td>.002</td>
<td></td>
</tr>
<tr>
<td>Average length of coaching calls (min)</td>
<td>30.8 (12.9)</td>
<td>27.7</td>
<td>-0.360</td>
<td>.01</td>
<td></td>
</tr>
<tr>
<td>Total contacts with coach by type</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Telephone</td>
<td>13.1 (4.0)</td>
<td>13.0</td>
<td>0.061</td>
<td>.68</td>
<td></td>
</tr>
<tr>
<td>Email</td>
<td>2.0 (2.5)</td>
<td>1.0</td>
<td>-0.163</td>
<td>.27</td>
<td></td>
</tr>
<tr>
<td>Text message</td>
<td>25.7(15.4)</td>
<td>26.0</td>
<td>-0.073</td>
<td>.62</td>
<td></td>
</tr>
</tbody>
</table>

<sup>a</sup>PHQ-9: Patient Health Questionnaire.

Dose

For those participants in the intervention group who received a full dose of the study intervention, completing 6 or more lessons from *The Journal* (n=29), the mean PHQ-9 scores at 12 weeks was 9.5 (SD 5.7) compared with 14.2 (SD 6.6) among those who completed 5 lessons or less in *The Journal* and 12.4 (SD 6.4) in the control group (F<sub>2,85</sub>=3.5; P=.04). Post hoc comparisons using the Tukey Honestly Significant Difference test indicated that the MD among those who completed at least 6 lessons in *The Journal* was significantly different from those who completed 5 lessons or less in *The Journal*.
who completed 5 or fewer lessons in The Journal (MD=−4.7, 
P= .04). However, the MDs between the control group and both experimental groups were not statistically significant (MD=−2.8; 
P= .15; MD=−1.86; 
P= .55). Similarly, those who completed at least six or more lessons in The Journal were more likely to demonstrate a clinically significant reduction in symptoms, with 65.5% reporting a significant reduction in symptoms compared with 27.8% of those who completed less than 5 or fewer lessons and 37.0% of the control group (X²=8.2; 
P= .02; Φ=0.30).

Similarly, by week 12 in the intervention group, 51% (24/47) of participants had a clinically important reduction in depressive symptoms (PHQ-9 score of 9 or less or a 50% or more improvement in scores) compared with 37% (17/46) of participants in the control group. However, this difference was not statistically significant (X²=1.8; 
P=.17). Among participants in the intervention group who completed the full dose of the intervention by finishing 6 or more Journal sessions, 66% (19/29) had clinically important reductions in depression at 12 weeks compared with 37% (17/46) in the control group (X²=6.3; 
P= .01; Φ=0.37).

Context and Mechanisms of Impact
A total of 15 qualitative interviews were conducted (10 intervention, 5 control) with 4 male (2 intervention group, 2 control group), 10 female (7 intervention group, 3 control group), and 1 transgender person (intervention group). Interviews took place at the ROMHC at a time that was mutually convenient for both participants and interviewers. Themes that arose from the interviews were categorized in terms of whether there were positive facilitators of or negative barriers to engagement with the study intervention.

Facilitators to Engagement With The Journal
Participants identified Sir John Kirwan’s relatability as a positive facilitator through his sharing of his personal experience with depression. For instance, a participant commented on the videos and said, you know, when I was depressed, you know, I really liked how the narrator came right out and said, you know, when I was depressed, you know, I couldn’t get out of bed, or I, I didn’t want to take a shower, it was, like, wow somebody else feels the way I do. So, it helped me to feel like I wasn’t all, all alone. And he was, he seemed to be very honest about his experience. [P040]

Similarly, participants expressed an appreciation for the structure and layout of The Journal, specifically commenting on the usefulness of the Problem-Solving modules:

Interviewer: … what did you like about the problem-solving lesson?

Participant: …it was in a new, new approaches. It gave me a new technique or I found a new technique in there in terms of outlining problems, and thinking about them and, that I hadn’t. [P095]

Barriers to Engagement With The Journal
Participants also reported frustrations with some aspects of The Journal, specifically relating to the technical issues they encountered. At the time of the trial, The Journal was not available on mobile devices, such as smartphones or tablets, which may have limited participants’ ability to access it. Similarly, technical issues presented themselves within the web-based program as well. For instance, in each lesson, participants must set deadlines for tasks that they are required to complete and are unable to move forward in The Journal until these deadlines pass. Participants also identified issues with motivation and questioned whether The Journal would be most appropriate for patients who are only mildly depressed. For instance, one participant explained:

Interviewer: Yeah? In what way?

Participant: …just trying to find motivation…it’s just hard to change some things about lifestyle, but it came with time” [P002]

Similarly, a participant in the control group commented on how some depressive symptoms, such as difficulty with concentration, may act as barriers to engagement with treatment:

Interviewer: …Were there any barriers or challenges to using the brochure?

Participant: …not really because it’s short and sweet…my only barrier was time, you know, time and, and energy. Because at the time, and it was almost an opportune time that I was doing this because I was low at the time… so when you are depressed the last thing you want to do it read, so you can’t even. And that’s why I was saying that if this was little bullet chunks, you know, you don’t have to read it so much, cause I can’t read a book when I’m down. Like I start to read a paragraph and I’m like, no I have to close it. [P014]

Coach as a Mechanism of Change
Numerous participants in the intervention group also identified the coach as key to their success with the program, highlighting the importance of accountability:

Interviewer: …what would you say made the biggest difference to your participation in the study? …was it the journal, was it the coach?

Participant: It was the coach, oh my god. I would not have stayed with that journal unless [SL] was calling me… cause then I wouldn’t really have anybody to be like, hey did you do that thing? [P038]

Similarly, another participant questioned whether they would have been as successful in completing the program had they not had someone following-up on their goals:

Interviewer: …what did you like about the problem-solving lesson?
...if it was by myself, I might have just kept postponing it or not doing it or, so I found it quite helpful. She's a pretty great coach. [P068]

Similarly, another participant highlighted the importance of continuity between the lessons in The Journal and the content of the coaching sessions:

I like the conversations the following week with the homework that we did. I liked that it was continuous. [P069]

Accountability also emerged as important for participants in the control group. For instance, one participant who accessed The Journal expressed a lack of follow-up by a third party as a barrier to completing the program, suggesting that:

...you guys can follow-up and see if they're... If people are using it or not...just to say, somebody is following me, I should probably do a little bit more of this... [P066]

This was echoed by another participant in the control group who struggled with the limited follow-up they received from the research team:

taking not even five minutes to say “how are you doing right now?”…So in a way it gauges their, their level of health, of mental health at the time, and if they do appear to need resources then [the Research Assistant] could say “look I’m not a doctor, I’m not a psychiatrist, but do you remember the flyer that I gave you, on it there was this thing that might be helpful for you right now, you might want to give it a thought”…so, that’s just like extra, like value added for resourcefulness. [P014]

Discussion

Principal Findings

Among patients on a waiting list referred to secondary care for depressive symptoms, a trial of usual care plus coach-facilitated web-based therapy compared with usual care plus information-only waitlist control group found no statistically significant differences in mean depression scores after 12 weeks. However, participants who completed 6 or more lessons in The Journal reported significantly greater reductions in symptoms compared with controls. Participants in the intervention group also reported better quality of life after 12 weeks of treatment. There was no difference in service use between the two groups. During the qualitative interviews conducted as part of the process evaluation, participants identified the role of the coach as a major factor in their completion of the web-based therapy program.

Strengths and Limitations

The major strength of this study is that it is the first study of coach-assisted web-based therapy in a secondary care setting in Canada. This study demonstrated that it is possible to incorporate the use of a coach within this clinical setting. However, due to limitations imposed by institutional policies, study staff were restricted in their ability to recruit participants, with only 12% (95/784) of potentially eligible patients agreeing to participate in the trial. It is reasonable to expect greater reach if this intervention was rolled out by a clinical service that could approach people directly at the time of referral.

There was also a possibility of contamination between the arms of the trial. Given that The Journal is a publicly accessible website, any participant was able to access it, and there was little that could be done by the study team to prevent this. However, our experience is that patients in secondary care do not widely use The Journal, with only 10% (5/48) participants in the control group reporting use of The Journal during the treatment period. Furthermore, contamination is likely to bias the study to showing no difference (as the control group could use The Journal unguided), so any differences that are found are likely to be more believable. Finally, the ability to generalize study findings to the larger Canadian population may be limited as a result of our highly educated population.

Some participants who were interviewed as part of the process evaluation expressed issues with recall given that the interviews took place 6 months after study completion. It is possible that interviews conducted closer to study completion would have yielded richer qualitative data.

Comparison With Prior Work

A key contribution of this study is that participant engagement with and adherence to the intervention was much higher than that reported in previous work, with 62% (29/47) of participants in the intervention group receiving a full dose of treatment, completing an average of 5 out of 6 lessons in The Journal and 8.8 telephone coaching sessions with the coach. Comparatively, in the REEACT trial, participants only completed a median of 2 sessions of web-based therapy. Similarly, in the study by Kenter et al [21], only 36% of participants received the required 4 to 5 sessions of internet-based psychotherapy. This was found in spite of difficulties with ease of access, as The Journal was not available on mobile or tablet devices at the time of the study. This trial also highlights the importance of the uptake of the intervention to clinical outcomes, with participants who completed at least 6 lessons in The Journal experiencing a significantly greater reduction in depression symptoms than those who did not.

The previous trial of a guided version of The Journal in New Zealand secondary care showed no differences in clinical outcomes or service use. However, the patients in the New Zealand study had higher baseline depression scores, a mean PHQ-9 of 17.0, and were less engaged with the study intervention, completing only a mean of 2.5 lessons in The Journal. The magnitude of change in PHQ-9 scores was also different, with an intervention group change in PHQ-9 scores of 3.5 in Canada compared with 9.4 in New Zealand. This presumably reflects differences in usual care, with participants in New Zealand receiving mental health care, whereas Canadian participants received care from their primary care physicians while on a waiting list.

Clinical Implications

Web-based therapies are often promoted as a way to address long waiting lists for mental health care services. However, in this study, even though participants in the intervention group
with more exposure to the study intervention were more likely to experience a significant reduction in symptoms, this had little impact on subsequent service use. Web-based therapies are part of a complex socio-technological system and, as such, cannot exist in a vacuum. To achieve improvement in patient outcomes, they must be integrated into a larger system of care. This could be achieved with a more explicit stepped care system supported by web-based therapies, with a more flexible response from providers based on patient need.

**Unanswered Questions and Future Research**

This study provides limited support for the potential use of web-based therapies within a stepped-care approach to the treatment of depression. However, an RCT is needed to determine the effectiveness of such an approach. The impact of providing digital services to those in greatest need, who are also the least likely to have access to high-speed connections, also needs to be taken into account. Future research on internet-based psychotherapy for depression needs to include the system of care in which it is used. This can be done through implementation science tools, which not only evaluate the effectiveness of web-based therapies but also the factors central to their uptake, such as reach, adoption, and sustainability.

**Conclusions**

The results of this study demonstrated that the use of guided web-based therapy for the treatment of depression is not more effective than information-only waitlist control. However, it showed that coach-guided web-based therapy has the potential to increase adherence and engagement with depression treatment protocols. Greater adherence resulted in greater effectiveness. More research is needed on the human component of coaching in conjunction with web-based therapy to examine what factors lead to greater adherence. Researchers also need to consider when and how web-based therapies should be integrated into existing clinical pathways.
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Abstract

**Background:** Adequate self-management skills are of great importance for patients with chronic obstructive pulmonary disease (COPD) to reduce the impact of COPD exacerbations. Using mobile health (mHealth) to support exacerbation-related self-management could be promising in engaging patients in their own health and changing health behaviors. However, there is limited knowledge on how to design mHealth interventions that are effective, meet the needs of end users, and are perceived as useful. By following an iterative user-centered design (UCD) process, an evidence-driven and usable mHealth intervention was developed to enhance exacerbation-related self-management in patients with COPD.

**Objective:** This study aimed to describe in detail the full UCD and development process of an evidence-driven and usable mHealth intervention to enhance exacerbation-related self-management in patients with COPD.

**Methods:** The UCD process consisted of four iterative phases: (1) background analysis and design conceptualization, (2) alpha usability testing, (3) iterative software development, and (4) field usability testing. Patients with COPD, health care providers, COPD experts, designers, software developers, and a behavioral scientist were involved throughout the design and development process. The intervention was developed using the behavior change wheel (BCW), a theoretically based approach for designing behavior change interventions, and logic modeling was used to map out the potential working mechanism of the intervention. Furthermore, the principles of design thinking were used for the creative design of the intervention. Qualitative and quantitative research methods were used throughout the design and development process.

**Results:** The background analysis and design conceptualization phase resulted in final guiding principles for the intervention, a logic model to underpin the working mechanism of the intervention, and design requirements. Usability requirements were obtained from the usability testing phases. The iterative software development resulted in an evidence-driven and usable mHealth intervention—Copilot, a mobile app consisting of a symptom-monitoring module, and a personalized COPD action plan.

**Conclusions:** By following a UCD process, an mHealth intervention was developed that meets the needs and preferences of patients with COPD, is likely to be used by patients with COPD, and has a high potential to be effective in reducing exacerbation impact. This extensive report of the intervention development process contributes to more transparency in the development of complex interventions in health care and can be used by researchers and designers as guidance for the development of future mHealth interventions.

(J Med Internet Res 2020;22(6):e15449) doi:10.2196/15449
Introduction

Background

Chronic obstructive pulmonary disease (COPD) is a highly prevalent chronic disease and is predicted to be the third leading cause of mortality worldwide in 2030 [1,2]. Exacerbations are important events in the course of COPD, as they accelerate the decline in lung function [3], negatively affect the quality of life [4,5], and lead to increased mortality and high socioeconomic costs [6,7]. An exacerbation is defined as a sustained worsening of patients’ respiratory symptoms, which are beyond normal day-to-day variability and may warrant medical treatment [8]. The absence of an adequate imminent exacerbation marker requires a focus on supporting patients with COPD in developing self-management skills to reduce the impact of exacerbations [9]. Self-management is defined as an individual’s ability to detect and manage symptoms, treatment, physical and psychosocial consequences, and lifestyle changes inherent in living with a chronic condition [10].

Recent interventions focusing on exacerbation-related self-management (including the use of action plans) have shown positive outcomes on quality of life and hospital admissions [11,12]. However, there is still a substantial proportion of patients with COPD who barely benefit from these kinds of interventions [11-13]. This might be explained by the one-size-fits-all and static approach regarding design, intensity, and mode of delivery without a focus on individual exacerbation patterns and actions. Moreover, recent interventions have a strict focus on exacerbation detection and taking action and the use is suboptimal [11,14,15]. To further reduce the impact of exacerbations, more comprehensive, dynamic, and individualized strategies are needed to improve the full spectrum of exacerbation-related self-management behavior that meet patients’ needs, perceptions, and capabilities [12,16].

Mobile health (mHealth) is considered promising in engaging patients in their own health and changing health behaviors [17,18]. The rapidly evolving nature and increased uptake of mHealth are bound to influence the accessibility and the way in which patients with COPD who barely benefit from these kinds of interventions [11-13]. This might be explained by the one-size-fits-all and static approach regarding design, intensity, and mode of delivery without a focus on individual exacerbation patterns and actions. Moreover, recent interventions have a strict focus on exacerbation detection and taking action and the use is suboptimal [11,14,15]. To further reduce the impact of exacerbations, more comprehensive, dynamic, and individualized strategies are needed to improve the full spectrum of exacerbation-related self-management behavior that meet patients’ needs, perceptions, and capabilities [12,16].

Mobile health (mHealth) is considered promising in engaging patients in their own health and changing health behaviors [17,18]. The rapidly evolving nature and increased uptake of mHealth are bound to influence the accessibility and the way in which patients with COPD who barely benefit from these kinds of interventions [11-13]. This might be explained by the one-size-fits-all and static approach regarding design, intensity, and mode of delivery without a focus on individual exacerbation patterns and actions. Moreover, recent interventions have a strict focus on exacerbation detection and taking action and the use is suboptimal [11,14,15]. To further reduce the impact of exacerbations, more comprehensive, dynamic, and individualized strategies are needed to improve the full spectrum of exacerbation-related self-management behavior that meet patients’ needs, perceptions, and capabilities [12,16].

Mobile health (mHealth) is considered promising in engaging patients in their own health and changing health behaviors [17,18]. The rapidly evolving nature and increased uptake of mHealth are bound to influence the accessibility and the way in which patients with COPD who barely benefit from these kinds of interventions [11-13]. This might be explained by the one-size-fits-all and static approach regarding design, intensity, and mode of delivery without a focus on individual exacerbation patterns and actions. Moreover, recent interventions have a strict focus on exacerbation detection and taking action and the use is suboptimal [11,14,15]. To further reduce the impact of exacerbations, more comprehensive, dynamic, and individualized strategies are needed to improve the full spectrum of exacerbation-related self-management behavior that meet patients’ needs, perceptions, and capabilities [12,16].

Mobile health (mHealth) is considered promising in engaging patients in their own health and changing health behaviors [17,18]. The rapidly evolving nature and increased uptake of mHealth are bound to influence the accessibility and the way in which patients with COPD who barely benefit from these kinds of interventions [11-13]. This might be explained by the one-size-fits-all and static approach regarding design, intensity, and mode of delivery without a focus on individual exacerbation patterns and actions. Moreover, recent interventions have a strict focus on exacerbation detection and taking action and the use is suboptimal [11,14,15]. To further reduce the impact of exacerbations, more comprehensive, dynamic, and individualized strategies are needed to improve the full spectrum of exacerbation-related self-management behavior that meet patients’ needs, perceptions, and capabilities [12,16].

Mobile health (mHealth) is considered promising in engaging patients in their own health and changing health behaviors [17,18]. The rapidly evolving nature and increased uptake of mHealth are bound to influence the accessibility and the way in which patients with COPD who barely benefit from these kinds of interventions [11-13]. This might be explained by the one-size-fits-all and static approach regarding design, intensity, and mode of delivery without a focus on individual exacerbation patterns and actions. Moreover, recent interventions have a strict focus on exacerbation detection and taking action and the use is suboptimal [11,14,15]. To further reduce the impact of exacerbations, more comprehensive, dynamic, and individualized strategies are needed to improve the full spectrum of exacerbation-related self-management behavior that meet patients’ needs, perceptions, and capabilities [12,16].
development models (Figure 1) [34]. The MRC framework is a well-known and often used framework for the development and evaluation of complex interventions in health care with a specific focus on developing theory- and evidence-driven interventions. The whole design and development process was carried out between 2015 and 2019. The methods of each phase are chronologically described in the following paragraphs. The results of each phase are detailed in the Results section.


The mobile health intervention should:

- meet individual patient needs, perceptions, and preferences regarding exacerbation-related self-management;
- synchronize with current health status and anticipate on the heterogeneity of exacerbations in and between patients;
- focus on target behaviors in the full spectrum of exacerbation-related self-management;
- include a chronic obstructive pulmonary disease (COPD) action plan along with ongoing self-management support;
- focus on the continuous development of self-management skills and behavior change;
- stimulate proactive self-monitoring;
- be safe, literacy-sensitive, and patient-friendly;
- be feasible in current Dutch COPD care; and
- meet the conceptual definition of a COPD self-management intervention: A COPD self-management intervention should be structured but personalized and often multicomponent, with goals of motivating, engaging and supporting the patients to positively adapt their health behavior(s) and develop skills to better manage their disease [16].

Figure 1. User-centered design for the development of the mobile health intervention. HCP: health care provider.

Phase 1: Background Analysis and Design Conceptualization

The aim of the first phase was to identify the evidence base and to achieve a theoretical understanding of the underlying process of change for the intervention [35].

1A: Identify the Evidence Base

In phase 1A, a scoping literature review was performed in Medical Literature Analysis and Retrieval System Online (MEDLINE) to explore current systematic reviews on interventions that focus on enhancing exacerbation-related self-management in patients with COPD, including mHealth interventions, and to identify potential effective intervention components (Figure 1; phase 1A). Literature review on interventions was an ongoing process during the whole intervention development process, to stay up to date on developments about (mHealth) interventions focusing on exacerbation-related self-management.
1B: Identify Key Behaviors and Concept Mapping
In phase 1B, a scoping literature review was performed in MEDLINE to specify symptom fluctuation phases during the course of COPD and to identify relevant self-management behaviors that can reduce exacerbation impact (Figure 1: phase 1B). Two researchers (YK and JT) developed a conceptual model of patients’ fluctuations in symptoms during the course of COPD. Then, an initial set of relevant self-management behaviors was generated and added to the conceptual model. The methods of the scoping review and stepwise development of the conceptual model are published elsewhere [15].

1C: Problem Analysis
A problem analysis was included to provide insight into the problems experienced by patients and identified by experts to determine the intervention targets and to set boundaries of the intervention (Figure 1: phase 1C). A two-round Delphi study with 19 international respiratory experts (medical doctors and key researchers in the field of COPD) was performed. In this study, insight into expert opinion was provided on the most relevant set of self-management behaviors that have the potential to maximally reduce the impact of exacerbations and is feasible to target and influence before, during, and after an exacerbation. The methodology is described in depth in the publication of this study [15]. Furthermore, a grounded theory study using individual in-depth interviews with patients with COPD (n=15) was performed [36]. In this study, patient perceptions, capabilities, and needs with regard to exacerbation-related self-management were explored to identify and explain the underlying process of exacerbation-related self-management behavior in patients with COPD. The methodology is described in depth elsewhere [30].

1D: Needs Analysis
Patients’ needs regarding exacerbation-related self-management were partially identified in phase 1C because these needs flowed naturally from the problems perceived by patients [37]. An additional needs analysis was performed to further investigate specific needs and explicit requests for care with regard to using mHealth for self-management (Figure 1: phase 1D) [37]. To develop an mHealth intervention with optimal usability and feasibility, a deep and early understanding of both patients’ and HCPs’ perspectives was considered to be important [38]. Therefore, a qualitative study using focus group interviews with both patients with COPD (n=13) and HCPs (n=6) was performed to (1) explore their willingness to use mHealth for self-management of exacerbations, (2) identify potential benefits and barriers in providing self-management support, perceptions toward HCPs’ roles and responsibilities, barriers in providing self-management support, and the potential to use mHealth for self-management support. All interviews were audiotaped, transcribed verbatim, and analyzed by open, axial, and selective coding [40].

1F: Intervention Design
The aim of the intervention design phase (Figure 1: phase 1F) was twofold: (1) to map out the potential working mechanisms triggered by the intervention and (2) to develop the flow and content of the intervention. During this phase, a decision was made on the target behaviors of the intervention. The behavior change wheel (BCW) method was used to analyze the target behaviors and to design intervention components [41]. First, based on the literature, behavioral analysis was performed by two researchers (YK and SH) to identify what needs to change in patients’ capability, opportunity, and motivation to improve each target behavior (capability, opportunity, and motivation model of behavior [COM-B] analysis) [41]. Second, the theoretical domains framework (TDF) was used to elaborate on the behavioral analysis by mapping the 14 domains of the framework onto the capability, opportunity, and motivation components of COM-B [41]. Third, potentially relevant intervention functions and behavior change techniques (BCTs), matching users and context, were selected using criteria provided by the BCW [41] (see Multimedia Appendix 1). Logic modeling was used to map out the potential working mechanism of the intervention by detailing all evidence and assumptions underpinning the pathway from the intervention to the long-term impact on outcomes [42,43]. The logic model starts with the target behaviors and details what needs to change in behavior (TDF), by which intervention functions and BCTs, and through which specific intervention components, including factors that could influence the working mechanism, and results in short- and long-term outcomes. The logic model components were based on the evidence gained from all previous phases, and consensus on the components was reached during research group meetings. On the basis of this model, design requirements were formulated.

Furthermore, creative ideas with regard to the intervention design were explored using methods derived from design thinking [44]. In a pressure cooker session with three independent creative designers, initial ideas on the design were presented by focusing on potential techniques to change health behaviors and to enhance engagement with mHealth. After this session, collaboration with a creative design agency (Panton BV, Deventer, the Netherlands) specifically focusing on health care solutions was initiated. By following an iterative design process, the flow and content of the intervention were designed, and various design styles were developed using low-fidelity prototypes—paper prototypes that visualize design solutions. In the early stages of digital user interface design, such low-fidelity paper prototypes are often used to determine requirements for the architecture and functionalities of the self-management support. Purposive sampling was performed in primary and secondary care settings. The following topics were discussed: current interventions to support exacerbation-related self-management, HCP experiences with providing self-management support, perceptions toward HCPs’ roles and responsibilities, barriers in providing self-management support, and the potential to use mHealth for self-management support. All interviews were audiotaped, transcribed verbatim, and analyzed by open, axial, and selective coding [40].
specific intervention to be designed [45]. The paper prototypes were tested in phase 2 of the UCD.

Moreover, the content of a symptom-monitoring module was developed during this stage. The module aimed to determine the individual COPD patient’s normal day-to-day variability in symptoms to be able to set the patient’s normal symptom pattern. The content validity of the module was evaluated by experts in the field of COPD (n=8) according to the Lynn method [46]. Each symptom was rated on relevance and linguistics by answering four questions. All questions about relevance were rated on a 4-point Likert scale (1=not relevant, 4=relevant). Linguistics was determined by if the interpretation was clear (yes or no). The item-content validity index (I-CVI) was calculated for each relevance question to determine the number of experts judging the content as valid (I-CVI>0.78=relevant). Subsequently, the scale-content validity index (S-CVI) was calculated to determine the relevance of the whole symptom-monitoring module (S-CVI>0.90=excellent) [46]. Linguistics was considered to be clear when at least 75% of the expert panel rated clearness of interpretation as a yes. A more in-depth description of the development and content validity assessment of the symptom-monitoring module is given in Multimedia Appendix 2.

Phase 2: Alpha Usability Testing

In the second phase, alpha usability tests were performed by investigating patient and HCP responses to low-fidelity paper prototypes of the intervention in two steps: (1) evaluating the intervention flow and content and (2) evaluating intervention design styles [33]. At each phase of usability testing, we only included patients who had not evaluated an earlier prototype.

2A: Evaluate Intervention Flow and Content

Perceptions, needs, and preferences regarding the intervention flow and structure were evaluated with both patients with COPD (n=6) and HCPs (n=6) to identify usability requirements (Figure 1; phase 2A). Individual semistructured interviews were held using low-fidelity paper prototypes. The following topics were discussed: experience with mHealth and written action plans, the overall flow of the intervention, symptom-monitoring/action plan scenarios, and the added value of the intervention. Purposive sampling of participants was performed in primary, secondary, and tertiary care settings. In total, 6 patients and 6 HCPs were included based on the general rule of thumb that approximately 80% of all potential usability problems could be identified by including 5 to 10 end users [47]. The inclusion and exclusion criteria of the participants during usability testing are detailed in Textboxes 2 and 3, respectively. Data were thematically analyzed by two researchers independently [48]. Data analysis was supported by NVivo 10.0 software (2012; QSR International Pty Ltd.).

Textbox 2. Inclusion criteria of participants during usability testing.

<table>
<thead>
<tr>
<th>Inclusion criteria for patients with a clinical diagnosis [2] of chronic obstructive pulmonary disease (COPD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Age &gt;40 years</td>
</tr>
<tr>
<td>• Spirometry forced expiratory volume in 1 second/forced vital capacity ratio &lt;70%</td>
</tr>
<tr>
<td>• ≥1 exacerbation in the last 12 months before entering the study (defined as a period of symptom deterioration in which the use of a course of corticosteroids and/or antibiotics was required, or hospitalization was necessary)</td>
</tr>
<tr>
<td>• Adequate communication skills</td>
</tr>
<tr>
<td>• Willing and able to comply with study procedures and give written informed consent</td>
</tr>
<tr>
<td>• Patients who are judged by their health care provider to have suitable hearing and vision</td>
</tr>
</tbody>
</table>

Textbox 3. Exclusion criteria of participants during usability testing.

<table>
<thead>
<tr>
<th>Exclusion criteria for patients with a clinical diagnosis of chronic obstructive pulmonary disease</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Diagnosed with cognitive impairments</td>
</tr>
<tr>
<td>• Life expectancy ≤3 months</td>
</tr>
<tr>
<td>• Primary diagnosis of asthma, cardiac disease, or other major functionally limiting diseases</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Exclusion criteria for health care providers</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Not applicable</td>
</tr>
</tbody>
</table>
2B: Evaluate Intervention Design Style

Next, the preferences of patients with COPD regarding intervention design style were explored by individual semistructured interviews (n=11; Figure 1; phase 2B) [33]. Low-fidelity paper prototypes were used to present variations in design style and tone of voice. Purposive sampling of participants was performed in a physiotherapy practice and a rehabilitation center according to the inclusion and exclusion criteria for patients in Textboxes 2 and 3. Data were analyzed by 2 researchers independently through summarizing the advantages and disadvantages of each design style and the overall preferences regarding design style. On the basis of the results of both alpha usability steps, the intervention design was finalized for further software development.

Phase 3: Iterative Software Development

The software of the mHealth intervention was developed during a 12-week period according to a scrum-based design method consisting of five development sprints (Figure 1; phase 3) [49]. During biweekly stakeholder meetings, the research team, designers, and software developers met in person to evaluate the current stage of development and to make decisions on the further development of the first version of the mHealth intervention (minimum viable product; MVP). The mHealth intervention was built in React Native (Massachusetts Institute of Technology licenses), a software structure that is easy to adapt and suitable for both iOS and Android. This saves time and money during the initial and future development of the intervention and fits within the agile development process of the intervention.

Phase 4: Field Usability Testing

In the fourth phase, field usability tests of the MVP (ie, tests with a high-fidelity prototype within the context in which the intervention will actually be used) were performed with patients with COPD (n=7) and HCPs (n=3) using cognitive task analysis [47,50]. This mixed methods study focused on three quality components: task success, user errors/problems, and satisfaction, based on Nielsen’s heuristics and the International Organization for Standardization’s usability standard 9241-11 [51]. Purposive sampling of participants was performed in primary, secondary, and tertiary care settings until data saturation was reached. In line with the procedure of phase 2, a minimum of 5 patients were included according to the inclusion and exclusion criteria of Textboxes 2 and 3. Participants were observed while performing tasks with the MVP and asked to think aloud to clarify their decision-making process and express experienced user problems and errors [51]. After the task analysis, the validated 10-item system usability scale (SUS) was filled out by patients to get a global view of usability [52]. Each item was scored on a 5-point Likert scale, and all items were converted to a total score (range 0-100, a score>70 is considered to be acceptable) [52,53]. Furthermore, semistructured interviews were conducted. On the basis of previous research and the technology acceptance model [54,55], the following topics were formulated: the first impression of the app, ease of use, satisfaction, perceived usefulness, applicability, attitude toward using the app, and the content of the app. The whole procedure with patients was video recorded without the faces of participants being visible. The procedure with HCPs was more pragmatic in nature because the MVP did not include a specific HCP interface. However, the relevant functions for HCPs could be tested within the MVP. Therefore, only 3 HCPs were included, and the procedure was only observed by 1 researcher who simultaneously made notes.

The performance of tasks by patients was observed by two researchers independently. An observation list was used to note task success, users’ errors/problems, and participants’ expressions for each task. The performance of tasks was scored as successful (1 point), partially successful (0.5 points), or unsuccessful (0 points) [56]. The observation lists were discussed by the researchers to reach a consensus on the performance of tasks and the identified problems and errors. The data from the think-aloud method were used to derive a better understanding of task performance. A severity score ranging from 0 (no usability problem) to 4 (usability catastrophe) was given to each problem based on the impact and frequency of the problem [57]. Data from the semistructured interviews were analyzed by 2 researchers independently using thematic analysis [48]. The data analysis of HCPs observations was performed by only 1 researcher, and the semistructured interviews were only summarized.

The usability studies were approved by the Medical Ethics Research Committee of the University Medical Center Utrecht (17–887), and all participants gave written informed consent.

Business Modeling

Business modeling, based on the principles of the lean startup methodology [58], was performed parallel to phase 1F until phase 4 to ensure valorization and sustainable implementation of the mHealth intervention in its intended care practice (Figure 1) [59]. Business modeling included contextual inquiry and continuous investigation of relevant stakeholder needs (patients with COPD, HCPs, policy makers, and health care insurers) to better understand what should be accomplished with our mHealth intervention and to obtain value drivers to underpin choices in what to design [59]. The needs of patients with COPD and HCPs were investigated in phases 1C, 1D, and 1E, and individual conversations with policy makers and health care insurers were held to identify their perspectives toward the mHealth intervention. Furthermore, the best innovation and distribution routes and market opportunities were explored in conversations with stakeholders to investigate their interests and financial incentives to support self-management with mHealth. Competition analysis was performed to explore the value of our intervention with respect to existing mHealth technologies. Finally, conversations with vendors in the field were held to explore business opportunities.

Results

Phase 1: Background Analysis and Design Conceptualization

IA: Identify the Evidence Base

A total of four relevant systematic reviews on exacerbation-related self-management interventions and two
systematic reviews specifically focusing on mHealth interventions to improve exacerbation-related outcomes were identified. Self-management interventions, including exacerbation action plans along with ongoing self-management support, were associated with positive outcomes on quality of life, hospital admissions, and health care use [11,12,60]. A review of self-management interventions delivered immediately following an acute exacerbation showed no significant effect on quality of life nor hospital admissions [61]. All reviews showed large heterogeneity in interventions making it hard to draw conclusions on effective components of these interventions. Furthermore, mHealth interventions facilitating, supporting, and sustaining self-management among people with COPD significantly improved quality of life, and levels of activity [19]. Smartphone interventions in patients with COPD with exacerbations, without a specific focus on self-management, were found to be useful in reducing the number of patients having a COPD exacerbation [20]. These results should also be interpreted with caution because of the heterogeneity among studies.

On the basis of these findings, it seemed promising to use mHealth strategies that specifically aim at enhancing self-management behavior. It was considered important that the mHealth intervention includes a COPD action plan along with ongoing self-management support, which confirmed our guiding principle to include an action plan. Furthermore, a conceptual definition of a COPD self-management intervention was published in 2016 [16]. Given the need for consensus on what defines a COPD self-management intervention, this definition was added to the guiding principles (Textbox 1).

**IB: Identify Key Behaviors and Concept Mapping**

A conceptual model picturing the event of an exacerbation was developed by distinguishing five phases before, during, and after an index event. Specific aims regarding the reduction of exacerbation impact were formulated for each phase of the conceptual model. The conceptual model is published elsewhere [15]. On the basis of the knowledge generated from the literature, an initial set of 27 relevant self-management behaviors aiming to reduce exacerbation impact was identified and assigned to the relevant phases of the conceptual model. This initial set of self-management behaviors was introduced to experts in the first round of the Delphi study (Figure 1; phase 1C) to reach a consensus on the most relevant behaviors [15].

**IC: Problem Analysis**

A Delphi panel of 19 international experts reached a consensus on 17 self-management behaviors that can be targeted and influenced before, during, and after an exacerbation (Figure 1; phase 1C). This set of behaviors has the potential to maximally reduce the impact of exacerbations. The self-management behaviors were related to the following broader categories: adherence to pharmacotherapy, influenza vaccination, physical activity/exercise, avoiding stimuli, smoking cessation, early detection of symptom deterioration, medical treatment of exacerbations, managing stress and anxiety, and awareness of recurrent exacerbations [15]. The 17 self-management behaviors were considered as potential target behaviors for the mHealth intervention. Our grounded theory study (Figure 1; phase 1C) has resulted in a conceptual model explaining factors that influence exacerbation-related self-management from the patients’ perspective. The conceptual model is published elsewhere [30]. The conceptual model shows that exacerbation-related self-management is influenced by five generic factors: acceptance of COPD, perceived severity of symptoms, knowledge of exacerbations, former experiences with exacerbations, and social support. Furthermore, heterogeneity of exacerbations and habituation to symptoms were identified as specific factors influencing the capability to recognize an exacerbation. Performance of self-management actions was specifically influenced by perceived influence on exacerbation course, feelings of fear, self-empowerment, trust in health care provider, patient beliefs, and ambivalence toward treatment [30]. These factors were included as moderating and mediating factors in the working mechanism of the intervention (see also 1F: Intervention Design section).

**ID: Needs Analysis**

Our needs analysis (Figure 1; phase 1D) resulted in an overview of potential benefits and barriers regarding the use of mHealth to support self-management and early ideas on the content of the intervention [31]. Both patients and HCPs emphasized the need for a multicomponent and tailored mHealth intervention that focuses on improving patient self-management skills by determining health status and providing adequate information, decision support, and feedback on self-management behavior in an advisory manner. Important findings were that patients and HCPs emphasized that an mHealth intervention should never replace patients’ own feelings or undermine their own decisions. The intervention should be complementary to regular (personal) contact with HCPs and should facilitate adequate self-management support by HCPs. Discussing self-management skills with HCPs in personal consultations was believed to be essential to improve these skills. Both patients and HCPs expressed doubts regarding (real-time) the monitoring of symptoms by HCPs because of safety reasons and time constraints, although early detection of exacerbations was considered to be an important benefit. Moreover, the intervention should be attractive, straightforward, rewarding, and safe. Finally, patients emphasized that using mHealth should be their own choice and should never be enforced. On the basis of these findings, the design requirements for the intervention were formulated. Further results of the focus group interviews are published elsewhere [31].

**IE: Current Practice Analysis**

On the basis of three Dutch health care standards focusing on COPD [62-64] and 10 interviews with HCPs, insight into current exacerbation-related self-management support was provided. Two pulmonologists, 2 nurse specialists, 2 pulmonary nurses, 2 general practitioners, and 1 primary care nurse (4 males/6 females, work experience range 3-20 years) were interviewed. An important finding was the lack of standardized self-management support and limited use of evidence-based interventions by HCPs. There was a large variation in providing information about exacerbation-related self-management with regard to timing, topics discussed, and mode of delivery. Only a few HCPs used a COPD action plan and prescribed...
self-treatment with prednisolone and/or antibiotics to stimulate self-management. More than half of the HCPs (n=6) expressed that patients had no specific case manager. Providing self-management support was mostly perceived as a shared responsibility between HCPs, although individual responsibilities of the HCPs involved were unclear. Most HCPs felt that there is large room for improvement in self-management support by HCPs. Barriers in providing self-management support were the lack of standardized self-management support and clarity in responsibilities between HCPs, limited availability of HCPs, limited case management, limited time during consultations, limited financial resources, and suboptimal interdisciplinary communication in COPD care. The findings from the current practice analysis were included as moderating and mediating factors in the working mechanism of the intervention (see also 1F: Intervention Design section).

**1F: Intervention Design**

During the intervention design phase, the research team decided to initially focus on the three target behaviors: (1) self-monitoring of symptoms and early detection of an exacerbation, (2) taking prompt individualized self-management actions, and (3) prompt contact with an HCP. On the basis of insights from phase 1C, these behaviors were expected to contribute most to the reduction of exacerbation impact, had the potential for large improvement, and were considered most feasible to influence. The choice for these three behaviors was made, given the importance of aggregating the target behaviors that fit together and are considered to have the largest impact on exacerbations [65]. On the basis of behavioral analysis of these behaviors, potential intervention functions and BCTs were selected for the intervention [41]. The behavioral analysis of the target behaviors, including the final intervention functions and BCTs was described in detail in Multimedia Appendix 1. Figure 2 describes the logic model of the intervention that synthesizes all the evidence gained in the previous phases (phase 1A until 1E), including the selection of final intervention functions and BCTs.

![Figure 2. Logic model of a mobile health intervention to enhance exacerbation-related self-management in patients with chronic obstructive pulmonary disease. BCTs: behavior change techniques; COPD: chronic obstructive pulmonary disease; HCP: health care provider; TDF: theoretical domains framework.](image)

On the basis of the results of all previous phases, design requirements for the mHealth intervention were formulated (seeTextbox 4). At this stage, the research team and design agency decided to develop a mobile app to enhance exacerbation-related self-management in patients with COPD. On the basis of design requirements, a concept of the flow and content of the app and various design styles were developed using low-fidelity paper prototypes.
**Textbox 4. Design requirements for the mobile health intervention.**

The mobile health (mHealth) intervention should:

- at least focus on self-monitoring of symptoms and early detection of exacerbations and taking prompt self-management actions including prompt contact with a health care provider (HCP);
- support patients in developing self-management skills over time (*learning by doing*) and changing behaviors;
- focus on (aggregated) self-management behaviors before, during, and after an exacerbation;
- include a chronic obstructive pulmonary disease (COPD) action plan with an educational component along with ongoing support;
- be comprehensive/multicomponent and tailored to individual patients;
- provide adequate information, decision support, and feedback on self-management behavior (in an advisory manner);
- take into account the factors influencing exacerbation-related self-management;
- fit with current COPD care and be accessible for HCPs;
- facilitate adequate self-management support by HCPs;
- be complementary to regular (personal) contact with HCPs;
- be attractive, straightforward, rewarding, and safe;
- never replace patients’ own feelings nor undermine their own decisions; and
- not be enforced to patients. Using mHealth should be the patient’s own choice.

Furthermore, the symptom-monitoring module was developed during this stage. Content validity of the symptom-monitoring module was determined after two expert rounds. In total, these eight symptoms were rated as relevant (I-CVI>0.78) and clear (≥75% of the expert panel): Dyspnea, wheezing, nighttime symptoms, coughing, sputum volume, sputum purulence, sputum color, and fatigue. The relevance of the final symptom-monitoring module, determined by three questions, was considered to be high with S-CVIs of 0.93 or greater. More detailed results and the final symptom-monitoring module are shown in Multimedia Appendix 2.

**Phase 2: Alpha Usability Testing**

**2A: Evaluate Intervention Flow and Content**

Evaluation of the flow and content of the intervention with both patients with COPD and HCPs resulted in overarching themes related to the intervention flow and an overview of usability requirements. The baseline characteristics of the participants are shown in Multimedia Appendix 3. The patients recruited from tertiary care all had a written action plan, whereas the other patients only had verbal agreements with their HCPs.

The Intervention Flow and Content

Overall, all patients and HCPs were positive about the intervention flow that consisted of four steps: (1) personalization of an action plan, (2) intensive monitoring of symptoms, (3) adjusting initial action plan based on monitoring period, and (4) regular use (filling out symptoms on a regular basis and receiving support on individualized actions). However, the patients who believed that they were well aware of their symptoms did not directly perceive that they could benefit from the intensive monitoring period. Overall, patients preferred personalization of the duration of intensive monitoring and the timing of notifications. HCPs felt that they should have autonomy in determining how, and at which moment, the action plan should be reviewed and adjusted. On the basis of specific mockups used to explore preferences regarding symptom registration and determining symptoms status, the most intuitive and straightforward scenarios were identified. For example, mockup 1 was considered to be the best solution to determine symptom status by all patients (Figure 3).

**Figure 3.** Low-fidelity paper prototypes of 3 scenarios to determine symptoms status.

The Added Value of the Intervention

Patients expressed that the app could create awareness into their own situation and could support early detection of symptom deterioration and taking prompt actions. The adjustability and accessibility of the app were perceived as benefits compared with using a written action plan. Furthermore, both patients and
HCPs were positive about the overview of registered symptoms and undertaken actions as a tool to start the dialog about patients’ self-management behavior. Moreover, personalization and tailoring of the app were considered to be an important benefit:

Finally an app that is not for COPD but for me personally. [Patient 2]

**Needs With Regard to the Intervention**

Patients expressed a clear need for an accessible and reliable app that provides insight into their own situation and eliminates their doubts by including reflective questions. Patients stressed the importance of an app that is straightforward, for example, by providing simple and effortless instructions in case of serious dyspnea that causes panic, such as:

breathe slowly or call the doctor: It has to be simple, because energy is air. [Patient 3]

They would like to use the app to inform relatives about their situation. Both patients and HCPs emphasized that the app should stimulate prompt contact with an HCP:

Patients experience feelings of fear you know, like: when I am raising an alarm, I might have to take prednisolone or I might be admitted to the hospital, so therefore I won’t make the call...Will that be included in the app as well? [HCP 1]

Furthermore, HCPs explained that the app should provide insight into patient symptoms over time and realize more proactive care instead of reactive care. Most HCPs felt that a separate HCP interface to personalize the app would increase the usability of the app in daily practice.

**Usability Requirements**

On the basis of the results of phase 2A, usability requirements were formulated for the software development phase (see Table 1).

<table>
<thead>
<tr>
<th>Topics of importance to users</th>
<th>Patients with chronic obstructive pulmonary disease (n=6) and HCPs(^a) (n=6)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Content</td>
<td>• App should be reliable and accessible</td>
</tr>
<tr>
<td></td>
<td>• Information should be straightforward and individualized</td>
</tr>
<tr>
<td></td>
<td>• App should provide insight into symptoms over time</td>
</tr>
<tr>
<td></td>
<td>• App should support prompt contact with an HCP</td>
</tr>
<tr>
<td></td>
<td>• App should be a tool that can be used to get into dialog with HCPs about self-management behavior</td>
</tr>
<tr>
<td>Tailoring of the app</td>
<td>• Intensive monitoring period and timing of notifications should be personalized</td>
</tr>
<tr>
<td></td>
<td>• HCPs should have autonomy in determining how, and at which moment in the care process, the action plan should be reviewed and adjusted</td>
</tr>
<tr>
<td>Interface</td>
<td>• The action plan should preferably be personalized in a separate HCP interface</td>
</tr>
<tr>
<td>Design style</td>
<td>• The design style should be restrained and clear without too much text.</td>
</tr>
</tbody>
</table>

\(^a\)HCP: health care provider.

**2B: Evaluate Intervention Design Style**

In total, three potential design styles of the intervention were explored with patients with COPD (see Baseline characteristics in Multimedia Appendix 3. Mockups of the action plan, symptom registration, action registration, and the overview of symptoms and actions over time were used (see example in Figure 4). There was no consensus on a preferred design style. In general, patients preferred a restrained and clear design style without too much text. A few patients were positive about a more numerical design, whereas other patients found it hard to express their symptoms in numbers. There was a wide variety in preference regarding the tone of voice (distant vs personal tone of voice). Overall, patients were positive about using symbols. Most patients were negative about using an avatar in the app as it has no added value, and some patients considered an avatar to be childish. On the basis of these results, a restrained and clear design style without too much text was included as a usability requirement (see Table 1).
Phase 3: Iterative Software Development

Iterative software development resulted in a functional mobile app for patients (Copilot app) that can be used to (1) compose an action plan together with an HCP (based on a COPD action plan using color zones that is included in Dutch care standards)[66], (2) monitor symptoms and undertaken actions, (3) review symptoms and undertaken actions, and (4) read information about COPD and exacerbations. At this stage, the final integrated list of BCTs needed to ensure this MVP adhered to both the guiding principles (Textbox 1) and the design requirements (Textbox 4) was constructed by two researchers (YK and SH) using the BCW framework. In total, 6 intervention functions and 11 BCTs were selected for the MVP (see Figure 2 and Multimedia Appendix 1). During the iterative software development process, the research team made decisions to add steps to the flow of the app that were not thought of beforehand, such as including an onboarding program to register and personalize the patient’s action plan. At the same time, owing to time and financial constraints, some steps were disregarded and moved to later versions of the intervention, such as including assistance in cases where patients are in doubt about contacting their HCP.

Phase 4: Field Usability Testing

All functionalities of the MVP were tested by patients with COPD, and all functionalities that belong to the HCP role were evaluated with HCPs (see baseline characteristics in Multimedia Appendix 3). Examples of the MVP are shown in Figure 5.
Usability Assessment
According to patients with COPD, the general usability of the MVP was considered to be good based on the average rating of 90.7 (SD 6.7) on the SUS.

Task Success
Key tasks within the app were performed by all patients, and some tasks were performed only by a few patients because of time constraints (see Multimedia Appendix 4). Almost all patients were successful in consulting the app for HCP contact details and immediate help as well as to check self-management actions in the specific color zones. Furthermore, reviewing symptoms and undertaken actions was performed successfully overall, except for 2 participants who did not know where to find this overview. The information module was easily found by most of the patients. Most difficulties in the performance of tasks were observed during the symptom and action registration. Most patients were able to fill out their symptoms, but some patients overlooked the save button. One patient experienced difficulty with selecting the right color zone because of difficulty with scenario thinking. The support option for selecting a color zone (gray zone) appeared not to be intuitive, and navigation problems in the gray zone were observed. Overall, the HCPs were able to personalize the action plan and to evaluate the symptom-monitoring period. The performance of tasks by both patients and HCPs is further specified in Multimedia Appendix 4.

User Errors and Problems
On the basis of task analysis and observations during random navigation in the app, 23 user errors and problems were observed during the use of the app by HCPs. The HCPs experienced problems with saving registered symptoms as well. Another severe problem was related to changing contact details (severity score 4). Two less severe problems were related to personalizing and changing the yellow zone of the action plan (severity score 3). The lowest severity scores (0-2) were assigned to seven problems. A more detailed overview of all user problems and errors is provided in Multimedia Appendix 4.

Patients’ and Health Care Providers’ Perceptions Toward Using the App
Overall, patients were positive about the app, as they found the app supportive with regard to monitoring and evaluating symptoms and taking prompt actions. On a scale from 1 to 10, patients’ satisfaction rates ranged from 8 to 10 because of the ease of use and the interface being intuitive. The patients who frequently experienced exacerbations expressed an important need for the app. Two patients who rarely experienced exacerbations explained that the app will only have an added value if additional support would be provided during the stable phase (green zone). The interviews resulted in 13 themes that were categorized into feelings about the app, the added value of the app, the content of the app, and facilitators and barriers to use the app. A description of these themes and illustrative quotes is provided in Multimedia Appendix 4.

Field usability testing showed that a usable mHealth intervention has been developed. On the basis of these results, improvements for future versions of the app were revealed. The improvements were determined in collaboration with the designers and focus on the user errors and problems that were rated as most severe (severity ratings 3 and 4), problems that were observed in both patients and HCPs, or additional problems that were mentioned in the interviews. An overview of these improvements is shown in Multimedia Appendix 4.

Business Modeling
Business modeling resulted in a preliminary business plan that provided important design input during the development steps and will direct future development and implementation steps.
The business plan guided the direction to actively involve HCPs in providing the intervention to patients and the specific focus on developing self-management skills over time (learning by doing) to be distinctive from other Dutch mHealth solutions. These outcomes were added to the design requirements (Textbox 4). During business modeling, market volume, and segmentation, different innovation and distribution routes and revenue models were systematically evaluated. Given current positive developments with regard to funding of apps in the Netherlands, especially those that are evidence-driven, a distribution strategy will be chosen that includes health care insurers to ensure implementation and continued use in Dutch COPD care.

**Discussion**

**Principal Findings**

This paper provides insight into a systematic and thorough way of developing an evidence-driven and usable mHealth intervention (Copilot) for patients with COPD to enhance exacerbation-related self-management. Following an iterative UCD process, a mobile app consisting of a personalized action plan and symptom-monitoring module has been developed. The intervention was developed by following a thorough and well-underpinned process consisting of a background analysis and design conceptualization phase leading to final guiding principles, a logic model and design requirements, usability testing phases leading to usability requirements, and iterative software development of an MVP that adheres to these guiding principles and design and usability requirements. This unique approach of scientific engineering has resulted in an mHealth intervention that meets the needs and preferences of patients with COPD, is likely to be used by patients with COPD, and has a high potential to be effective in reducing exacerbation impact. Involving patients with COPD, HCPs, COPD experts, and experts from design and behavioral science throughout the development process increased the likelihood that the mHealth intervention can be successfully implemented into Dutch COPD care.

Copilot requires an active case manager role, as previous studies have shown the need for ongoing case manager support alongside the use of an action plan to achieve effective and safe self-management [11,67]. The mHealth intervention was developed as a tool to enhance patient self-management skills that is complementary to personal interaction with an HCP. This is in line with recent research underlining that a good patient-HCP relationship is important for patients to engage and take responsibility for their own health care [68,69]. The specific focus on developing self-management skills over time is distinctive from other mHealth initiatives, as research in the past decade has focused increasingly on telemonitoring strategies to decrease the impact of exacerbations [21,70,71]. The impact of telemonitoring in the COPD population is, however, still equivocal because of trial designs, unstandardized interventions, and limited follow-up [21,70]. With telemonitoring, the decision-making process is profession based. The working mechanism of Copilot focuses on enhancing patients’ self-management skills over time. Therefore, no telemonitoring strategies were included in our mHealth intervention.

Although our Delphi study has shown the need for a comprehensive strategy to improve the full spectrum of exacerbation-related self-management behavior [15], the first version of our mHealth intervention focuses specifically on self-monitoring of symptoms and taking prompt individualized self-management actions. A less is more approach consisting of only a few strong target behaviors that fit together was considered to be imperative in creating impact [41,65]. When changing these target behaviors is proven effective, we could build upon these behaviors incrementally [41]. It is important to note that not all relevant self-management behaviors have to be addressed through mHealth, as HCPs should continue to have an essential role in providing self-management support as well [31].

**Strengths and Limitations**

A major strength was the systematic and thorough way of developing Copilot according to a UCD that was based on existing development models and diminished the chance of missing important steps [33,34]. We have systematically investigated and incorporated the views of end users, continuously evaluated prototypes, and involved persuasive design techniques to match user profiles and motivate patients to engage in self-management, which is in line with the person-based approach and the holistic framework for the development of electronic health (eHealth) technologies [32,72]. Furthermore, we used guiding principles to easily recall the principal and distinctive features of the intervention during the extensive, iterative intervention development process [32]. Another important strength was the detailed analysis of behaviors of patients with COPD using the BCW method and selection of BCTs to underpin the pathway toward behavior change [41]. Using the BCW method along with a UCD is comparable with the methodology used by Curtis et al [22] to develop a theory-driven and user-centered healthy eating app. Their work also focused on a thorough analysis of target behaviors, selection of BCTs, and exploration of user preferences to underpin the design of the app with relevant theory and evidence and ensure engagement among the target population. However, Curtis et al [22] performed no specific activities with regard to valorization and implementation of their app during their development process [22]. To make both the design and the implementation of our app value driven, we performed valorization activities throughout the development process of our app [59,72]. Business modeling helped us to identify critical success factors that will influence the sustainability and effectiveness of the app, which is often overlooked during the development process of eHealth and mHealth technologies [59].

From a health care and behavior change perspective, we chose to use the MRC framework for the development of complex interventions as a basis for our UCD, instead of a more general software development approach. The four iterative phases were inspired by the user-centered methodology used by Johnston et al [33] for the development of a Web-based interface for patients with COPD. The use of a more general software development approach as a basis for the development process might have provided more specific guidance to the software development and usability phases beforehand. However, such approaches...
pay less attention to the activities needed to design a theory- and evidence-driven intervention, which was an important focus in our design process.

Furthermore, it should be noted that the extensive and thorough development process increased the likelihood of developing an effective intervention, although it is questionable if this process is feasible in daily practice. The whole intervention development process took place over a 4-year period, which is quite time consuming and could increase the risk of a misfit with current market developments or that technology has moved on by the time of implementation [22,73,74]. The time-consuming development was partly because of the inclusion of all the development phases but was also related to developing an mHealth intervention from a scientific environment. Developing an intervention from science involves completing an empirical cycle at each development phase and often includes an extensive review of a study protocol by a medical ethics research committee. Pursuing the rules of science during the development process of an mHealth intervention has slowed down the process at certain points in time. Furthermore, development from a scientific environment generally means less focus on business modeling and entrepreneurship, which could delay the process of bringing the app to the market. Finally, a limitation in this study was the restricted budget available for the creative design and development of the mHealth intervention, which required us to make a selection in the development of intervention components.

Implications for Practice and Future Research

The findings of this study are important for both patients with COPD and HCPs supporting patients with COPD in self-management as well as for researchers and designers focusing on the development of mHealth interventions. For patients with COPD, an evidence-driven and usable mobile app has been developed to assist them in developing exacerbation-related self-management skills. It needs to be emphasized that, at least for the coming years, not all patients with COPD will be eligible for the mHealth intervention, especially for those with a more negative attitude toward mHealth and low digital literacy [19,31]. However, a positive change in attitudes toward mHealth and digital skills can be expected in the future, given the current trends in internet access and smartphone use [18]. For HCPs, the mHealth intervention can be used to provide more evidence-based, structured, and tailored self-management support. The mHealth intervention can be embedded in primary, secondary, and tertiary care settings, which could contribute to improving integrated care. To increase the likelihood of successful implementation in Dutch COPD care, the intervention can easily be adapted to a specific setting and context. Hereby, the intervention would be available for a wide range of health care settings in which patients with COPD are currently treated. For future practice, it is important that more intervention components will be added to the mHealth intervention to optimally address the selected target behaviors, such as adding self-treatment with prednisolone and/or antibiotics and providing assistance in case patients are in doubt about if they should contact their HCP. Furthermore, a separate dashboard for HCPs should be developed to be able to individualize the mHealth intervention and to review registered symptoms and actions during consultations without having to use the patient’s own device. An essential step would then be to establish cooperation with external vendors in the field and health care insurers to ensure implementation in COPD care. In the next phase, it is important that the mHealth intervention takes into account patient comorbidities to make the intervention available for a wider population and to ensure patient safety [12]. Future steps should focus on adding target behaviors that are relevant before, during, and after an exacerbation to maximize the reduction of exacerbation impact.

For researchers and designers, the UCD in this study can be used as guidance for the development of mHealth interventions that meet end user needs and preferences, have high potential to be effective, and are likely to be used by the target population. Essential in the development is that interventions are grounded in theory and evidence and that user needs and preferences are thoroughly investigated. Moreover, valorization and implementation activities should be regarded as continuous activities throughout the development process to ensure sustainable use in its intended practice. This extensive reporting of the intervention development process enhances the reproducibility of the intervention and contributes to more transparency in the development of complex interventions in health care, which is needed to strengthen the internal and external validity of interventions and to add value to health care research [34]. All in all, it is helpful to have multiple examples and variants on how to develop evidence- and theory-driven mHealth interventions. It should be considered if the thoroughness of this UCD is needed for all mHealth interventions that will be developed in the future. Depending on the topic, decisions should be made about which phases and steps are relevant to the topic and should be included in the development process. In addition, taking time aspects into consideration, it should be questioned how thoroughly an individual step should be executed. The need for efficiency in the development of mHealth interventions is currently a highly discussed topic [75]. Our work contributes to this discussion by mapping out a state-of-the-art design and development process and showing how time consuming this is.

Future research should focus on evaluating the feasibility of the mHealth intervention in the daily practice of HCPs, as they have a key role in personalizing the mHealth intervention before patient use. In a second phase, the feasibility of the mHealth intervention should be evaluated with patients with COPD to investigate the delivery and acceptability of the intervention, compliance with the intervention, and recruitment and retention of patients. In the next phase, the effect of the mHealth intervention on relevant patient outcomes and health care use should be evaluated. Recent studies on mHealth interventions in patients with COPD suggest the use of randomized controlled trials (RCTs) with adequately powered sample sizes and a 1-year follow-up period to be sufficient to comment on behavioral change and impact of treatment [19,20]. However, this time-consuming design may not be ideal for rapidly evolving mHealth technologies [73,76]. Using an RCT implies two or more years of research in which this mHealth intervention with high potential for effectiveness, and no expected harm will not be available for patients with COPD.
Furthermore, an RCT only enables identifying if this complex mHealth intervention as a whole work and the cost-effectiveness of it, without identifying which intervention components work in whom. Alternatively, more rapid study designs such as n-of-1 trials or observational designs could be used to understand the working mechanism of the intervention and simultaneously focus on bringing the mHealth intervention to the market as soon as possible [73,75-77]. Within these designs, it is important to evaluate self-management skills and behavior change as outcomes, and the way this is assessed should be clearly reported [19,77,78].

Conclusions
This paper described in detail the full UCD and development process of an evidence-driven and usable mHealth intervention to enhance exacerbation-related self-management in patients with COPD. By following a UCD process, an mHealth intervention was developed that meets the needs and preferences of patients with COPD, is likely to be used by patients with COPD, and has a high potential to be effective in reducing exacerbation impact. This extensive reporting of the intervention development process contributes to more transparency in the development of complex interventions in health care. The UCD process in this study can be used by researchers and designers as guidance for the development of mHealth interventions. However, taking time aspects into consideration, decisions have to be made about the thoroughness of executing individual phases.
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Abstract

Background: Technological interventions provide many opportunities for improving the health and quality of life of older adults. However, interaction with new technologies can also cause frustration. Although these themes have been explored in extant research, much remains to be learned with regard to how the challenges of aging and technology use and the experiences of participating in a social and learning environment are interrelated.

Objective: This study aimed to perform a qualitative analysis of data collected from MoodTech, a pilot study of an internet-based intervention with a peer support component for older adults with symptoms of depression, to better understand the participants’ experience of using technological interventions, including the challenges and benefits that they experienced over the course of these interventions.

Methods: We employed an inductive qualitative analysis method based on grounded theory methodology and interpretative phenomenological analysis to analyze participant textual data. These textual data were of 3 main types: (1) assignments in which participants challenged their negative thoughts, (2) status updates, and (3) comments in the peer support component of the intervention.

Results: We have presented the results through 3 main themes: (1) the challenges of aging as seen through the participants’ comments, (2) the difficulties experienced by the participants in using MoodTech, and (3) the benefits they derived from participating.

Conclusions: This paper offers several contributions concerning study participants’ experiences with internet-based cognitive behavioral therapy (iCBT) interventions with a peer support component and design considerations for developing complex technological interventions that support the challenges participants experience due to aging and cognitive difficulties. First, technical issues encountered by older adults within the context of the intervention can interact with and exacerbate the insecurities they experience in life, and it is important to consider how intervention components might be designed to mitigate these issues. Second, peer support can be employed as a mechanism to facilitate communication, support, and collaborative problem solving among participants in an intervention. The insights from this paper can inform the design of iCBT interventions for older adults.

(J Med Internet Res 2020;22(6):e17586) doi:10.2196/17586
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Introduction

Background
Depression is a psychiatric disorder that affects a significant proportion of older adults [1,2] and can have various negative consequences, including decreased quality of life, increased disability, and increased risk of mortality [3]. In addition, depression can often go undetected or untreated [2,4]. The treatments for depression in older adults include antidepressants, behavioral treatments, cognitive behavioral therapy (CBT), cognitive bibliotherapy, problem-solving therapy, psychotherapy, and life review/reminiscence therapy [2,5,6].

In recent years, there has been interest in internet-based CBT (iCBT) for reducing depressive symptoms in older adults; however, the number, quality, and heterogeneity of extant research suggest the need for additional research to evaluate the efficacy of iCBT interventions [7].

There has also been recognition of the negative effects of social isolation among older adults, including poorer cognitive functioning, impaired sleep and daytime dysfunction, reductions in physical activity, impaired mental health, and the potential utility of technology for alleviating loneliness and social isolation [8,9]. Although studies of technological interventions for depression and loneliness among older adults are still limited, extant research suggests that these interventions can reduce the symptoms of anxiety and depression [10,11] and are helpful for the management of loneliness [8,12,13].

However, older adults may experience difficulties in learning new technologies, and it is important to provide support during the process of learning to use them [14]. Although digital technologies could be a vehicle for empowerment by facilitating greater engagement in hobbies, social support, and everyday tasks, they may also be a form of disenfranchisement if they are viewed with apprehension, and the inability to use them can lead to social isolation [15]. Moreover, the adoption of technology use can be mediated by cognitive abilities, computer self-efficacy, and computer anxiety [16].

Nevertheless, previous research has suggested that older adults perceive that the benefits of using these technologies may outweigh the costs [17] and that engagement with internet and digital technologies can lead to improved depression symptomatology and psychological well-being [18,19]. In recent years, there has been increased interest in the factors that influence engagement with social networking websites among older adults [20]. For example, some older adults use Facebook to connect with family, and previous research has reported that older adults who were Facebook users scored higher on assessments of social satisfaction than those who were not [21].

Taken together, the extant literature suggests that new technologies and web-based social environments may benefit older adults, but the implementation of these environments is critical.

Objectives
Although prior research on digital health interventions has examined the effect of the peer support component using quantitative measures [11,22,23], there is great potential to employ qualitative data to better understand participants’ experiences of peer support interventions and iCBT interventions for older adults. In this study, we performed a qualitative secondary analysis of data from MoodTech, an internet-based intervention for depression for adults aged 65 years and above [11]. This intervention included didactic content (in the form of lessons), interactive skills–based tools, and peer support features. The primary analysis focused on quantitative analyses of engagement metrics (participant log-ins and minutes); usability; and mental health outcomes, including depression and anxiety, and reported a reduction in depression among participants compared with those waitlisted [11].

In this study, we focused on the textual data that participants produced, either as part of the activities they engaged in along with the didactic content or in the peer-support component of the website, to understand the participants’ experiences of the intervention and develop recommendations for the design of internet-based interventions for older adults. We describe three themes, namely, challenges experienced by older adults in life, difficulties experienced in the intervention, and the benefits of the online social space, using the first theme of life challenges to provide context for the other two themes.

Methods
In the Methods section, we introduce the intervention, explain the data that are the focus of the analysis, and then describe the data analysis method.

MoodTech
The MoodTech study was designed to evaluate the feasibility and acceptability of an online intervention for depression based on CBT principles, developed for participants aged 65 years and above [11]. MoodTech was built on the ThinkFeelDo platform [24] and focused on five core skills: (1) cognitive restructuring (think), (2) mood and emotion monitoring (feel), (3) behavioral activation (do), (4) relaxation/mindfulness (relax), and (5) goal setting (achieve). Activities were an aspect of the tool. Within the tool, participants were able to list activities completed in the last few days. Participants could plan activities to boost their mood, provide an optional prospective due date for completion, and report completion. The tool asked the users to record their negative thoughts, categorize the type of cognitive distortion (eg, magnifying, minimizing and tunnel vision), reframe the thought constructively, and create an action plan (Figure 1).

The peer support version of the intervention also featured an online social environment in which the participants could interact with one another (Figure 2). This included an activity feed that automatically posted the participants’ actions, including lessons read, goals set, and relaxation exercises completed. The
participants could share status updates and comment on items shared by others. They also had the option of sharing thoughts they entered as part of the think tool and activities they completed or scheduled in the do tool.

**Figure 1.** Screenshot of harmful thoughts activity. Participants enter thoughts and create a challenging thought and action in response. The thoughts can be private or shared publicly with the peer support group, allowing peer and coach comments.

![Figure 1](image)

**Figure 2.** Screenshot of the social peer support feature displaying a portion of social media feed where a negative thought shared publicly had 3 comments and 2 likes.

![Figure 2](image)

The study comprised 3 treatment arms, each 8 weeks in length: 1 group received the online intervention without peer support (individual internet-based intervention), another group (divided into 2 cohorts) received the online intervention with peer support (internet-based intervention with peer support), and the final group was a waitlist control group that was evaluated with no treatment during the course of intervention before being given access to the individual internet-based intervention.

Participants were primarily recruited through clinical research registries as well as online and community advertisements and clinic referrals. To participate, individuals needed to be aged ≥65 years; to have elevated depressive symptoms at screening (score of ≥8 on the patient health questionnaire-8 or a score of
>7 on the geriatric depression scale-15); to be able to read and speak English; and to have basic internet skills and access to the internet, a telephone, and a valid email address. The exclusion criteria included current engagement or planned engagement in psychotherapy, psychiatric diagnoses for which participation could be inappropriate (eg, psychotic disorder), or cognitive impairment [11].

Data Set

The MoodTech data set comprises demographics, usage, and outcomes data collected before and during the MoodTech intervention. We report the descriptive statistics and feature usage statistics for the sample.

During the intervention, participants produced textual data incidentally through their interaction with the system. First, participants produced textual data through individual activities, such as the goals they set for themselves, and their work on challenging negative thoughts. Status updates were part of the activity feed, allowing users to post unsolicited statements to their peers on any topic. Comments and likes could be made in response to any material in the activity feed, including thoughts or goals that were publicly shared, user profiles, or status updates, and were visible to all participants in the intervention. Comments were the only means of direct text communication among the participants and often would resemble conversation, with multiple comments back and forth attached to an original post to the feed. The participants were also able to nudge (a social action resembling a physical nudge, which carries no verbal communication) other participants to promote engagement. The intervention also included a messages section, where participants could interact privately with their coach. The coach could also comment on the participants’ activity on the feed.

In this study, we focused on textual data from thought activities, status updates, and comments as these tended to be longer and richer, thus providing more insight into participants’ experiences. The textual data were aggregated into documents by participant ID and textual data type (activities, thoughts, status posts, and comments) for analysis, such that each document represented the textual expression of 1 participant for a given data type. For example, all status posts by ID 1523 would have been aggregated into a single document. To provide context for analysis of comments, the original status post or item (eg, harmful thought) that elicited the comment was also included in these documents. We focused on the text generated as part of the think section or in the social space (ie, status updates and comments), which provided the richest insight into participants’ experiences of the MoodTech platform and their efforts to practice the skills taught in the intervention.

Qualitative Data Analysis

Our analytic method was informed by two qualitative approaches: interpretative phenomenological analysis (IPA) [25] and grounded theory [26-28]. At the outset, the perspective with which we viewed the data was influenced by IPA, a method that places emphasis on how individuals make sense of their world, positing a close connection between what a person says or writes and his or her cognitions [25,29]. IPA is widely used in health-related studies with a focus on patient experience [29-31]. In this study, we adopted this perspective in code development, endeavoring to create codes that illustrated participants’ experiences of life and the intervention.

Our analytic procedure was based on grounded theory methodology. In grounded theory, researchers code the data line by line [26]. The codes are refined through a process involving constant comparisons and constant questioning. We identified concepts of interest, namely, health, depression, aging, technology, and participation in the social networking component of the intervention, and 1 author (KS) performed line-by-line coding, creating codes that were related to one or more of these topics. Then, 2 authors (KS and AC) worked together to iteratively refine and merge codes and to create a hierarchical code structure of themes and subthemes. After KS developed the initial codes and hierarchical structure of themes, AC reviewed the codes and structure and suggested revisions, which were then reviewed by KS. The 2 authors agreed upon the final set of codes and hierarchical code structure. The codes were compared for the same participant and across participants to ensure consistency of the coding scheme, focusing on the reduction of conceptual overlap and redundancy. The two authors consulted with a clinical expert (KT) to ensure that the interpretation of the themes was consistent with the clinical knowledge of depression in older adults and with the design of the MoodTech intervention. The data analysis was performed using the qualitative data analysis software, Atlas.ti (Cleverbridge, Inc) [32].

Although we initially included activities (data from the do tool) in our analysis, we found that they were usually short phrases or sentences indicating what the participants planned or had already done (eg, ate supper, ID 1568) and thus uninformative concerning the participants’ inner mental state. Therefore, we did not report the themes from the activities in this paper. In selecting the themes to report and elaborate upon, we considered the guidelines provided by Braun and Clarke [33], with frequency and conceptual relatedness of the codes to one another being key considerations. In this paper, we focused on participants’ life challenges, difficulties with the program, and benefits of the program. In our selection of quotes, we endeavored to represent the diversity of voices among the sample.

The aims of our investigation were to qualitatively understand how the participants experienced the intervention material and the peer support component. With respect to the first goal, all participants, regardless of treatment arm, received the same intervention materials; thus, we analyzed the available data from all treatment arms together. With regard to the second goal of analyzing participants’ experiences with the peer support component, we only used data from the one arm that received this component, the internet-based intervention with peer support.
Results

Data Set

Sample
The MoodTech study included 47 participants. Two of the original participants (1 in the individual internet-based intervention and the other in the wait list control) were not included in this data set. One participant in the individual internet-based intervention group dropped out of the study before using the intervention, and one of the 12 participants in the wait list control decided not to use the intervention after the waiting period. Most of the participants were female, white, and retired. Overall, the sample was highly educated, with most participants having a 2-year college degree or above. The summary statistics for the sample are shown in Table 1.

Table 1. Participant characteristics.

<table>
<thead>
<tr>
<th>Participant characteristic</th>
<th>Individual internet-based intervention</th>
<th>Internet-based intervention with peer support</th>
<th>Wait list control</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>69.3 (3.5)</td>
<td>69.5 (4.3)</td>
<td>70.2 (4.9)</td>
</tr>
<tr>
<td>Sex, n</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>7</td>
<td>16</td>
<td>7</td>
</tr>
<tr>
<td>Male</td>
<td>4</td>
<td>7</td>
<td>4</td>
</tr>
<tr>
<td>Ethnicity, n</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not Hispanic or Latino</td>
<td>11</td>
<td>22</td>
<td>11</td>
</tr>
<tr>
<td>Hispanic or Latino</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Race, n</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Black or African American</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>White</td>
<td>10</td>
<td>19</td>
<td>11</td>
</tr>
<tr>
<td>More than 1 race</td>
<td>1</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>Declined to report</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Marital status, n</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No partner</td>
<td>7</td>
<td>16</td>
<td>4</td>
</tr>
<tr>
<td>Partner</td>
<td>4</td>
<td>7</td>
<td>7</td>
</tr>
<tr>
<td>Education, n</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Some college</td>
<td>0</td>
<td>5</td>
<td>1</td>
</tr>
<tr>
<td>2-year college (Associate’s degree)</td>
<td>0</td>
<td>5</td>
<td>2</td>
</tr>
<tr>
<td>4-year college (Bachelor’s degree)</td>
<td>3</td>
<td>6</td>
<td>4</td>
</tr>
<tr>
<td>Master’s degree</td>
<td>5</td>
<td>5</td>
<td>2</td>
</tr>
<tr>
<td>Doctoral degree (PhD, MD, and JD)</td>
<td>3</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>Employment status, n</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Employed</td>
<td>2</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>Retired</td>
<td>9</td>
<td>18</td>
<td>7</td>
</tr>
<tr>
<td>Other</td>
<td>0</td>
<td>2</td>
<td>1</td>
</tr>
</tbody>
</table>

Feature Usage
Although most participants engaged with the features of the application they had access to, there was a great deal of variability in the extent to which the features were used (Table 2). A total of 43 out of 45 participants produced text data of at least one type. In the treatment arm with peer support, less than half of the individuals authored status updates, but almost all participants commented on at least one status post. Similarly, with nonverbal social interactions, almost all participants liked an item at least once, but only about half of the participants used the nudges. As the SDs indicate, there was substantial variability in the extent to which the participants used the features of the intervention.
Table 2. Engagement metrics for the skills and peer support components of the MoodTech intervention.

<table>
<thead>
<tr>
<th>Feature used</th>
<th>[Individual internet-based intervention (n=11)]</th>
<th>[Internet-based intervention with peer support (n=23)]</th>
<th>[Wait list control (n=11)]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Participants, mean (SD)</td>
<td>Participants, mean (SD)</td>
<td>Participants, mean (SD)</td>
</tr>
<tr>
<td>Thoughts</td>
<td>9.1 (4.5)</td>
<td>11.9 (11.1)</td>
<td>10.1 (5.3)</td>
</tr>
<tr>
<td>Messages</td>
<td>11.6 (5.8)</td>
<td>9.3 (7.2)</td>
<td>10.4 (6.1)</td>
</tr>
<tr>
<td>Social interactions: verbal</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Status posts</td>
<td>N/A²</td>
<td>19.7 (16.7)</td>
<td>N/A</td>
</tr>
<tr>
<td>Comments</td>
<td>N/A</td>
<td>20.3 (23.6)</td>
<td>N/A</td>
</tr>
<tr>
<td>Social interactions: nonverbal</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Likes</td>
<td>N/A</td>
<td>25.7 (52)</td>
<td>N/A</td>
</tr>
<tr>
<td>Nudges</td>
<td>N/A</td>
<td>5.7 (8.2)</td>
<td>N/A</td>
</tr>
</tbody>
</table>

²N/A: not applicable.

Textual Data

Our analysis focused on the textual data produced as a part of the think and do sections of the intervention and the social space. The activities and harmful thoughts features of MoodTech were available to all 45 participants, whereas status updates and comments were only available to participants in the peer support arm (n=23). Table 3 depicts how the text data were divided into documents, with each document pertaining to a unique participant-data type pairing, and imported into Atlas.ti.

Table 3. Textual data used in qualitative data analysis.

<table>
<thead>
<tr>
<th>Arm</th>
<th>Participants, n</th>
<th>Intervention features (available to all)</th>
<th>Peer support component features</th>
<th>Total documents, n</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Activities</td>
<td>Thoughts</td>
<td>Status post</td>
</tr>
<tr>
<td>Individual internet-based intervention</td>
<td>11</td>
<td>3</td>
<td>11</td>
<td>N/A²</td>
</tr>
<tr>
<td>Internet-based intervention with peer support</td>
<td>23</td>
<td>15</td>
<td>20</td>
<td>10</td>
</tr>
<tr>
<td>Wait list control</td>
<td>11</td>
<td>1</td>
<td>9</td>
<td>N/A</td>
</tr>
<tr>
<td>Total</td>
<td>45</td>
<td>19</td>
<td>40</td>
<td>10</td>
</tr>
</tbody>
</table>

²N/A: not applicable.

Qualitative Data Analysis

Life Challenges

As part of the didactic component of the MoodTech intervention, participants learned how to reframe and reduce harmful thoughts. We analyzed these harmful thoughts to help us understand the challenges that participants face in life, to which they endeavored to apply the skills that they were learning. We describe these life challenges to provide context and to better understand the difficulties and benefits the participants experienced, both with the MoodTech intervention and with skill application.

Health Concerns

Participants in the MoodTech intervention expressed many challenges, including health-related problems such as chronic pain, sleep, weight, physical ability, and potentially negative results from medical tests. These often left them with a sense of regret and hopelessness:

I have feelings of regret and grief over my health and often wish it would speed up and not take so long until it's over. The pain levels are extremely challenging. [ID1607, harmful thought]

When I’m in pain, I feel as though it’s going to last forever, that I’ll never get better... [ID1816, harmful thought]

Other Challenges

Other than health-related challenges, participants also experienced personal challenges. These could be intertwined with their recollections of the past and concerns about the future. Family played a prominent role. Participants worried about the welfare of their children and their parents, were fearful of losing loved ones, and wrote of tensions they experienced interacting with other family members. They were also concerned about financial status, professional status, and legacy:

I was not a good mother, my kids had to do without so much and work harder. [ID1651, harmful thought]

I am afraid that I will not have enough money. [ID1596, harmful thought]

Participants also had concerns about how they were perhaps perceived by others. There were various reasons for this, including feeling self-conscious about physical appearance, but
some participants were also concerned about how they were perceived in terms of intellect. Participants expressed concern about cognitive difficulties and memory issues:

I can't get my thoughts together; I'm getting worse. [ID1885, harmful thought]
I wish my memory was as it once was. I am ALWAYS forgetting names, words, and where I put things as three examples. I feel embarrassed and diminished in the eyes of my family. [ID1838, harmful thought]

**Difficulties That Participants Experienced in the Intervention**

**Technical Difficulties Leading to Self-Doubts**
Participants experienced various difficulties in working with the MoodTech intervention. First, in terms of the technology, participants often encountered issues with the system, such as creating a text entry, not having the entry saved, and then having to reenter it. These issues led to confusion and frustration, which were accompanied by the participants questioning their memory and abilities:

The program confuses me and adds to my litany of reasons I think I am a dunce! [ID1523, comment]
I think the software challenges on site make several of us feel like dummies and that is no help to alleviate depression. [ID1607, harmful thought]

**Being Overwhelmed by the Pace of the Intervention**
Participants felt overwhelmed by the amount of work they perceived that they had as well as the pace of the intervention:

How will I ever get all of this work done in just 7 weeks that I have left? [ID1599, harmful thought]
What's the matter with me that I have a hard time keeping up with the lessons in this program and not working on them as much as I should? [ID1781, harmful thought]

Anyone else finding this program overwhelming. Todays lesson is good but difficult. [ID1596, status post]

I'm feeling overwhelmed too. The weekly/daily pressures are too fast-paced for me. I suppose the program needs a schedule but it doesn't take into account the actual pace and work of being depressed. I feel behind too. [ID1550, comment]

The problems that participants experienced with the program compounded insecurities and anxieties that participants already had, which led to an increased sense of pressure and frustration.

**The Benefits of Social Space**
Despite the difficulties that the participants experienced with MoodTech, they also experienced positive interactions in the peer support space. These included affirmation and encouragement from peers and coaches, collaborative efforts at problem solving, and positive affective experiences from the social experience of the website.

**Empathy and Encouragement**
Participants expressed empathy and provided encouragement to one another for the difficulties they experienced in life:

This is just a temporary setback (having to keep off your feet for most of the week). You can do it (lost weight) – don't give up trying. Mind over matter! [ID1816, comment]

Looks like you're on top of the problem and are looking ahead of what comes next. [ID1813, comment]

**Appreciation and Affirmation**
At the outset, participants expressed appreciation for and affirmed the contributions of others on the website:

This is a very good insight. [ID 1607]. Although I have not posted very frequently, I feel that you have been very courageous and open during this study. [ID1596, comment]

Dear [ID 1781], I have been thinking about your post since last week but couldn't put my feelings into words. Just wanted you to know that I admire your honesty and the courage that it must have taken to share this post. [ID1760, comment]

**Collaborative Problem Solving**
Participants also engaged in collaborative discussions about the problems they were trying to address as part of the MoodTech intervention. For example, in the following exchange, 2 participants discussed the nature of their tendency to worry:

I worry too much – guess I feel that by worrying about all the contingencies, I can somehow control one or two of them. Anyone else have that problem... [ID1816, status post]

I also struggle with worrying a lot. [ID 1816]...I think you nailed it when you said that the reason is that perhaps by worrying, you can control one or two of them... [ID1723, comment]

Participants also helped one another figure out how to utilize the website. For example, several participants were confused about how to go from the email notifications of a new comment on their post to the comments themselves. They were able to explain to one another in the social space how to navigate to the particular content that they wanted:

Until I figured out to go to my profile page & scroll down, I'd get the email saying someone commented to me then I'd go to the main page & scroll down through ALL comments until I found mine. [ID1550, comment]

I just got a couple of notes that someone “LIKED” a couple of my comments. But it's hard to figure out who liked what -- can't I get a link directly to what was liked, so I can acknowledge it? [ID1816, status post]

It was confusing to me at first, also. Scroll down all the things that you posted on the Feed. When you find one with a number in parenthesis behind the comment...
Discussion

Principal Findings

In this paper, we present a qualitative analysis of textual data collected from MoodTech, a pilot study of an internet-based intervention with a peer support component for older adults with symptoms of depression. We analyzed 3 main types of data from the intervention: harmful thoughts, status updates, and comments. We present the results through 3 main themes: (1) challenges that participants experienced in life, (2) difficulties that participants experienced during the course of the intervention, and (3) the benefits that they derived from participating in the social space. The thoughts section of the data (individual) provided the most insight into difficulties experienced in the intervention, whereas the status post and comment sections (peer support) provided insight into the challenges and difficulties experienced as well as the benefits of having a peer support component in an intervention.

At the outset, participants shared various life challenges that they experienced, including health concerns, self-consciousness, recollections of the past, and anxiety about the future. These concerns provide context for the difficulties that the participants experienced as they engaged in the intervention activities, including being overwhelmed by the pace of the intervention and technical issues. The difficulties they experienced with the intervention fueled the insecurities they were experiencing in life. However, the peer support component appeared to benefit the participants by providing a medium for empathy, encouragement, appreciation, and affirmation, and collaborative problem solving.

The life challenges mentioned by the participants in this study went beyond health-related challenges to include other challenges in which the effects of time and aging were clearly related. This characterization of life challenge resonates with extant literature on aging, which has noted that there is a difference between objective (health-related) and subjective perceptions of health [34]; people with multiple chronic conditions may rate themselves as healthy and active, whereas those with few or no conditions may rate their health more poorly, because of psychological and social factors, coping mechanisms, and resilience. The data collected from the social space can provide insights for researchers into the challenges experienced by the participants in the aging process as well as about how these challenges may affect the participants’ experiences of the intervention.

Social Space for Information Sharing and Mutual Encouragement

The MoodTech intervention not only offered participants an opportunity to practice the skills that they were learning individually but also with the option of sharing them with others. Although the participants in this study experienced frustration and confusion due to technical difficulties, the participants' written utterances also suggested that the ability to interact in the social space was a positive experience and that they valued the support and camaraderie of others.

The interactions among the participants in the social space showed that the participants were motivated to help one another with technical issues as well as with the difficulties they experienced in life or with the intervention content. The content and shared understanding from peer interactions made it possible to brainstorm coping strategies or at least take comfort in knowing that others shared their experiences. With regard to the technology, participants understood the frustrations that others were experiencing as well as the insecurities that were perhaps triggered by age-related factors and were quick to offer advice and workarounds to reduce others’ struggles. The findings thus illustrate that a social networking component within the context of a cognitive behavioral intervention can perhaps provide a synergistic contribution to the intervention and enrich and deepen the learning that participants are engaged in with the educational modules.

One question that might arise from this is if there was an optimal level of usage of the features. There was extensive variability in the extent to which the study features were used. Although not all participants posted status updates, almost all participants commented at least once and liked the items shared by others. Participants commented on others’ thoughts and behaviors and expressed admiration for the courage of others who shared their experiences.

Only about half of the participants posted status updates and nudges, and we can only speculate about the causes. Although the reasons for lower usage of these features are unclear, perhaps posting a status update required more courage or effort than simply commenting on the posts of others. With regard to nudges, some possible reasons might be that the meaning of a nudge was less intuitive to participants or more personal than they wanted it to be.

Overall, these findings are consistent with prior literature, which reported that sharing of experiences on online support groups can lead to improved sentiment [35] and patient empowerment [36]. Of particular interest perhaps are contagion effects resulting from participation in a group discussion. As described in the Results, we observed various positive effects of group interactions such as being inspired by the actions of others and resonance in terms of shared experiences leading to subsequent sharing of similar experiences. In some cases, the shared experiences were related to difficulties with the intervention. One participant expressing feelings of frustration with the program can lead to others sharing similar feelings. However, the expression of negative sentiments is not necessarily undesirable. Expressing frustration gives participants a chance to release these tensions and frustrations so that they can be overcome, and, in this intervention, it also led to collaborative problem solving.

In this study, some participants were clearly more active than others, and participants also differed in terms of the nature of content they contributed. Previous research has found that members of online communities play different roles [37]. Previous research investigating lurkers (those who read but do not post) and posters has reported that posters tend to report

or like, click on the number. That will take you to the comment and who liked it or made a comment. HOpe this helps. [ID1723, comment]
having their expectations met more often than lurkers [38], those who received emotional support in an online support group were less likely to drop out [39], and online support group members provide different forms of support to one another [40].

On the basis of the comments made in the social space, we suspect that some participants in this study did find the content of others useful even if they did not contribute content themselves and that many perhaps had respect for those who had the courage to do so. It is likely that some participants, whether they contributed or not, benefited from the social space, in terms of both informational and social interactions. However, more research is needed to better understand how different forms of engagement with the social space may be associated with health-related outcomes.

**Design Implications**

Participants in this study experienced a substantial amount of frustration due to technical issues. In some but not all cases, this appeared to be exacerbated by other problems they experienced, such as cognitive issues. The problems they experienced led to uncertainty about if they or the system were the cause of the problem. Although the technical difficulties faced by the participants were those that could occur with any system, considering them in the context of age-related factors is critical for delivering effective treatment.

The idea that technological interventions for older adults should consider age-related factors is not new. Prior research, for example, has recommended that technology-based training for older adults should be well-structured, provide feedback and adaptive guidance, include metacognitive prompts, include a user interface that is simple and consistent, and take into consideration extant knowledge of cognitive load [41]. This can be difficult for complex multicomponent educational interventions.

This study provides insights into the design strategies for minimizing confusion and frustration on the part of older adults in the design of educational interventions. At the outset, one of the problems we observed was that participants felt mounting pressure due to the perception that they could not finish their assignments. With MoodTech, a potential alternative design might be to present personalized educational objectives to participants, paced to suit the needs and goals of the participants over time. For example, participants could be told that MoodTech would provide assignments that depended on how they were doing, in a manner similar to how an adaptive system would work. This way, participants would not feel despair at not being able to finish the modules. This might be more difficult in the setting of a peer-supported intervention in which participants are aiming to move through the material as a group.

Presenting content in an adaptive fashion might lead to some participants referring to content that others might not have seen. Thus, there is a design tension that must be considered when providing a more personalized experience and a unified group experience that members share.

It is useful to consider the multiple factors that may be at play in the perception of pressure to finish the assignments. Lack of motivation, feeling inadequate, and feeling pressured can also be symptoms of depression, which the intervention is intended to address; it may not be in the participants’ interests to cater to their preferences completely. The design of digital mental health technologies involves a competing tension between promoting engagement and achieving improvements in symptoms and well-being. Behavior change often involves confronting problems that can, at times, be uncomfortable. Thus, the goal of addressing the issues raised in this study may be to minimize the pressure experienced by users by allowing meaningful engagement, recognizing that some users may nevertheless continue to experience some discomfort.

A second design takeaway would be to simplify the instructions and training that are provided to the participants. Previous research has also argued that the availability of support is critical as older adults are learning a technology, although this support can take various forms, including step-by-step guidance, an error-friendly space where someone is available to fix problems if they arise, and manuals [14]. Owing to the complexity of the system used in this study, the training materials that the participants received were extensive, and it may have been difficult to find what they needed at the appropriate time. Providing simpler training materials, a short summary of key actions that is accessible from anywhere in the program, and training videos could perhaps enable participants to engage with the site more easily and ameliorate the confusion and frustration experienced during the study. Having these features might also reduce the burden on coaches for providing technical support and training and preventing intervention dropout.

Although disorientation and cognitive overload are well-recognized as concerns in the interface design [42], this qualitative analysis has shown that they take a particular meaning with this population and that addressing these issues is paramount. User interface adaptations that involve the reduction of interface complexity or enhancement of assistance features can be particularly important for older adults to mitigate the effects of cognitive decline and vision loss [43] and prevent normal user interface difficulties from being interpreted as evidence of cognitive decline or lack of competence.

**Limitations and Future Directions**

Our analysis had various limitations that could also serve as potentially fruitful directions for subsequent research. First, one of the data types that we analyzed, reframing negative thoughts, were a skill that participants were explicitly directed to practice. As such, these thoughts were inherently negative in nature, and both the negative thoughts and negative aspects of the participants’ intervention experiences might be more apparent than positive aspects due to our selection of data to analyze. Second, in addition to the quantitative and qualitative analyses that have been conducted, analytical methods that model the participants’ interactions, such as network analysis, could have provided additional insight into how the participants interacted with one another and could be a fruitful direction for future research. Third, the findings are based on a secondary analysis of the content produced during the course of the intervention; we did not directly conduct an exit interview asking the participants to comment on their experiences or specific features such as nudges, which could have led to additional insights to inform...
the design and features of the intervention. Finally, our sample primarily comprised individuals who were female, white, and highly educated. There is a need to further explore how individuals from other backgrounds might experience this intervention.

Conclusions

In this paper, we analyzed textual data from an internet intervention with a peer support component for older adults with symptoms of depression. The textual data provided insight into the participants’ experiences with the intervention as well as design considerations for developing complex technological interventions that support the challenges that participants may experience due to aging and cognitive difficulties. First, technical issues encountered by older adults within the context of the intervention can interact with and exacerbate insecurities that they may experience in life, and it is important to consider how intervention components might be designed to mitigate these issues. Second, peer support can be employed as a mechanism to facilitate communication, support, and collaborative problem solving among participants in an intervention. It is our hope that insights from this study inform the design of other iCBT interventions for older adults.
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Abstract

Background: Depression is an extremely prevalent issue in the United States, with an estimated 7% of adults experiencing at least one major depressive episode in 2017. Although psychotherapy and medication management are effective treatments for depression, significant barriers in accessing care persist. Virtual care can potentially address some of these obstacles.

Objective: We conducted a preliminary investigation of utilization characteristics and effectiveness of an on-demand health system for reducing depression symptoms.

Methods: Data were analyzed from 1662 users of an on-demand mental health system that includes behavioral health coaching, clinical services (therapy and psychiatry), and self-guided content and assessments primarily via a mobile app platform. Measures included engagement characterized by mobile app data, member satisfaction scores collected via in-app surveys, and depression symptoms via the Patient Health Questionnaire-2 (PHQ-2) at baseline and 8-12 week follow-up. Descriptive statistics are reported for measures, and pre/post-PHQ-2 data were analyzed using the McNemar test. A chi-square test was used to test the association between the proportion of individuals with an improvement in PHQ-2 result and care modality (coaching, therapy, and psychiatry, or hybrid).

Results: During the study period, 65.5% of individuals (1089/1662) engaged only in coaching services, 27.6% of individuals (459/1662) were engaged in both coaching and clinical services, 3.3% of individuals (54/1662) engaged only in clinical services, and 3.7% of individuals (61/1662) only used the app. Of the 1662 individuals who completed the PHQ-2 survey, 772 (46.5%) were considered a positive screen at intake, and 890 (53.6%) were considered a negative screen at intake. At follow-up, 477 (28.7%) of individuals screened positive, and 1185 (71.3%) screened negative. A McNemar test showed that there was a statistically significant decrease in the proportion of users experiencing depressed mood and anhedonia more than half the time at follow-up (P < .001). A chi-square test showed there was no significant association between care modality and the proportion of individuals with an improvement in PHQ-2 score.

Conclusions: This study provides preliminary insights into which aspects of an on-demand mental health system members are utilizing and levels of engagement and satisfaction over an 8-12 week window. Additionally, there is some signal that this system may be useful for reducing depression symptoms in users over this period. Additional research is required, given the study limitations, and future research directions are discussed.

(J Med Internet Res 2020;22(6):e17902) doi:10.2196/17902
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Introduction

Depression is one of the most prevalent and impactful health conditions in the United States, according to multiple data sources. Conservative estimates from national surveys show that 7%-8% of American adults are affected by major depression annually [1,2]. A national health index of more than 41 million people, compiled by one of the largest health insurance providers, ranked depression second only to hypertension in its...
impact on American longevity and quality of life [3]. In addition to the direct symptoms caused by depression, the majority of adults with depression report at least some difficulty with work, home, or social activities due to their symptoms [2]. Thus, the health burden of depression translates into a significant social and economic burden [4].

Existing Approaches and Barriers

Although there are effective treatments (including pharmacological and psychotherapy interventions) for depression and other mental health conditions, the current US healthcare system does not adequately address the many social, medical, and economic barriers. Access to formal behavioral health treatment remains a challenge because of a complex collection of barriers, including perceived public or social stigma, inadequate behavioral health workforce in certain geographic regions, and poor insurance coverage and related financial costs [5].

The mental health workforce shortage is more acute for some geographic regions; nearly 40 percent of Americans live in areas designated by the federal government as having a shortage of mental health professionals [6,7]. Access challenges include general barriers such as high cost, time, and transportation, but also specific obstacles like stigma and treatment preference [8]. Having access to a preferred choice of treatment improves treatment initiation, adherence, and outcomes [9,10].

Collaborative Care Model

The primary care-based collaborative care model augments the model of behavioral health care being provided in primary care and replaces it with a three-pronged team, including the primary care physician, a care manager, and a psychiatric consultant. This model helps to spread the expertise of the psychiatric consultant across a population of primary care patients through the actions of the care manager and the prescribing of the primary care provider (PCP); therefore, a larger population of primary care patients can receive evidence-based mental health care [11].

While the collaborative care model has a strong evidence base and is beginning to receive recognition from large payors such as Centers for Medicare & Medicaid Services (CMS), challenges remain in the real-world implementation of the model. In primary care settings, it remains difficult for overburdened PCPs to prescribe psychotropic medications in a 10-15 minute encounter that can often be focused on many chronic health conditions. It can also be challenging for a PCP to digest the recommendations of the care manager or psychiatric consultant team [12].

Beyond the challenges of limited time and competing priorities within a brief appointment, the collaborative care model only addresses those patients who present to primary care with behavioral health symptoms that rise to the level of a diagnosed DSM-V mental illness, such as Major Depression or Generalized Anxiety Disorder, or the symptoms are severe enough to trigger a full PHQ-9 or GAD-7. There is another “hidden” population of individuals suffering from upstream subclinical stress and behavioral health symptoms who do not present to a PCP because they do not have a comorbid medical problem, or they may not have easy geographic or financial access to a regular PCP. In fact, according to a 2018 Kaiser poll, many Millennials report not having and not even desiring a regular PCP [13].

Telehealth and Digital Interventions

The US healthcare system has attempted to close this chasm of unmet behavioral health needs and concurrent poor quality of care through a variety of different mechanisms, including telemedicine and other digital solutions. Telehealth has become the standard to address geographic barriers to care in rural regions over nearly three decades in systems such as the Department of Veteran Affairs, where evidence-based psychotherapy and medication management can be delivered at an equivalent level of quality as in-person care [14]. A 2016 systematic review showed that telephone-based interventions had promised in reducing symptoms of depression and anxiety [15]. Unfortunately, most telemental health models primarily address the geographic maldistribution of providers as opposed to the sheer lack of full-time providers across the country.

Smartphone-based treatments have also shown promise in managing depression according to a 2017 meta-analysis [16]. Given the heterogeneity of these interventions, many studies highlight the need to establish which aspects of these technologies are most active for a given population. Thus, characterizing the features, engagement, and users of specific products can help enhance our understanding of how these new technologies and systems work for different populations.

In the broader digital health landscape, there have been calls for companies to produce and publish evidence on outcomes, including engagement and clinical outcomes [17]. There are multiple dimensions for evaluating these types of products, and many organizations, including the US FDA, the UK NHS, the APA, have proposed frameworks to guide informed decision making and evaluation. Common categories of evaluation include privacy and security, evidence base, ease of use, and data integration [18].

This exploratory study aimed to investigate the initial effectiveness of a novel on-demand system by describing utilization and satisfaction measures in addition to evaluating changes in self-reported depression symptoms. Previous research has proposed some guidelines for conducting studies in real-world settings in contrast to highly controlled efficacy studies, including observing utilization, satisfaction, and outcomes in actual practice [19]. This is consistent with principles of implementation research, which seeks to understand intervention in real-world conditions, rather than trying to control for conditions or to remove their influence as causal effects [20]. Studies of other digital mental health technologies have used this approach to investigate initial effectiveness in addition to guiding future research directions [21,22].

Methods

Participants

Individuals in this study are employees or health plan members who have access to the Ginger system as part of their employer or health plan benefits. The Ginger system includes the
following exclusionary criteria where telehealth is likely not appropriate:

1. Active suicidal ideation
2. Active high-risk self-harm behavior
3. Two or more hospitalizations within the past 6 months for psychiatric reasons
4. Certain symptoms of psychosis that are poorly managed (eg, the member is not med compliant, or symptoms are unresponsive to treatment), likely incompatible with telehealth
5. A primary diagnosis of a substance use disorder, or moderate to severe substance abuse issues, due to the high complexity, severity, and risk frequently associated with such members, as well as the need for specialized care
6. Active eating disorders with symptoms considered to be high risk
7. Ongoing grave disability, including bipolar patients with active mania/hypomania or mixed episodes who are unmedicated or who have poor compliance with medication regimen over time
8. Two or more medical hospitalizations in the last month due to the high likelihood that the individual has a poorly controlled medical condition that requires close monitoring

For this study, we included Ginger users aged 18 or older who downloaded the app between January 1, 2018, and December 31, 2019. This period was chosen as it reflects the approximate timing of when Ginger began to provide care to members via its employer business. Based on these criteria, 24,682 individuals were eligible for the study, 10,942 users (44.33%) completed the intake survey, and 1662 users (6.73%) completed a 12-week follow-up survey and were included in our analysis. Survey response rates are a challenge in both online studies and behavioral health practice; research has shown that the majority of participants in remote studies discontinue participation within the first week of a study and that online survey rates tend to be much lower than in-person [23,24]. The survey response rates here are lower than what is reported in the literature, which is expected given the observational nature of this study and the design of the survey system in a digital product, where users are not required to complete surveys to receive care.

Procedures

The Ginger System

Ginger provides members with behavioral health coaching, therapy, and psychiatry, along with self-guided content and assessments primarily via a mobile app platform. Members generally have access to Ginger as part of their employee or health plan benefits. After downloading the mobile app, users can start chatting with a behavioral health coach within minutes (Figures 1 and 2). Ginger coaches are full-time employees who typically have an advanced degree in a field related to mental health, and an accredited Coach Certification [25,26]. While many users solely engage with coaches, some will request or require escalation to psychotherapy services. Examples of situations that require escalation include individuals with chronic mental illness and severe trauma, the potential of harm to self or others, and significant mental instability (ie, hallucinations, delusions, and extreme mood swings). When members are escalated to therapy or psychiatry, they may continue working with a coach on an on-demand basis, provided that they also agree to seek additional care concurrently; coaching can continue supporting them in addressing day to day goals and challenges, as well as acting as an adjunct to the care plan put in place by their therapist or psychiatrist.
Figure 1. Ginger mobile app onboarding screens.
Data Collection

The Ginger system incorporates regular check-ins and feedback to understand better what solutions work for individual members, consistent with principles of measurement-based care (MBC). Although MBC has been demonstrated to enhance care, studies have shown that less than 20 percent of behavioral health practitioners integrate it into their practice [27]. Ginger assesses depression via the Patient Health Questionnaire (PHQ), delivered via the Ginger mobile app. The PHQ is one of the most validated assessments in mental health and is commonly used by clinicians in screening for and diagnosing depression in addition to monitoring treatment response [28]. When users onboard with the Ginger app (Figure 1), they are prompted first to answer the PHQ-2 questionnaire. Individuals that provide answers with a score of 2 or above for either question are considered a “positive depression screen” and then asked to complete the full PHQ-9.

There are no strict guidelines on how often to re-administer the PHQ-2 and PHQ-9; it can be re-administered as needed with a standard recommendation for monitoring and adjusting treatment every 4-6 weeks for users seeking treatment for depression [29]. Similarly, according to the US Preventive Services Task Force (USPSTF), there is little evidence regarding the optimal and interval for screening for depression. The USPSTF recommends a pragmatic approach of screening all adults who have not been screened previously and “using clinical judgment in consideration of risk factors, comorbid conditions, and life events to determine if additional screening of high-risk patients is warranted” [30,31]. Based on this guidance, Ginger administers the survey every 2 weeks for users with PHQ-9 scores ≥10 and every 3 months for users with PHQ-9 scores <10 in order to monitor symptom response and assess if additional care is warranted (Figure 3). Survey completion is not forced so as not to withhold support from members who require care.
In addition to clinical outcomes, Ginger collects and analyzes product data to understand a member’s progress and journey through the system, including access, engagement, and member satisfaction.

**Measures**

**Engagement**

Engagement is characterized based on product user behavior data, including the number of coaching sessions and the number of clinical (therapy and psychiatry) appointments attended. A coaching session is defined as 25 messages exchanged. This threshold is based on an internal analysis of messaging patterns in addition to coaching team feedback on what constitutes a typical session. These measures provide insight into dropoff, adherence, and dosing, which are essential areas of study in this field [32,33].

**Member Satisfaction**

Member Satisfaction is measured using a 5-star survey. Ginger regularly prompts users to rate their experience via “star ratings.” For coaching, this is required after the first 25 messages (ie, one text-based coaching session), and then every two weeks following. For clinical sessions, members are prompted to provide a rating after every therapy and psychiatry appointment. In addition to being a universal tool for consumers to rate products and services online (eg, Yelp, Amazon, Google), star ratings have also been used to understand provider care [34,35]. Although there are limitations associated with these consumer ratings, they can provide valuable insights for further exploration. Given the potential biases in these responses, the Ginger system includes proactive outreach from the member support team anytime there is less than a 4-star rating in addition to a clinical QA program to understand the care a member is receiving.

**Depression Symptoms**

Depression symptoms were assessed using the 2-item Patient Health Questionnaire (PHQ-2). The PHQ-2 comprises the first two items of the PHQ-9, assessing the degree to which an individual has experienced depressed mood and anhedonia over the preceding two weeks. A description of this survey logic is provided above. For this analysis, a negative depression screen means a user’s response to each PHQ-2 question was less than 2 (ie, a response of “not at all” or “several days”). A positive depression screen means a user’s response to either PHQ-2 question was \( \geq 2 \) (ie, a response of “more than half the days” or “nearly every day”). Thus, a positive screen in this system can be interpreted to an individual having “little interest or pleasure in doing things” and “feeling down, depressed, or hopeless” more than half the days in the last 2 weeks. Although the PHQ-2 is generally used as a screening survey, it has a relatively high sensitivity for major depressive disorder, and previous research has utilized it as a longitudinal outcome measure [36-38]. Additionally, it provides insight into the severity of two key symptoms of depression: depressed mood and anhedonia. For this analysis, we considered a follow-up window of 8-12 weeks to reflect coaching and clinical protocols and the period in which we expect coaching and psychotherapy to have a measurable impact [32,33].

**Data Management and Analysis**

Data for this study were processed using Looker, business intelligence, and data analytics platform. Data were analyzed in Python and exported to spreadsheets for final analysis and review. We first assessed descriptive statistics for eligible users.
and those who completed follow-up. We then looked at the percentage of users demonstrating a change in PHQ-2 screen from baseline to follow-up for those who completed in-app surveys. We further evaluated these changes from baseline to follow-up using the McNemar test. The McNemar test compares dependent samples in terms of a dichotomous variable and is used for pretest/posttest designs or in time series data where the same sample is tested at least in two points in time [39]. We determined this to be the most appropriate test given the study design and nature of the outcome variable (comparing PHQ-2 screen outcomes at baseline and follow-up).

To evaluate outcomes by care modality (coaching only, therapy + psychiatry, hybrid) for users who screened positive at intake, we performed a chi-squared test to see if the proportion of individuals with reduced depression symptoms (change from a positive screen at intake to negative at follow-up) differed between these groups.

**Ethics Statement**

This study represents a secondary analysis of pre-existing de-identified data. The study team does not have access to the participants or participant identifying information and does not intend to recontact participants. This study protocol was reviewed by Advarra IRB and determined to be exempt from IRB oversight as de-identified secondary data analysis is generally not regarded as human subjects research.

**Results**

Table 1 reports descriptive characteristics of the sample who completed follow-up. Of 1662 individuals included in this analysis, 46.5% (772/1662) screened positive for depression at intake, and 53.6% (890/1662) screened negative according to the PHQ-2 questionnaire.

Gender and demographic data were missing for a large portion of the sample, as this has historically been optional information provided in employer eligibility files. For those users who did have data reported (N=678), 68.7% (466/678) were female, and 30.8% (209/678) were male. Of the individuals that reported age information, 11.5% (122/1064) were 18-24, 51.3% (546/1064) were 25-34, 22.7% (242/1064) were 35-44, 14.3% (152/1064) were 45-64, and 0.1% (2/1064) were 65 or older. When looking at the modality of care in which individuals were engaged, 65.5% (1089/1662) were only engaged in coaching, 27.6% (458/1662) were engaged in both coaching and clinical (therapy or psychiatry) services, 3.3% (54/1662) were only engaged in clinical services, and 3.7% (61/1662) used the app but did not engage in coaching or clinical services.

For those individuals engaged in coaching, the average number of sessions was 6 over the study period. For those individuals engaged in any clinical service (therapy or psychiatry), the average number of appointments was 6 over the period. The average number of therapy appointments for those engaged in therapy services was 6. The average number of psychiatry appointments for those engaged in psychiatry services was 3.

Table 2 shows the frequency and percentage of users by PHQ-2 result at intake and follow-up. Of the 1662 individuals who completed follow-up, 772 (46.5%) were considered a positive screen at intake, and 890 (53.6%) were considered a negative screen at intake. At the follow-up window, 477 (28.7%) of individuals screened positive, and 1185 (71.3%) screened negative. Using the McNemar test, we concluded that there was a statistically significant difference in the proportion of users with a positive PHQ-2 result at baseline and follow-up, \( P<.001 \).
Table 1. Characteristics of the study cohort.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender, n (%)</td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>466 (28.04)</td>
</tr>
<tr>
<td>Male</td>
<td>209 (12.58)</td>
</tr>
<tr>
<td>Other</td>
<td>3 (0.18)</td>
</tr>
<tr>
<td>No response</td>
<td>984 (59.21)</td>
</tr>
<tr>
<td>Age, n (%)</td>
<td></td>
</tr>
<tr>
<td>18-24 years old</td>
<td>122 (7.34)</td>
</tr>
<tr>
<td>25-34 years old</td>
<td>546 (32.85)</td>
</tr>
<tr>
<td>35-44 years old</td>
<td>242 (14.56)</td>
</tr>
<tr>
<td>45-64 years old</td>
<td>152 (9.15)</td>
</tr>
<tr>
<td>65 or older</td>
<td>2 (0.12)</td>
</tr>
<tr>
<td>No response</td>
<td>598 (35.98)</td>
</tr>
<tr>
<td>Care modality, n (%)</td>
<td></td>
</tr>
<tr>
<td>Coaching only</td>
<td>1089 (65.52)</td>
</tr>
<tr>
<td>Hybrid (coaching + clinical)</td>
<td>458 (27.56)</td>
</tr>
<tr>
<td>Clinical only</td>
<td>54 (3.25)</td>
</tr>
<tr>
<td>App only</td>
<td>61 (3.67)</td>
</tr>
<tr>
<td>Engagement, mean (SD)</td>
<td></td>
</tr>
<tr>
<td>Coaching sessions</td>
<td>6.14 (5.44)</td>
</tr>
<tr>
<td>Clinical appointments</td>
<td>5.79 (3.12)</td>
</tr>
<tr>
<td>Therapy appointments</td>
<td>5.54 (2.8)</td>
</tr>
<tr>
<td>Psychiatry appointments</td>
<td>2.71 (1.7)</td>
</tr>
<tr>
<td>Member satisfaction, mean (SD)</td>
<td></td>
</tr>
<tr>
<td>Coach star rating</td>
<td>4.63 (0.6)</td>
</tr>
<tr>
<td>Clinical star rating</td>
<td>4.74 (0.61)</td>
</tr>
<tr>
<td>Patient Health Questionnaire intake screen, n (%)</td>
<td></td>
</tr>
<tr>
<td>Positive</td>
<td>772 (46.45)</td>
</tr>
<tr>
<td>Negative</td>
<td>890 (53.55)</td>
</tr>
</tbody>
</table>

Table 2. Patient Health Questionnaire-2 (PHQ-2) results at intake and follow-up (N=1662).

<table>
<thead>
<tr>
<th>PHQ-2 screen result (pre)</th>
<th>Post</th>
<th>Count, n</th>
<th>X² (df)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Positive, n (%)</td>
<td>Negative, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Positive</td>
<td>312 (18.77)</td>
<td>460 (27.68)</td>
<td>1662</td>
<td>139.24 (1)</td>
</tr>
<tr>
<td>Negative</td>
<td>165 (9.93)</td>
<td>725 (43.62)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*aMcNemar chi-squared test.

Table 3 shows the frequency and percentage of users who experienced a change in their PHQ-2 result by care modality for the users who screened positive at intake (N=748). Using a chi-square test, we concluded that there was not a significant association between the proportion of individuals with a positive screen at intake who improved at follow-up and care modality (P=.77).
Table 3. Association between PHQ-2 improvements and care modality (N=748).

| Variable (care modality) | Change, n (%) | No change, n (%) | Count, n | X² (df) | P value
|---------------------------|---------------|-----------------|----------|----------|--------
| Coaching only             | 281 (58.54)   | 199 (41.46)     | 480      | 1.1289 (2) | .770   
| Therapy only              | 16 (61.54)    | 10 (38.46)      | 26       |          |        
| Hybrid                    | 150 (61.98)   | 92 (38.02)      | 242      |          |        

*aChi-square test for independence.

Discussion

Principal Findings

Although there is growing evidence that digital and virtual mental health interventions show promise in improving clinical outcomes for individuals with depression, many studies have highlighted the need to study further the features of specific technologies and the populations that use them. This study adds to this literature by describing a specific virtual on-demand mental health system and providing some preliminary results on user characteristics, engagement, and depression symptoms to guide future research.

Descriptive statistics showed that a majority of individuals were only utilizing coaching services (65.52%), and a minority of individuals were only utilizing clinical services (3.25%). The average coach and clinician star rating was >4.5, which provides some signal that members receiving care are satisfied with the care they are receiving, although more research is required to understand satisfaction with specific aspects of the system.

A McNemar test showed that the proportion of individuals with a positive PHQ-2 screen significantly decreased at follow-up, thus providing preliminary evidence that the Ginger system has an impact on decreasing depression symptom severity. A chi-square test concluded that there was not a significant association between care modality and the proportion of individuals with a positive screen improving at follow-up. While further research is required, this suggests that text-based behavioral health coaching alone can be an effective modality for reducing depression symptoms in addition to traditional clinical services like therapy and psychiatry. Based on the operationalization of our outcome variable, it is important to note that this analysis only evaluated change in PHQ-2 screen results; thus, we are underestimating the proportion of individuals who improved because we are not capturing individuals who screened positive at follow-up according to the PHQ-2 but still experienced a full symptom response according to PHQ-9.

Limitations

This analysis has various limitations based on historical product and clinical design of the system that generated these observational data. First, PHQ survey completion is not required for all users. Thus, the cohort we were able to study was limited, and these outcomes are not necessarily generalizable to the overall user base due to bias in the users who complete the survey. Efforts to improve the product design, user experience, and integrations with clinical workflows will also allow us to study a broader cohort in the future and make more generalizable conclusions.

Given the historical survey design of this system, clinical outcomes were operationalized as a binary variable using PHQ-2, which can be interpreted as a positive or negative depression screen or severity of anhedonia and depressed mood. Thus, we could only measure outcomes as a dichotomous variable and did not assess the extent of symptom response on a continuous scale. Although the PHQ-2 is generally intended to be a screening survey, it has a relatively high sensitivity for major depressive disorder, and there is precedent for using it as a longitudinal outcome [36-38]. Furthermore, it explicitly measures the severity of two key symptoms of depression: anhedonia and depressed mood.

Although we have some demographic data on users via employer eligibility files, missing data meant we were not able to stratify our analyses or control for specific demographic variables since users are not currently required to provide this information directly to Ginger. Future product updates will address this missing data issue and allow stratified analyses of outcomes by demographics (gender, age, socioeconomic status) to help us better understand how outcomes differ for specific populations.

Finally, because we lacked a control group, we are unable to understand the significance of these outcomes versus usual care or no care. Given ethical challenges, few prospective non-intervention studies following the natural course of untreated depression exist [37]. Prior research looking at wait-list control groups has suggested that 20-25 percent of untreated depression cases will remit within 3 months [40,41]. Collectively, these limitations point to many directions for future research. By using this dataset, follow-up studies could examine which aspects of this system are associated with changes in clinical outcomes, eg, different types of coaching and therapy, different thresholds of engagement, frequency of coach and clinical interaction, and different types of in-app content. New measurements and survey tools such as productivity, quality of life, and functional outcomes will also help evaluate impact in a broader cohort of users where the PHQ survey is not the most appropriate measure of progress, eg, those who screen negatively for depression. Finally, randomized controlled studies could also build upon this research and further test hypotheses on the efficacy of specific interventions in this system.

Conclusion

There is growing evidence that telehealth and other digital interventions can be useful in reducing symptoms of depression and other mental health conditions. This study adds to the literature by describing a specific on-demand mental health system and investigating utilization patterns and impact. The results of this exploratory study show a significant decrease in the proportion of users experiencing depressed mood and...
anhedonia at follow-up. Limitations with this study design mean that these results are not generalizable to the entire user base nor attributable to a specific intervention. Future studies can address these limitations and provide additional insight into which features of the system are most associated with outcomes in different populations.
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Abstract

Background: Joint bleeds are the hallmark of hemophilia, leading to a painful arthritic condition called as hemophilic arthropathy (HA). Exercise programs are frequently used to improve the physical functioning in persons with HA. As hemophilia is a rare disease, there are not many physiotherapists who are experienced in the field of hemophilia, and regular physiotherapy sessions with an experienced physiotherapist in the field of hemophilia are not feasible for persons with HA. Blended care is an innovative intervention that can support persons with HA at home to perform the advised physical activities and exercises and provide self-management information.

Objective: The aim of this study was to develop a blended physiotherapy intervention for persons with HA.

Methods: The blended physiotherapy intervention, namely, e-Exercise HA was developed by cocreation with physiotherapists, persons with HA, software developers, and researchers. The content of e-Exercise HA was compiled using the first 3 steps of the Center for eHealth Research roadmap model (ie, contextual inquiry, value specification, and design), including people with experience in the development of previous blended physiotherapy interventions, a literature search, and focus groups.

Results: A 12-week blended intervention was developed, integrating face-to-face physiotherapy sessions with a web-based app. The intervention consists of information modules for persons with HA and information modules for physiotherapists, a graded activity program using a self-chosen activity, and personalized video-supported exercises. The information modules consist of text blocks, videos, and reflective questions. The patients can receive pop-ups as reminders and give feedback on the performance of the prescribed activities.

Conclusions: In this study, we developed a blended physiotherapy intervention for persons with HA, which consists of information modules, a graded activity program, and personalized video-supported exercises.

(J Med Internet Res 2020;22(6):e16631) doi:10.2196/16631
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Introduction

Hemophilia is an X-linked congenital disorder that impairs the body’s ability to make blood clots [1]. It is a rare disease, with a prevalence of 1 in 10,000 persons. Hemophilia is characterized by prolonged bleeding after injuries, easy bruising, and an increased risk of bleeding in the joints and muscles. When untreated, persons with severe hemophilia (<1% blood clotting factors) experience spontaneous bleeding, whereas persons with mild hemophilia (>5% blood clotting factors) experience...
bleeding only after a trauma [1]. Despite the introduction of prophylactic clotting factor replacement therapy in developed countries in the 1970s, approximately 2 joint bleeds per year are still observed in persons with severe hemophilia receiving prophylactic treatment [2]. The most affected body parts in persons with hemophilia are the ankle joints (42%), knees (20%), and elbows (20%) [3]. Recurrent bleeding in the joints eventually causes hemophilic arthropathy (HA). The pathogenesis of HA has certain features in common with inflammatory joint diseases, but HA is predominantly a degenerative joint disease, which is comparable to osteoarthritis (OA) [4]. The clinical symptoms of pain and the limited range of motion of the joints and atrophy of the surrounding muscles in HA are similar to those reported in OA. Furthermore, people with HA and OA experience limitations in their activities and participation and they are less active than their healthy peers [5].

A wide variety of exercise programs have been developed for persons with hemophilia [6]. However, since these interventions have shown mixed success, a preferred exercise intervention for persons with HA is still undecided. Moreover, regular physiotherapy is not feasible for many persons with hemophilia because physiotherapy treatment is often not covered by health insurance and physiotherapists experienced in hemophilia care are scarce. Since the symptoms and pathogenesis of HA are similar to those of OA, it can be hypothesized that increasing physical activity in daily life has the potential to improve the physical functioning in persons with HA, as previously shown in persons with OA [7]. To our knowledge, no interventions that target the daily movement behavior of persons with hemophilia have been described to date.

Medical apps in smartphones are an upcoming phenomenon in health care and they offer unique possibilities for providing information, supporting behavioral change, and encouraging self-control. Integrating a medical app in smartphones with regular face-to-face physiotherapy sessions can support the participants in performing the advised physical activity behavior and prescribed home exercises and support self-management beyond the walls of the physiotherapy practice. Previously developed electronic health (eHealth) apps for persons with hemophilia include videoconferencing apps and apps that report bleeding events and the use of clotting factor replacement therapy [8,9]. An eHealth intervention directed at changing the movement behavior and improving physical functioning is not yet available for persons with hemophilia.

Recently, a blended exercise program “e-Exercise” was developed for persons with OA, integrating face-to-face physiotherapy with a smartphone app [10]. This program consists of information modules on increasing self-management, personalized exercises, and a behavioral graded activity approach. A clustered randomized controlled trial showed that the effectiveness of e-Exercise in patients with OA was comparable to that of the usual physiotherapy in these patients [11]. Moreover, patients with OA in the e-Exercise group needed only 5 face-to-face sessions, whereas patients in the usual physiotherapy group needed 12 face-to-face sessions.

A blended physiotherapy intervention is expected to be beneficial for persons with HA because it has the potential to support behavioral change and it creates the opportunity to treat patients who have limited access to specialized physiotherapy. Furthermore, it could be used to support physiotherapists in primary health care, who are less familiar and not experienced in treating persons with HA. We hypothesized that certain aspects of the previously developed e-Exercise OA intervention could be suitable for persons with HA as well, given the previously mentioned similarities between the two disorders. However, significant changes might be needed in the intervention for HA because of the differences in the congenital character of hemophilia, possible fear of bleeding, involvement of multiple joints, and involvement of other joints (eg, ankles).

The aim of this study was to develop a blended physiotherapy intervention for persons with HA. The proposed program was developed upon the existing e-Exercise intervention for persons with OA. During the development of this program, the similarities and differences in the treatment of persons with OA and HA were investigated.

**Methods**

**Theoretical Model Roadmap**

The theoretical Center for eHealth Research (CeHRes) roadmap model was used to develop e-Exercise HA [12]. The CeHRes roadmap is designed for the development and research of eHealth technologies. Cocreation plays a central role in this approach because it anticipates the needs and values of the stakeholders to improve the uptake and the effect of the intervention. Figure 1 shows the 5 stages of the CeHRes roadmap, which consists of connecting formative evaluation cycles. This study focused on the following first 3 stages of the model: contextual inquiry, value specification, and design.
**Stages 1 and 2: Contextual Inquiry and Value Specification**

The aim of contextual inquiry and value specification is to establish the most important needs, values, and requirements of the stakeholders in relation to a blended physiotherapy intervention for persons with HA. The input in this step was based on (1) a literature search, (2) experience with the development and implementation of the e-Exercise OA intervention, and (3) focus groups with persons with HA and physiotherapists experienced in the field of hemophilia. These 3 points have been described in detail as follows.

First, a literature search was performed for studies published in PubMed till April 2019 using the search terms “hemophilia” AND “exercise” OR “physiotherapy.” Additionally, we searched for national and international physiotherapy guidelines on hemophilia and OA through patient societies and professional associations and by using search terms “physiotherapy” AND “guidelines and hemophilia” OR “osteoarthritis.”

Second, experience with the development and implementation of the e-Exercise OA intervention was established from previous studies [10,13,14] and by involving the authors of these previous studies in the development process.

Third, 2 focus groups were formed: one group consisted of 5 persons with HA and the other group consisted of 5 physiotherapists experienced in the field of hemophilia. Sessions with the focus groups lasted for around 1 hour and were moderated by MAT. A topic guide was used to discuss the following subjects: the preferred content of physiotherapy for persons with HA, advantages and barriers of usual physiotherapy, information provided and needed, thoughts and beliefs around physical activity (only persons with hemophilia), possible subgroups of persons with HA (only physiotherapists), and advantages and barriers to the use of eHealth. All focus groups were audio recorded and transcribed verbatim. The results were analyzed using a thematic analysis. The data analysis involved reading the transcripts, mapping quotes into codes with the open coding process, and summarizing the codes into themes iteratively.

Thus, information acquired by literature research, experience with a previously developed blended intervention for patients with OA, and focus groups were used to compile the content of the intervention. The authors compiled the first draft of the program. Consequently, all the members of the focus groups individually provided feedback on the draft. Patients were invited to give feedback on the information modules for patients, while physiotherapists were invited to comment on the information modules for physiotherapists. In addition, a hematologist and a social worker commented on the information modules. The physiotherapists collected the feedback with their coworkers in primary care, while patients discussed with their partners or their significant other. The comments were processed by the authors and a second draft was presented to the stakeholders. This process continued until all the members were satisfied.

**Stage 3: Design**

During the design phase, the researchers cooperated with “The Health Train,” a commercial eHealth entrepreneur, which was already involved in the previous developed e-Exercise OA app. Currently, e-Exercise interventions are also being developed and studied for low back pain, medically unexplained physical symptoms, and complaints of the neck and shoulder. Knowledge about the design and the functionality of the app studied during the development of other e-Exercise interventions were used for the development of e-Exercise HA. The collaboration with a commercial eHealth entrepreneur can facilitate a long-term implementation of the e-Exercise interventions in physiotherapy care, irrespective of research funding. The possibility of using the same platform for interventions for different patient populations and connecting e-Exercise with the most widely used electronic medical record by physiotherapists in primary care will facilitate the use of e-Exercise by physiotherapists. The research team provided input for the content of the web-based app, and “The Health Train” integrated this content into their platform.

**Results**

**Stages 1 and 2: Contextual Inquiry and Value Specification**

A recent Cochrane systematic literature review in 2016 [6] provided information on the effectiveness and safety of several exercise protocols for persons with hemophilia, including resistance exercises, isometric exercises, bicycle ergometry, treadmill walking, and hydrotherapy. Most interventions
improved one of the following outcomes: pain, range of motion, strength, or walking tolerance. Functional exercises seemed more effective than static exercises for improving strength. No adverse events were reported as a result of any of the interventions. An additional literature search between December 2016 and April 2019 with the search terms “hemophilia” AND “exercise” OR “physiotherapy” yielded 4 original papers that reported similar results after different forms of exercise therapy and manual therapy [15-19]. No guidelines on physiotherapy for persons with HA were available. Instead, parts of the general guidelines for the treatment of hemophilia and parts of the Dutch physiotherapy guidelines for OA were used [1,20]. The demographic characteristics of the participants in both the focus groups are shown in Table 1 and Table 2.

The focus groups provided information on the following themes: current treatment for HA, attitude toward physical activity with HA, information requirements for HA, and values and requirements of e-Exercise for HA.

### Table 1. Focus Group 1: Demographic characteristics of the participating patients.

<table>
<thead>
<tr>
<th>Participants with HA</th>
<th>Age (years)</th>
<th>Severity</th>
<th>Hemophilia A/B</th>
<th>Hemophilia joint health score</th>
<th>Hemophilia activity list</th>
</tr>
</thead>
<tbody>
<tr>
<td>Participant 1</td>
<td>56</td>
<td>Severe</td>
<td>A</td>
<td>38</td>
<td>59</td>
</tr>
<tr>
<td>Participant 2</td>
<td>54</td>
<td>Severe</td>
<td>A</td>
<td>12</td>
<td>72</td>
</tr>
<tr>
<td>Participant 3</td>
<td>67</td>
<td>Severe</td>
<td>A</td>
<td>50</td>
<td>40</td>
</tr>
<tr>
<td>Participant 4</td>
<td>40</td>
<td>Severe</td>
<td>A</td>
<td>31</td>
<td>94</td>
</tr>
<tr>
<td>Participant 5</td>
<td>76</td>
<td>Severe</td>
<td>A</td>
<td>n.a.</td>
<td>n.a.</td>
</tr>
</tbody>
</table>

**a**HA: hemophilic arthropathy.

**b**High score indicates worse joint status.

**c**High score indicates less limitations in activities, maximum score =100.

**d**n.a.: not assessed.

### Table 2. Focus Group 2: Demographic characteristics of the participating physiotherapists.

<table>
<thead>
<tr>
<th>Participants</th>
<th>Overall experience (years)</th>
<th>Experience with hemophilia (years)</th>
<th>Number of persons with hemophilia (n) that were treated</th>
<th>Work setting</th>
<th>Specialization</th>
</tr>
</thead>
<tbody>
<tr>
<td>Physiotherapist 1</td>
<td>30</td>
<td>&gt;10</td>
<td>&gt;10</td>
<td>Primary care</td>
<td>Manual therapy</td>
</tr>
<tr>
<td>Physiotherapist 2</td>
<td>26</td>
<td>&gt;10</td>
<td>0-5</td>
<td>Primary care</td>
<td>General</td>
</tr>
<tr>
<td>Physiotherapist 3</td>
<td>18</td>
<td>&gt;10</td>
<td>0-5</td>
<td>Primary care</td>
<td>General</td>
</tr>
<tr>
<td>Physiotherapist 4</td>
<td>38</td>
<td>&gt;10</td>
<td>&gt;10</td>
<td>Primary care</td>
<td>Manual therapy</td>
</tr>
<tr>
<td>Physiotherapist 5</td>
<td>40</td>
<td>&gt;10</td>
<td>&gt;10</td>
<td>Hemophilia treatment center</td>
<td>Manual therapy</td>
</tr>
</tbody>
</table>

### Current Treatment for Hemophilic Arthropathy

According to the physiotherapists, the basis of the treatment for persons with HA is similar to that of the treatment for patients with OA, and the same physiological principle in OA treatment should be used in HA physiotherapy treatment. The focus group session with the physiotherapists directed at the similarities and the differences between the preferred treatments for OA and HA. This focus group revealed that the treatment for both OA and HA has changed over the last few years from a hands-on approach to a coaching-based therapy, thereby enabling patients to achieve more self-control. The most important difference between OA and HA is that the physiotherapists need to be aware of the symptoms that can indicate a bleeding event while treating a person with HA. Another difference is that persons with HA have more knowledge about their condition—often even more than their primary care physiotherapist. This knowledge plays an important role in their coaching roles. Furthermore, persons with OA have to be motivated to be more active while persons with HA need to learn how to increase the intensity and the duration of the activities and exercises slowly and to avoid peak loads. Patients stated that they benefitted from the exercises and advice on movement behavior as well as the manual therapy. Focus group sessions with persons with HA revealed that the most critical barriers to adhering to physiotherapy were the limited reimbursement by the health insurance, execution of boring exercises, and stubbornness of the patients to accept advise. The patients mentioned that a good relationship with their physiotherapist facilitated their adherence to the physiotherapy treatment.

### Attitude Toward Physical Activity

Persons with HA explained that they continuously balanced the risk of increasing complaints with the benefits of performing an activity. Patients preferred to do meaningful activities such as walking or cycling in their daily life. They stated that the proud feeling after accomplishing an activity goal motivated them to continue to be active. Some patients mentioned that they preferred to do exercises as well. The important conditions for achieving an activity goal are the choice of the type of activity and tailoring the increase in the intensity and duration with professional guidance. Patients were motivated to perform an activity if they received encouragement but they were demotivated when their complaints were not empathized by...
others. Patients expressed different opinions about consuming painkillers. Some stated that painkillers enabled them to be active and to relax, while others were afraid that the consumption of painkillers would make them overuse the joint and consequently increase the joint damage.

**Requirement of Specific Information on Hemophilic Arthropathy**

Both persons with HA and physiotherapists in primary care emphasized the need for specific information for physiotherapists in primary care. Physiotherapists in primary care need to know the basic information about hemophilia along with the specific dos and don'ts. Patients did not specify the need for more information for themselves. The physiotherapists stated that basic information about hemophilia need not be provided for such patients. Instead, the patients could benefit from information on the course of their complaints, differences between joint bleeding and arthropathic complaints, how to actively manage HA, and how to cope with the limitations in their daily activities and participation. Short videos were considered as the preferable mode of conveying information to persons with HA and physiotherapists. Information for patients must be provided in a simple language. Physiotherapists were prepared to spend no more than 30 minutes to read or hear all the information that was required. The patients appreciated the communication about their specific situation between the hemophilia treatment center and the primary care physiotherapist.

**Values and Requirements of Blended Physiotherapy for Persons With Hemophilic Arthropathy**

Both physiotherapists and persons with HA believed that an e-Exercise app could add positively to the current physiotherapy treatment for persons with HA. The physiotherapists stated that the frequency of face-to-face visits in this program should be high initially and then decreased during the intervention. The overall number of face-to-face visits should be personalized, which can be determined by the self-management skills and the restraining factors of the patient. The patients stated that the e-Exercise app should include choices for exercises and a variability in the exercises. The patients preferred to set a goal, perform meaningful activities (walking or biking), give feedback on how well they were able to follow the program, and receive pop-ups and an exercise scheme to increase adherence. Physiotherapists stated that they could benefit from a feature in the app through which they could communicate with the patients and be able to consult the hemophilia treatment center for questions. The illustrative quotes for the different themes are presented in Table 3.

<table>
<thead>
<tr>
<th>Theme</th>
<th>Illustrative quote</th>
</tr>
</thead>
<tbody>
<tr>
<td>Current treatment for HA</td>
<td>…We have our principles of physiology and training. In strength training, overload is needed to make gains for the muscle fibers. This is no different for a person with hemophilia; however, you need to be more careful with increasing intensity. [Physiotherapist]</td>
</tr>
<tr>
<td>Attitude toward physical activity with HA</td>
<td>…When you have hemophilia, physical activity needs to involve mainly natural movements and things that I just do myself. I try that, I ride my bike, I walk, and I do not take the elevator but the stairs. [Patient]</td>
</tr>
<tr>
<td>Information requirements</td>
<td>…The difference between patients with OA and those with HA is that because persons with HA have had hemophilia all their life, they have more knowledge about their disease than their 63-year-old neighbor with a painful knee.” [Physiotherapist]</td>
</tr>
<tr>
<td>Values and requirements of e-Exercise</td>
<td>…So you have complaints and you cannot do certain things. …the physiotherapist asks what your most important feasible goal is. “…if you have a problem with your elbow and you cannot put on your sock, it may only be a minimal difference, that can be very inconvenient, and if it is your goal to be able to do that. [Patient]</td>
</tr>
</tbody>
</table>

*aHA: hemophilic arthropathy.

**Stage 3: Design**

The e-Exercise HA intervention was developed based on the existing e-Exercise OA intervention because of the findings generated from our focus groups, in which the physiotherapists stated that the basis of the treatment for persons with OA and HA is similar. The core components of e-Exercise OA are self-management information, a graded activity approach, and personalized exercises [11]. The need for information modules in e-Exercise HA intervention was expressed by the focus group with physiotherapists as the physiotherapists felt that they lacked the knowledge to educate persons with HA. Therefore, self-management information modules for patients and information modules for physiotherapists were included within e-Exercise HA. Furthermore, focus groups revealed the need for slowly increasing an activity and avoiding peak loads, goal-setting and performing meaningful daily activities. Those needs were met by the graded activity approach. Personalized exercises were suggested by persons with HA and have been reported in a previous study [6]. Feedback from the stakeholders on the drafts mainly consisted of changes to the content of the information modules and the script of the information videos. Since the web-based environment was already developed in cocreation with the end users and adjusted based on the experiences during the trial, the design of the web-based environment was not changed.

**e-Exercise Hemophilic Arthropathy**

This 12-week intervention integrates face-to-face physiotherapy with a smartphone app. Physiotherapists can log into the website, which offers the platform with the physiotherapist-specific information about HA. The physiotherapists can create an account for each patient. In this account, physiotherapists can create and personalize an exercise program for each patient and monitor the progress. The website allows physiotherapists to continuously adapt the treatment program according to the needs.
of the individual patient. Patients can log into their personal account in a smartphone app. In this app, the patients receive weekly modules with information and are able to review their personal physical activity program and their personalized exercises. They can give feedback on the performance of the prescribed program and receive tailored feedback messages. The components of e-Exercise HA have been further explained below. A screenshot of the e-Exercise HA app is shown in Multimedia Appendix 1.

**Self-Management Information Modules**

The information modules consist of text blocks supported by short videos [1,6,20-24]. For the physiotherapists, the following 5 information modules are available: (1) What is hemophilia? (2) Development of HA. (3) HA and physiotherapy. (4) Identifying a bleed. (5) Organization of care. The patients receive the following information modules on their smartphone app every week: (1) What is HA? (2) Pain and HA. (3) Joint bleed or HA? (4) Physical activity and HA. (5) Responsible exercise. (6) Arthropathy management. (7) A physical activity plan. (8) Maintaining an active life. (9) Maintaining healthy body weight. (10) Dealing with the surrounding people. (11) Fatigue. (12) What can you do? After every module, patients are invited to answer a reflective question in that particular theme. Physiotherapists are encouraged to further discuss the themes during the next face-to-face visit. When the patients feel that a specific theme does not suit their personal situation, they can choose to skip that specific information module.

**Graded Activity**

The behavioral graded activity approach is directed at increasing the amount of physical activity in a time-contingent way so that the activities are gradually increased by present quotas [25]. First, the persons with HA select their most problematic activity (eg, walking). The initial baseline measures, in which the patients perform the selected activity at home to the limit of tolerance (pain-contingent), are then performed for a week and will be recorded in the app. Second, after these baseline measurements are recorded, the patients set their individual treatment goal for the selected activity. During this procedure of goal setting, the physiotherapist acts as a coach only, as it is essential that the goal is the patient’s own internal goal. Throughout the program, this activity has to be performed 3 times a week for 11 weeks. The duration will be gradually increased in a time-contingent manner to reach the final goal at the end of the program. The weekly program will be automatically generated starting at 50% of the baseline assessment. On self-chosen moments (eg, every Monday at 8 PM), patients receive reminders on their smartphone to perform this activity. Patients can turn the timer on and off when they perform their activities so that the physiotherapist can monitor the progression. Third, tailored feedback messages are provided at the end of the activities with the aim of motivating or slowing down the patients with their program by using the principles of operant conditioning. The progression will be evaluated during the face-to-face visits.

**Exercises**

e-Exercise HA is linked to a database of over 1500 exercises, which are supported with texts and videos. In the face-to-face sessions, physiotherapists can start an exercise program by choosing personalized exercises and parameters. On their apps, patients can recall their exercises, including the parameters and the information about their performance. Similar to that in the graded activity approach, the physiotherapist is able to monitor the performance of the exercises. During the face-to-face visits, the performance of the exercises can be evaluated and adjusted when needed.

**Face-to-Face Sessions**

Face-to-face sessions are conducted to recall web-based self-management modules and to discuss how the themes affect the patient’s personal situation by evaluating the answers on the reflective questions. The progress in the graded activity program and in the performance of the exercises can be visualized in the management portal of the website used by the physiotherapist. When needed, the graded activity program and the prescribed exercises can be adjusted. We propose 6 face-to-face visits during the 12-week program, with a decreasing frequency as the program progresses. The visits will be proposed to be scheduled on weeks 1, 2, 4, 6, 9, and 12. However, the number of visits and the timing of the visits depend on the personal needs of the patients, including the self-management skills and digital skills.

**Discussion**

**Principal Findings**

In this study, we developed a blended physiotherapy intervention for persons with HA, which meets the needs of the persons with HA and the physiotherapists in primary care. To enable successful implementation, the intervention was developed by co-creation with stakeholders such as persons with HA, physiotherapists, software developers, and researchers. Our focus group study with persons with HA and physiotherapists yielded the following findings: physiotherapy for persons with HA is similar to that for persons with OA, specific tailored information on rare diseases such as hemophilia and HA is required for patients and physiotherapists, patients prefer meaningful daily life activities and want to work toward achieving a goal, patients prefer choices and variability in exercises, and the exercise program needs to be personalized. Both physiotherapists and persons with HA agreed that integration of an e-Exercise app within physiotherapy treatment could be beneficial for the treatment of HA. The most important difference between providing treatment for OA and HA is that physiotherapists need to be aware of the disease symptoms that can be indicative of bleeding when treating a person with HA.

**Comparison With Other Studies**

Currently, several eHealth apps are being developed and used in hemophilia care [26]. However, these are mainly videoconferencing apps and apps the report bleeding and the use of clotting factor replacement therapy. No study has yet described smartphone apps that support physiotherapy in persons with hemophilia or related bleeding disorders [26]. Focus groups
in this study showed that the Dutch physiotherapists and persons with HA showed a positive attitude toward the use of a blended physiotherapy intervention. This is in accordance with previous studies showing that blended eHealth intervention is feasible and effective in persons with OA, although some physiotherapists expected to face some barriers in this intervention mode [11,14,27]. An important barrier for physiotherapists to use e-Exercise OA was that it could be used for only 1 disorder. The current expanding of the platform with e-Exercise programs for several disorders is expected to facilitate the use of e-Exercise HA [28]. Another barrier was that some physiotherapists felt that the program interfered with their professional autonomy. However, given the limited knowledge of primary care physiotherapists about hemophilia, it is expected that this is less of a problem for e-Exercise HA. In accordance with previous studies, the requirement of e-Exercise determined in this study included a smartphone app with information for patients, goal-setting features, and a personalized exercise program [10]. The need for information modules for physiotherapists is specific for hemophilia, which is understandable, given the rare nature of the disease.

**Strengths and Limitations of This Study**

Hampered uptake and implementation of eHealth solutions in clinical practice is a common problem [29]. A strength of this study is that the intervention was developed in cocreation with the end users (ie, patients and physiotherapists) according to the CeHRes roadmap in order to accelerate implementation at a later stage. Adding information modules particularly for physiotherapists was a strong recommendation by the stakeholders and is expected to improve the quality of care. A limitation of this study is that only Dutch stakeholders were invited. We expect that different barriers and facilitators might be present in different countries, thereby limiting the generalizability of our findings in different countries. Moreover, only patients aged over 40 years participated in the process of cocreation. This limits the generalizability of the findings to adolescents and young adults. Furthermore, the feasibility and the effectiveness of this intervention have not yet been investigated and will be investigated at a later stage of this project. The intervention in this study was built upon an existing intervention for persons with OA and is part of a platform for blended physiotherapy interventions for several disorders. This has enabled us to learn from the results of these interventions and will lower the threshold for the implementation of our intervention for persons with a rare disease. The use of an existing platform also limited us to make major changes to the web-based environment. This intervention has been developed in cocreation with stakeholders as well and we expect that preferences regarding this topic will not be very different from those of our population. The cocreation process in this study focused mainly on the content of the intervention and less on the web-based interface.

**Clinical Implications and Future Research**

A possible use of e-Exercise HA is by physiotherapists who are associated with a hemophilia treatment center and who are able to treat patients who visit the clinic a few times, but not on a weekly basis. Moreover, e-Exercise HA can support physiotherapists in primary care, who have no experience with hemophilia but can treat persons with HA locally. We expect blended physiotherapy to lead to less face-to-face visits. This could increase the accessibility of physiotherapy for persons with HA, leading to lower costs and more flexibility for patients. Furthermore, we expect that e-Exercise HA will improve self-management with respect to the movement behavior because patients are provided with information modules and are stimulated to perform activities at home. Future research should be directed toward investigating the effectiveness of this intervention and the implementation of this intervention in the Netherlands. To enable the international implementation of this program, the barriers and the facilitators of the stakeholders in different countries need to be investigated.

**Conclusion**

We developed a 12-week blended physiotherapy intervention that integrates face-to-face physiotherapy sessions with a smartphone app for persons with HA. This personalized intervention consists of self-management information, a graded self-chosen activity program, and video-supported personalized exercises, which integrates face-to-face sessions and a smartphone app.
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Abstract

Background: Digital mental health interventions present a unique opportunity to address the lack of social connection and loneliness experienced by young people with first-episode psychosis (FEP). The first generation of digital interventions, however, is associated with high attrition rates. Social media presents an opportunity to target this issue. A new generation of digital intervention has harnessed the popularity of social media to both promote engagement and foster social connectedness in youth mental health interventions. Despite their potential, little is known about how young people engage with, and experience, social media–based interventions as well as the optimal design, implementation, and management needed to ensure young people with psychosis receive benefit.

Objective: This study aimed to explore how young people engage with, and experience, a long-term social media–based mental health intervention designed to address social functioning in individuals with FEP.

Methods: This qualitative study was based on 12 interviews with young people who used Horyzons, a long-term social media–based mental health intervention, as part of a previous randomized controlled trial. A semistructured phenomenological interview guide with open-ended questions was used to explore young people’s subjective experience of the intervention. All interviews were recorded and transcribed verbatim. Data were analyzed using interpretative phenomenological analysis.

Results: A total of 4 superordinate themes emerged during the analysis including (1) shared experience as the catalyst for a cocreated social space, (2) the power of peer support, (3) an upbeat environment, and (4) experiences that interrupt being in Horyzons.

Conclusions: We found that Horyzon’s therapeutic social network fostered a connection and an understanding among young people. It also aided in the creation of an embodied experience that afforded young people with FEP a sense of self-recognition and belonging over the long term. However, although we found that most young people had strong positive experiences of a social connection on Horyzons, we also found that they experienced significant barriers that could substantively interrupt their ability to use the platform. We found that social anxiety, paranoia, internalized stigma, lack of autonomy, and social protocol confusion interfered with young people’s usage of the platform. From a design perspective, digital interventions are flexible and thus equipped to begin addressing these implications by providing customizable and personalized treatment options that account for varying levels of social connection and psychological need that could otherwise interrupt young people’s usage of social media–based interventions.

(J Med Internet Res 2020;22(6):e17570) doi:10.2196/17570

https://www.jmir.org/2020/6/e17570
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Introduction

Background
The current treatment of psychosis focuses primarily on symptom reduction [1]. Psychological and pharmacological interventions are effective in treating symptoms and preventing relapse to a degree; however, many young people with first-episode psychosis (FEP) experience significant difficulties with regard to social functioning and report high levels of social isolation [2-4]. Despite these findings, very few studies have assessed interventions targeting social functioning as a primary outcome [2,3].

Even in the earliest stages of the disorder, young people with FEP experience reduced social opportunities, have limited social networks, report difficulty developing and maintaining social relationships, and experience high levels of loneliness [1,3,5]. These findings have led to an increased focus on effective interventions that target loneliness and social connection [6]. However, despite the recognized importance of including social connection within a broader recovery framework, there are limited evidence-based solutions available to address this need [3,7,8].

Digital mental health interventions present a unique opportunity to address a lack of social connection and loneliness in FEP [3,8-14]. However, the first generation of digital interventions is associated with high attrition rates [15,16]. Social media presents an opportunity to target this issue. A new generation of digital interventions has harnessed the popularity of social media to both promote engagement and foster social connectedness [8,9,12,13].

Objective
Despite their potential, little is known about how young people engage with, and experience, social media–based interventions as well as the optimal design, implementation, and management needed to ensure young people with psychosis receive benefit. In addition, little is known about how these interventions are experienced over the long term. This study will address this gap by exploring young people’s experiences of a long-term social media–based intervention to inform the emerging generation of digital mental health interventions. Therefore, this study aimed to explore how young people engage with, and experience, a long-term social media–based intervention designed to address recovery in FEP.

Methods

Setting and Design
This phenomenological qualitative study was based on interviews conducted between October 2018 and March 2019. Young people interviewed in this study had previously participated in the Horyzons randomized controlled trial (RCT; ACTRN12614000009617). The Horyzons RCT evaluated whether a long-term 18-month moderated online social therapy (MOST) platform, known as Horyzons, was superior to 18 months of regular care, following discharge from 2 years of treatment at an FEP early intervention service [8]. The MOST platform was co-designed and developed by a multidisciplinary team of peer workers, clinical psychologists, computing and information systems researchers, software developers, illustrators, and writers [17]. Horyzons was underpinned by a strengths-based and positive psychology framework designed to generate long-term functional recovery and increase well-being in FEP. It was a closed digital platform with options to engage in web-based therapy pathways (Figure 1), speak with peer and clinical moderators (both privately via a web-based chat and publicly on the social network), and connect with other young people via the therapeutic social network, which was referred to as the newsfeed (Figure 2) [8]. The digital functions of the platform, such as the web-based therapy pathways, were reinforced by human support provided by the clinical moderators through a supportive accountability model [18]. This contact was primarily provided through web-based chats and phone calls. A key clinical moderator was also allocated to each participant and was responsible for overseeing their engagement and progress over the span of the intervention [18]. Young people could connect on the social network by posting and commenting, sharing experiences, and giving and receiving support. Conversation could occur between participants in a freeform way on the newsfeed and they could also take part in focused group discussions through a feature referred to as Talk It Outs [8]. These discussions were overseen by peer moderators. As described in the Horyzons protocol, the functions of the platform were “designed to reinforce each other, creating a flow for the young person between the social and therapy elements” [8]. For the Horyzons RCT, a total of 170 young people approaching or recently discharged from the Early Psychosis Prevention and Intervention Centre in Melbourne, Australia, were recruited. Of the 170 participants, 85 were randomly allocated to the specialist treatment group. This gave them access to the Horyzons platform for an intervention period of 18 months. The remaining 85 participants continued with treatment as usual.
Participants

The study inclusion criteria were as follows: (1) participation in the Horyzons RCT, (2) randomization to the treatment group of the Horyzons RCT, and (3) completing the Horyzons RCT. With the aim of sampling a range of young people with different levels of platform usage [19], a quantitative categorization of Horyzons participants was conducted. This categorization was based on each participant’s overall number of log-ins to the Horyzons platform. Thus, all 85 participants randomized to the treatment group of the Horyzons RCT were divided into 4 quartiles based on the number of overall log-ins to the platform over the 18-month intervention period. Overall, log-ins ranged from 1 to 1568. The number of log-ins associated with each usage group is detailed in Table 1. The quartiles represented 4 usage groups: very low, low, moderate, and high usage. Young people from each usage group were then randomly contacted via phone call or text and invited to participate in a qualitative interview.
Data Collection

All interviews were conducted using a phenomenological approach [20]. This interview method is concerned with the lived experience of a phenomenon, as experienced subjectively by the individual [21]. The interview schedule comprised 2 extremely broad, open-ended questions: (1) What was Horyzons? and (2) What was Horyzons like? These questions were designed to elicit young people’s experiences of the Horyzons platform without leading them in a particular direction. Subsequent prompts were used if necessary; however, the method calls for the interviewer to follow the leads presented by the participant. Participants were given the option of completing the interview at the Orygen clinic, home, or in a public place (eg, library or café). Subsequently, interviews were conducted in a range of locations. Before beginning each interview, participants were required to complete a plain language consent form and given the opportunity to ask questions. Author LV conducted all interviews and had established relationships with all participants due to a previous position as a research assistant on the Horyzons RCT. LV is an early career researcher with extensive qualitative interviewing experience and is currently undertaking a research project using phenomenological methodological interviewing. Field notes were taken during the interviews, and a reflective log was maintained over the interview period. In accordance with the interpretative phenomenological analysis (IPA) approach, data collection, transcription, and preliminary analysis were conducted in parallel [22]. All interviews were audio-recorded and transcribed verbatim. All participants were reimbursed Aus $20 (US $12.63) for their participation in the study. All young people approached to participate in the study were interviewed with the exception of one young person who became distressed at the beginning of the interview due to acute psychotic symptoms, and the interview was quickly terminated. The recruitment of participants continued until a saturation of themes was reached at 11 participants [20]. The twelfth participant was then sampled to ensure that no additional themes emerged [20].

Data Analysis

Interviews were analyzed using IPA. In accordance with IPA, analysis for the study commenced once the first qualitative interview had been completed and transcribed [21]. Interviews were analyzed individually and in relation to all other interviews completed over the course of the study in a multilayered and overlapping IPA framework. Themes were derived directly from the data collected. Given that interpretation can be based on the context in which the phenomenon is viewed, member checking was not offered to participants because of the interpretative nature of the analysis used [22]. To begin, multiple close readings of each transcription were conducted. Initial responses to the data were noted and recorded. Codes or brief summaries describing the data were recorded. These codes formed the bases of emerging themes and patterns across the overall data set. The identification of reoccurring themes within and across interviews emerged and was noted. Some themes were distinct from one another, whereas others merged as superordinate themes. Strategies to maintain rigor, reliability, and validity throughout the analysis process included prolonged engagement with the data and thick and rich descriptions of results [23]. Author LV conducted the analysis and engaged in regular reflexive discussion regarding the codes and subsequent themes with the senior author (SB) [23]. Microsoft Excel was used in the data analysis process.

Results

A total of 12 participants aged 19 to 28 years (mean 23 years) were included in the study; 7 of the participants were female and 5 were male. All of the female participants were cisgender. Of the male participants, 4 were cisgender and 1 was transgender. Multiple participants from each of the 4 usage groups were interviewed. Interview times ranged from 30 to 86 min. The time period in which participants were interviewed for this study following the last date they were able to access the Horyzons platform ranged from 1 to 5 months. The mean follow-up time was 3 months. All participant names were replaced with an alias to ensure privacy. Table 2 gives a description of participant characteristics. In total, 4 superordinate themes emerged during the analysis, with each theme divided into subthemes to comprehensively capture the phenomenon explored. The 4 superordinate themes were (1) shared experience as the catalyst for a cocreated social space, (2) the power of peer support, (3) an upbeat environment, and (4) interruptions to being in the Horyzons space.
Table 2. Descriptive summary of participant usage groups, alias, gender, age, follow-up time, length of interview, and overall log-ins to the Horyzons platform.

<table>
<thead>
<tr>
<th>Usage group and alias</th>
<th>Gender</th>
<th>Age (years)</th>
<th>Time since last possible log-in (months)</th>
<th>Interview length (mins)</th>
<th>Overall log-ins, n</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>High</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sam</td>
<td>M^a</td>
<td>28</td>
<td>2</td>
<td>49</td>
<td>1568</td>
</tr>
<tr>
<td>Babak</td>
<td>M</td>
<td>23</td>
<td>3</td>
<td>25</td>
<td>109</td>
</tr>
<tr>
<td>Audrey</td>
<td>F^b</td>
<td>24</td>
<td>5</td>
<td>20</td>
<td>1230</td>
</tr>
<tr>
<td><strong>Moderate</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Emily</td>
<td>F</td>
<td>26</td>
<td>4</td>
<td>49</td>
<td>66</td>
</tr>
<tr>
<td>Jacob</td>
<td>M</td>
<td>21</td>
<td>5</td>
<td>50</td>
<td>65</td>
</tr>
<tr>
<td><strong>Low</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tom</td>
<td>M</td>
<td>22</td>
<td>1</td>
<td>86</td>
<td>18</td>
</tr>
<tr>
<td>Celeste</td>
<td>F</td>
<td>23</td>
<td>3</td>
<td>58</td>
<td>12</td>
</tr>
<tr>
<td>Olivia</td>
<td>F</td>
<td>22</td>
<td>4</td>
<td>79</td>
<td>13</td>
</tr>
<tr>
<td>Abigail</td>
<td>F</td>
<td>19</td>
<td>5</td>
<td>32</td>
<td>23</td>
</tr>
<tr>
<td><strong>Very low</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Linh</td>
<td>F</td>
<td>25</td>
<td>2</td>
<td>56</td>
<td>6</td>
</tr>
<tr>
<td>Eugene</td>
<td>M</td>
<td>25</td>
<td>2</td>
<td>42</td>
<td>8</td>
</tr>
<tr>
<td>Ruby</td>
<td>F</td>
<td>20</td>
<td>3</td>
<td>45</td>
<td>7</td>
</tr>
</tbody>
</table>

^aM: male  
^bF: female.

Shared Experiences as Catalysts for a Cocreated Social Space

**Horyzons Was a Place and “I Felt at Home”**

Young people used language commonly associated with the description of physical places when describing experiences of the Horyzons platform. That is to say that they spoke of Horyzons as a tangible or an embodied space that they could arrive at and be in. For instance, Audrey’s description of sharing accomplishments with her peers on the therapeutic social network evokes imagery of traveling to and being at a physical destination:

> So, I went there, and I would talk, talk about my achievements. I felt proud of myself for doing something. People would encourage me or commend me, yeah. So, it was a nice place to be. [Audrey]

Audrey uses the spatial and social descriptors “went there,” “talk about,” “people would encourage me,” and “a nice place to be” to describe moments that are technically confined to a computer, tablet, or phone. However, her phrasing of these experiences points toward a perception of Horyzons as a physical experience. Instead of detailing how she uses the platform, Audrey describes an experience of actually going there and being in the Horyzons social space.

**“Don’t Necessarily Know Each Other Personally” But a Connection Through Shared Experience**

A number of participants described an experience of knowing other members of the platform. Interestingly, however, the knowing in most cases did not equate to a direct social relationship or connection, either physically or digitally, but was instead based on the participants’ common history of mental health experiences:

> It’s like… war veterans… where you have all the gatherings of people who have been through wars and they don’t necessarily know each other personally, but they’ve all got that common war experience. And they can relate to each other and they know what they’ve been through. [Sam]

Sam’s description builds upon commonplace social definitions of knowing and connection. It offers an alternative construct of what it might be to know other members in the particular place that is the Horyzons space. In this space, knowing each other may not be contingent on direct social contact but instead on the concept of understanding and relating to the common experience of being a young person with lived mental health experience.

**“I Just Felt Like Relieved That I Wasn’t The Only One”**

Young people detailed a range of positive emotional responses at not being the only one with an experience of psychosis and other mental health experiences on the Horyzons platform.

Being in this space with others who shared this common history had a strong impact on participants. Many expressed that they could relate to others and both understand and feel understood in this environment. The sharing of experiences on the Horyzons platform by group members had a normalizing impact for some participants. For instance, Sam expressed:
It helped sort of reinforce that some of my experiences and feelings are normal... I’m not a weirdo. [Sam]

Some members found it easier to share their own experiences with the group given they were in a shared social space with others who also had a lived experience of mental ill health:

My story is not as twisted as it is common, shit that happens. I could feel more comfortable sharing knowing that it’s common... [Jacob]

For some, sharing their personal stories with the group was a therapeutic activity in itself. The act of sharing supported the young person to unpack and reflect on their mental health experiences:

I wanted to support them, so I think I reflected on what I have been through...Actually gave them my experience, how I fought through it. [Emily]

For Olivia, the shared experience of mental ill health sparked a sense of pride, pride that the group existed despite the adversity that its members face:

For me, it was just really important to see that there were other people that were kind of just saying like, ‘yeah, I’m proud’. I think it’s really important to be proud even though you’ve got fucking mental problems. [Olivia]

Some participants identified the benefit of learning about other people’s experiences, even if their stories were not directly relevant to the young person’s own life. This information was a way to feel connected to others, receive encouragement, and access a diverse range of coping methods:

We didn’t always have the same illness or anything. It was nice to hear people's experiences. It was encouraging to hear, yeah...Um, just how they dealt with the problem...And everyone approached them differently. [Abigail]

One particular participant identified other members on the Horyzons platform that he knew from offline spaces. For him, this social overlap helped to reinforce that “mental health is a common thing.”

For some participants, the opportunity to share a space with peers that they were able to relate to, and understand their experiences, reminded them of painful memories when their mental health struggles had been minimized, misunderstood, or mocked:

When I was with Orygen I told them the first time what had happened [family], and they’re like “nah it’s not true, it’s just all in your head, it’s all in your mind”, and they didn’t believe me, and it kinda just felt like I couldn’t trust them. [Emily]

“A Barrier That’s Automatically Broken Down”

As described in the themes above, the cocreation of space and the concept of a common mental health history came together to create a social environment on Horyzons that participants described as more intimate than other spaces. Many participants described a greater sense of ease on the platform between peers than in other social spaces, both on the web and offline. This ease between young people acted to break down conventional social barriers and accelerated bonding:

Whereas I guess with traditional social media you don’t just go up to random people and say “hey I’ve got this thing, do you want to talk about it?” whereas on Horyzons it was sort of specially crafted for that sort of thing, so it was a lot easier to approach people and sort of form bonds and stuff. [Sam]

For participants, the awareness that they were among others with a shared experience meant they felt less judged and as a consequence of this, more relaxed to share and connect:

I connected to them a lot more easier than I would with others...I felt like I was in a more calm relaxed space connecting with them than other people that I meet at Uni... Like they were more open, non-judgemental... I felt relaxed...Yeah I felt really relaxed. [Emily]

This dynamic appears to be somewhat cyclical in nature for participants. The recognition that their peers have a shared experience and a more open and nonjudgmental approach results in a more relaxed environment conducive to sharing. Once this process has occurred, several young people described an experience whereby they saw others sharing and this created a sense of positive responsibility to their peers in which they described wanting to “own up a bit more” to the group:

They were pretty much open with what they were going through...and I thought to myself ‘I should open up at least and see where I would go’...Just like take a shot at it. [Emily]

The Power of Peer Support

“Don’t Really Know Unless You’ve Experienced It”

In the Horyzons context, the function of offering and receiving support was generally operationalized through public posts and replies on the social network. Participants expressed that offering and receiving advice and support from others with lived mental health experience, otherwise known as peer support, was a valuable practice that is unique to the peer-to-peer relationship. This dynamic is situated within the context of shared mental health history, a history that a clinician may not always have direct experience with. In the words of Abigail:

They don’t really know unless they’ve experienced it. [Abigail]

Like peer support really is helpful for me in particular, just cos like, I kinda find it more difficult to open up to someone that doesn’t really fully get the picture, even if they’re like a completely trained professional. [Ruby]

Participants communicated that their life experiences should position them at the center of the Horyzons platform. They identified that their mental health journey can help to guide current day problem solving for themselves and others:

Apart from starting it and summarizing it at the end [group discussions], I feel like it was mostly handed over to the users, which is probably a good thing.
Celeste described feeling alienated by this approach and went so far as to describe a phenomenon akin to an uncanny valley experience. That is to say, the platform looked similar to other social networks, but that the environment did not feel like any other social spaces she was accustomed to. This irregularity led to a feeling of unease:

It was just odd, and it didn’t feel like it could be genuine because it’s not my experience of how people interact with each other in the everyday world, you know? [Celeste]

In contrast to Celeste’s experience, Audrey identified the “positive” environment on Horyzons as an important element of her high usage level. She did not want to spend time at a place where “the people are all negative.”

Olivia’s experience was similar to Celeste’s in that she experienced the “upbeat” nature of the platform as different from that of commercial social network sites (SNS). However, she also identified that although it was positive for people with mental health difficulties to connect with others in certain mental health pockets of social media, such as “Instagram,” certain relationships and dynamics that are borne from these unregulated digital spaces can have negative impacts on the young people who frequent them. For example:

You know, go on Instagram—type in eating disorder, you got a whole world there. You know? You can type in depression; you’ve got a whole world of people struggling. And it’s a good and a bad thing. So, it’s good as in they can connect with other people. But, it’s bad as in you get triggered constantly. Rather than that, Horyzons was, “Yeah, we’re all struggling... but this is a place for improvement.” [Olivia]

For Eugene, the experience of being in an environment with a psychological lens tarnished his experience of the social network. He said:

...that’s what my brain tells me, it’s just like, super wanky. Like, I think psychology and... that sort of stuff is really wanky. [Eugene]

He did, however, describe experiencing something of a psychological shift when the platform was able to support him during a time when he was experiencing “major issues.” As a result, he identified that Horyzons “may have a point” and may not be “so wanky.” A shift, such as a change in mind or need, was a phenomenon reported by other participants in reference to a range of issues on the platform.

Experiences That Interrupt Being in the Horyzons Space

Participants identified a lack of motivation to participate in the social network as well as a range of experiences that interrupted their ability to be in the Horyzons social space in an immersed or relaxed way. These interruptions gave way to a self-conscious or difficult moment, or a series of moments, which created tension between the young person and their ability to use the platform. Participants identified that these incidents could occur before, during, or after single sessions and throughout the overall intervention experience itself. Some participants identified

because it allows the people with the experiences to sort of come up with their own ideas and thoughts.  
[Sam]

For some young people, the advice of a peer is elevated above that of a “completely trained professional” or “someone giving a TED Talk.” Some young people expressed that support from a person with lived experience would be easier to implement in their own life because that individual would “fully get the picture” and be more likely to offer “practical” and “realistic” advice:

I want to know what real everyday people do. Not a social media presence person, just the person on the other side of the road. What do they do? ...It might not work for me...but it's probably most interesting because it's probably most um, uh, doable? [Celeste]

“I Love Being a Massive Resource for That Sort of Thing”

Many participants described offering support and advice to others based on knowledge gained via their own mental health experiences as an empowering, validating, and, at times, joyful function of the Horyzons platform. Emily expressed, “I felt really calm, relaxed and over the moon because I was able to help someone.”

“Responsibility to… Basically Just be Their Secondary Psychologist”

In total, 2 participants expressed strong reservations regarding what they experienced as an unwanted obligation to provide peer support to other members on the platform. Ruby stated, “just that fear if someone messages me, I have a responsibility to talk to them, to support them, to basically just be their secondary psychologist.”

Ruby describes experiencing a lack of control over the peer support function of the platform, “I don’t always like it when people open up to me when I don’t ask for it.” As well as anticipatory fear that denying a request for peer support from another member would result in a negative interaction, “I was scared that they’d like start cyber-stalking me or something.”

An “Upbeat” Environment

As mentioned earlier, a positive psychology framework underpinned the Horyzons RCT. This framework informed how clinicians moderated the platform. For example, using a strengths-based reframing approach to young people’s posts. Participants reported a spectrum of emotional responses to the environment that this clinical approach created on the Horyzons social network.

On one end of the spectrum, Celeste described feeling frustrated and patronized by this approach and described the social network as “mind-numbingly positive.” She argued that this type of environment impedes the process of sharing the “bad stuff” that young people living with mental health problems can experience. To discuss difficult topics, which Celeste identified as an important process of mental health recovery, members would need to go against the grain of the established “upbeat” environment.
multiple interruptions, or ruptures, throughout their Horyzons experience.

Absence of Motivation
A number of participants described an absence of motivation to participate in the social network, either before any initial engagement with the platform or at some point during the intervention period. This was due to the personal assessment that the social network was not relevant to them and their needs.

For instance, Tom identified that from the beginning of his intervention period, he intended to engage solely with the psychosocial content of the platform and expressed an active disinterest in the social network. He described experiencing ample levels of social media in his daily life and was not interested in getting “bogged down” in that aspect of the platform.

Jacob identified that although Horyzons was valuable during the first half of his intervention period, he went on to experience a “tipping point” in which he felt he had moved beyond what the platform was able to offer him. He explained, “that’s not the stage of life that I’m at anymore.”

Experiences That Interrupted Being in the Horyzons Space
A number of young people identified paranoia, social anxiety, and internalized stigma as experiences that interrupted them from being in the Horyzons space. These types of interruptions generally occurred during the young person’s engagement with the platform. However, while they were attempting to engage, an emotional or psychological barrier arose that impeded that engagement. This ultimately took them out of the immersed or relaxed experience of being in Horyzons.

Paranoia in relation to Horyzons itself and paranoia in relation to social media use more broadly was a phenomenon described by 2 participants. Emily described experiencing paranoia in relation to social media use more generally, whereas Olivia expressed experiencing disruptive paranoia in regard to the Horyzons platform directly. For instance, she said, “I just get really paranoid about like who’s behind this and stuff like that…like what are the motives behind this, and stuff like that.” This experience of paranoia interrupted Olivia’s capacity to share candid information and engage directly with other members on the platform. The act of even logging in to the site was difficult, as she explained, “They’re watching me too closely. They know too much.”

Participants also described experiencing social anxiety related to the complex psychological process of posting in the social network. This anxiety is generally related to how others might perceive them and prevented many young people from posting on the platform. For example, Ruby expressed fear of overwhelming others with the content of her posts and wrote and deleted “5 to 10” messages that she ultimately never shared with the group. Babak felt that his thoughts may not be important enough to share. A number of participants expressed uncertainty about Horyzon’s general social protocol and speculated that they were concerned about breaking “weird, unwritten rules” that they were not aware of.

Multiple participants described feeling nervous that if they were to post, then other members may not respond, or may not respond in a desired way. For instance:

It would just sit there, and no one would respond to it...and then I’d be like “ah ok” I’m just kind of in an echo chamber [laughs]...so embarrassing...[interviewer: how come?] cos like no one would really care. It would just kind of sit there and look weird. It’s like having a spotlight on yourself and everyone just staring at you and it’s completely silent. [Ruby]

This idea of sharing anxiety—that is, the phenomenon of experiencing anxiety at the prospect of posting a message to the social network—interrupted young people’s ability to act spontaneously in the social space. They reported feeling frozen in moments of rumination about possible negative consequences of posting that could go on for a short time, such as minutes, or could impede them from posting on the platform throughout their whole Horyzons experience, despite identifying that there was content they would like to share with other members. Interestingly, however, all but one participant who reported experiencing sharing anxiety about posting but went on to post did not go on to report any negative consequences of posting. On the contrary, Audrey reported that although replies to her posts in the Horyzons space were slower than she was accustomed to on other social networks, she described feeling “patient” while waiting a “day or two” for a reply and felt “excited” when she received a response. Furthermore, she felt “happy” to receive fewer comments on Horyzons than compared with other social media because she considered the replies received on Horyzons to be genuine and “not just for attention.”

However, one particular participant expressed that he continued to think about a post he shared on the network many months after he originally posted it. After initially sharing the post, Jacob became concerned that a moderator had potentially “hidden” it from the public feed because of the possibility that it was inappropriate:

I don’t know if this is true or not, but I don’t know if a moderator actually hid the post for a bit...I’m not sure...I didn’t write again, because maybe then I started second thinking the post, maybe it wasn’t appropriate. [Jacob]

This confusion transformed into anxious rumination that interrupted Jacob’s ability to post again during his intervention period. This may also be related to his decision that he had reached a “tipping point” and no longer needed the site.

Eugene experienced engaging with the Horyzons platform as incongruous with his sense of self. He considered himself older, more independent, and more advanced in his career than the other members of the platform and as a result, he felt an internalized pressure that he “shouldn’t need this.” Eugene’s social struggle to engage with the platform was also closely tied to the judgments he was concerned his colleagues would make of him. He was concerned that they would not “trust” him professionally if they were aware of his mental health history. Eugene appeared to internalize this stigma and his ability to access support, even when identified as needed, was interrupted.
Discussion

Principal Findings

To the best of our knowledge, this is the first study to qualitatively explore young people’s experiences of using a long-term social media–based intervention in FEP recovery. In relation to social connection, we found that experiences could be grouped into 4 superordinate themes, as detailed above. These themes have the potential to inform the development and implementation of social media–based interventions. We found that (1) peer support on a therapeutic social network could be beneficial and engaging for some, and burdensome for others; (2) the number of log-ins did not neatly reflect a young person’s experience of the intervention, (3) unclear social protocol created an uncomfortable social environment in the digital space, and (4) social anxiety, paranoia, internalized stigma, and the perception of limited autonomy could interrupt a young person’s ability to engage with the platform.

In line with previous findings, results from this study indicated that many participants lacked a confidant in their everyday life, a friend with whom they could confide in regarding their mental health experiences [1]. We found that the therapeutic social network offered participants a much-needed opportunity to feel heard, understood, and supported by their peers. For some, this was the first time they had felt connected to others in this way. These findings support previous research that has identified the value of peer support practice in mental health [24,25]. The supportive dynamic between peers on Horyzons aided in the creation of an embodied space in which young people experienced an ongoing sense of belonging. This study found that young people place great value on the advice and support offered by their peers, at times above that of a trained mental health professional. Some advised that they were more likely to activate behaviors suggested by their peers than those of a clinician. This example emphasizes the powerful role that peer support can, and does, play in shaping young people’s mental health recovery. It also highlights the instrumental way peer support can create a digital environment that is (1) an engaging pathway to mental health treatment and to the web-based intervention itself and (2) a potentially therapeutic dynamic in itself.

In addition, this research also found that it was possible for young people to experience anxiety, to experience burden, and to perform avoidant behaviors at the perceived expectation to provide peer support to others on the web. This example illustrates the varied needs among young people (i.e., what some find helpful, others may find burdensome), as well as the need to consider the autonomy of the user when designing and implementing interventions. This finding highlights the significance of recognizing young people as individuals with individual needs. Fortunately, the mode of digital intervention is well equipped to address this implication by providing customizable treatment options that are applicable to very large groups of diverse individuals.

We found that young people have varying levels of interest with regard to social connection on the web. Therefore, designing customizable interventions that allow young people to identify the importance of this function in regard to their own mental health treatment journey is recommended. For example, personalized onboarding options empower young people to determine the relevance of digital intervention functions, such as the level of peer support they wish to engage with. This places more power in the hands of the user and, in accordance with self-determination theory [26], has the potential to strengthen their engagement with the intervention overall. Furthermore, personalization should be temporally flexible, as this study also found that young people’s mental health needs were dynamic in nature and could change over the course of a long-term intervention.

The knowledge that young people had internal experiences that interrupted their ability to be in the Horyzons space was a novel finding that has not been previously explored. By asking young people about their experiences of using the platform, we were able to elicit internal barriers to use. Social anxiety, level of paranoia, internalized stigma, and lack of perceived autonomy in providing peer support actively interrupted young people’s ability to remain in the Horyzons social space. In line with previous findings that social anxiety is a significant health issue for young people experiencing FEP, this study found that many participants described experiencing social anxiety when using the Horyzons platform [11]. We suggest that anticipating and accounting for these experiences in the design and implementation phase of a digital platform could potentially enhance a young person’s ability to use social media–based interventions. This study found that experiences of social anxiety in the digital therapeutic space may differ from that of offline social anxiety, or even anxiety in commercial social media spaces, such as Instagram and Twitter. For example, fear of overwhelming peers with the content of a mental health post may be unique to the therapeutic social network space. As such, young people may experience a new phenomenon of therapeutic social media anxiety. As such, anticipating and attempting to circumvent these experiences may increase young people’s level of engagement and/or benefit from social media–based interventions. On the basis of these findings, we suggest 3 tangible approaches to addressing digital social anxiety in the therapeutic social network space: (1) As discussed above regarding the personalization of web-based peer support, offer young people the power to customize their level of engagement with others. (2) Pre-empt and creatively account for prevalent digital social anxieties in the design phase of an intervention. For instance, work to normalize the experience of posting anxiety by signposting this as a common fear through comics and quotes from previous users, this may work to normalize and reduce hesitations experienced by the user. (3) Future research should focus on the design of a tool that measures these types of engagement interruptions.

In line with previous findings [27], the results from this study indicate that the level of usage, in this case, the number of log-ins, does not neatly align with a young person’s level of expressed connection with the platform. For instance, young people categorized as low or very low users still contributed to themes that characterized Horyzons as a supportive, connected, and embodied experience. The more limited use of the platform appeared to be driven less by indifference or dislike for the
intervention itself and more by young people’s complex and dynamic social and psychological experiences that interrupted their use of the platform. For example, social anxiety, internalized stigma, level of paranoia, and previous experiences providing peer support were some of the overarching themes that interrupted usage and were related to lower log-ins on the platform. Most young people had strong positive experiences of social connection on Horyzons. Importantly, however, the majority also experienced barriers to engaging with the platform. That is to say, the helpfulness of Horyzons was considered high, but so were the barriers.

This study found that designing a therapeutic social media–based intervention, such as Horyzons, in a similar way to existing commercial SNS archetypes, such as Facebook or Instagram, could create a sense of unease or discomfort for participants due to conflicting social protocols. For example, in many ways, Horyzons felt similar to commercial social media, but there were also distinct differences felt by participants with regard to the different social norms of the platform. For instance, Horyzons encouraged supportive engagement between members. By comparison, a similar act of responding to a personal post on a stranger’s page on Facebook could be considered a social transgression. This highlights a nuanced misalignment between therapeutic and commercial social media protocols. In other words, Horyzons looked and functioned similarly to Facebook, which for participants evoked a Facebook-like behavioral framework. However, the social protocol encouraged by Horyzons did not exactly reflect Facebook’s social protocol. As a result, young people reported feeling concerned or anxious about performing suggested tasks on Horyzons for fear of behaving inappropriately socially. This finding is in line with previously identified concerns [28] that digital mental health services are at risk of engaging in psychological skeuomorphs or the danger of designing derivative models of care and in doing so miss the opportunities that come with reimagining virtual models of care. In some ways, that Horyzons felt similar to commercial SNS may have led to higher user engagement because it is popular and compelling to young people. However, it may have also led to young people experiencing social anxiety or feeling socially exposed due to the nature of the content (ie, sharing mental health experiences in an arena that is not typically experienced in this way). Reimagining how social media–based interventions could still be compelling for young people due to their popularity but feel safer or more socially comfortable to participate in these spaces could be a possible way to reduce internal barriers to engagement. Thus, further research on both features and measures that can enhance engagement or reduce interruptions to a young person’s experience of social media–based interventions over the long term would be of interest.

**Strengths and Limitations**

Recruiting a large sample for the original Horyzons RCT contributed to wide variation in platform usage. Thus, for this study, we were able to purposefully sample a diverse representation of young people from a variety of usage groups with the aim of exploring different user experiences that may have been associated with the level of usage. Although we found that low usage did not result from a blanket disinterest in the platform, this variety in sampling allowed for a better insight into the internal experiences that both drove and hindered usage on the platform from a variety of users. Additionally, this is the first study to explore an 18-month intervention period and as such afforded us the opportunity to explore adherence, experiences, and internal barriers to use over time, which had not yet been previously explored for this length of duration. With regard to limitations, recall bias could have impacted the participant’s ability to discuss their experience with the intervention. It could be beneficial to interview participants closer to the completion of their intervention time or in accordance with user design theory, which may suggest interviewing in parallel with the intervention.

**Conclusions**

We found that Horyzon’s therapeutic social network fostered connection and understanding between young people. It also aided in the creation of an embodied experience that afforded young people with FEP a sense of self-recognition and belonging over the longer-term. However, although we found that most young people had strong positive experiences of social connection on Horyzons, we also found that they experienced significant barriers that could substantively interrupt their ability to use the platform. We found that social anxiety, paranoia, internalized stigma, lack of autonomy, and social protocol confusion interfered with young people’s usage of the platform. From a design perspective, digital interventions are flexible and thus equipped to begin addressing these implications by providing customizable and personalized treatment options that account for varying levels of social connection and psychological need that could otherwise interrupt young people’s usage of social media–based interventions.
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Abstract

Background: Early excess and inadequate gestational weight gain (GWG) have been associated with negative outcomes for mother and child. The use of digital media to deliver pregnancy lifestyle interventions is increasing, but there is little data on participant engagement. The Pregnancy Lifestyle Activity and Nutrition (PLAN) intervention pilot study was an electronic health and dietetic-delivered intervention program promoting healthy GWG in early pregnancy.

Objective: This study aims to explore the interactions of participants with the program and to assess its acceptability.

Methods: This study uses both quantitative and qualitative methods using data from parent randomized controlled trial (ACTRN12617000725369). Quantitative data from 22 participants in the intervention arm who completed the study provided measures of the interactions participants had with the digital components of the program and with dietetic consultations. A descriptive qualitative analysis employed semistructured interviews with 9 participants to elicit views on the acceptability of the intervention and its components.

Results: The electronic delivery of information and recording of weight from 8 to 20 weeks of gestation were universally accepted. Component (face-to-face dietitian, weight tracker, website information delivery, and SMS goal prompting) acceptability and engagement differed between individuals. A total of 4 key themes emerged from the qualitative analysis: supporting lifestyle change, component acceptability and value, delivery platforms, and engagement barriers.

Conclusions: The PLAN intervention and its delivery via a blend of personal dietetic consultations and digital program delivery was found to be acceptable and valuable to pregnant women. Individuals responded differently to various components, emphasizing the importance of including women in the development of lifestyle interventions and allowing participants to choose and tailor programs. Larger randomized controlled trials using these insights in a broader section of the community are needed to inform the iterative development of practical, time-efficient, and cost-effective ways of supporting optimal GWG with the potential to optimize outcomes for pregnant women and their child.

(J Med Internet Res 2020;22(6):e17845) doi:10.2196/17845
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Introduction

Background

Gestational weight gain (GWG) has emerged as an important health variable contributing to the health of both mother and child. Weight gained outside the recommended Institute of Medicine guidelines [1] across all prepregnancy BMIs is associated with negative short- and long-term health outcomes [2,3]. For example, excess GWG increases the risk of antenatal hypertensive disorders, gestational diabetes, and atypical delivery outcomes [2,4-8], along with maternal, infant, and later life overweight or obesity [4,6]. Over the last two decades, women have increasingly failed to meet GWG recommendations, with more recently an estimated 30% to 65% of women in developed countries, across all prepregnancy BMI categories, exceeding the recommended guidelines for GWG [9,10]. These figures highlight the need for better education directed toward prevention.

Research interest in GWG has seen an increasing number of studies promoting healthy GWG through diet only, exercise only, and combined diet and exercise interventions, compared with standard care [11]. A limitation of many of these interventions is the reliance on support from research staff or health professionals, restricting the reach and scalability to larger sections of the community [12]. More recently, a small number of pilot studies have investigated the digital delivery of GWG interventions using internet and mobile phones (electronic health [eHealth] and mobile health [mHealth]), and the results from these studies show promise [13-15]. Digital delivery potentially offers an opportunity to augment health professional care and provide trusted source information across demographic groups through a low-cost, easy access method [16]. Although a 2017 meta-analysis of the effectiveness of eHealth technologies on GWG found a nonsignificant pooled result in only six studies, it emphasized that the engagement of participants was critical to the success of digitally delivered interventions [13].

Understanding how participants engage and the experiences they have with interventions is crucial to assist in their evaluation and to inform improvement [17,18]. According to O’Brien et al [19], engagement may be defined as “the ability to engage and sustain engagement in digital environments.” A number of papers have emphasized the importance of understanding and incorporating the views and engagement metrics of stakeholders into the evaluation of digital interventions [17,18]. For example, in a review of mobile technology in psychosocial and health behavior treatments by Heron and Smyth [17], the authors suggest that interventions need to be more sensitive to individual characteristics and needs of stakeholders. They argued that incorporating end-user feedback into evaluation will facilitate the feasibility and acceptability of interventions. There is a scarcity of literature evaluating participants’ engagement with pregnancy and GWG interventions.

The Pregnancy Lifestyle Activity and Nutrition (PLAN) randomized controlled trial aimed to promote healthy GWG in early pregnancy via an eHealth and dietetic-delivered intervention [20]. Women were recruited between 8 and 11 weeks of gestation and randomized to the intervention or routine antenatal care. The 12-week intervention involved one dietetic one-on-one consultation, examining diet and physical activity, and a web-based and SMS program providing diet, physical activity, and well-being advice. The digital component of the program included tracking of GWG, lifestyle goal setting and feedback and diet, physical activity, and mental health information delivered weekly. Participants were then followed up to 3 months postpartum.

A total of 57 women, with a mean age of 33.3 (SD 2) years and a mean gestational age of 9.2 (SD 1.2) weeks, were recruited. The mean BMIs of women in the control and intervention groups at enrollment were 25.3 (SD 5.3) kg/m$^2$ and 26.0 (SD 1.3) kg/m$^2$, respectively. A total of 43/57 (75%) participants (control group: 19 and intervention group: 24) completed the study. Of the 24 participants in the intervention arm, 22 completed the 12-week intervention program. Although the pilot-sized numbers precluded the power to detect differences in GWG, as well as pregnancy and infant outcomes, infants weighed less in the intervention group (6193 g versus 5405 g; P=0.01) at 3 months. Furthermore, participants in the intervention arm demonstrated a mean decrease in total fat consumption, increase in fruit serves per day, and score ranking perceived importance of dietary change, compared with participants in the control group. Although limited in number, these pilot results and learnings contribute to the literature on dietetic and digitally delivered antenatal interventions.

Objective

Consistent with the postevaluation phase of the development and evaluation processes for digitally delivered interventions [18], this study aimed to explore women’s engagement and perspectives on the PLAN eHealth and dietetic intervention [20].

Methods

This mixed methods study used quantitative assessment for the interaction with the PLAN intervention and qualitative assessment to investigate women’s engagement with and acceptance of the PLAN intervention.

The mHealth Development and Evaluation framework [18] and the Process-Evaluation Plan for Assessing Health Programme Implementation [21] informed the development of this study. The Consolidated Reporting Criteria for Qualitative Studies [22] informed the reporting of this study (Multimedia Appendix 1).

Ethics approval was obtained from the human research ethics committees of Joondalup Health Campus (October 17, 2015; ethics number 1525) and St John of God Health Care (May 26, 2016; ethics number 873). The trial was registered with the Australian New Zealand Clinical Trials Registry (ACTRN12617000725369).

Quantitative Assessment of Intervention Engagement

Intervention interaction was measured post hoc by program-generated data. The data were extracted from...
participants in the intervention arm who participated in the 12-week intervention (n=22).

Data Collection
The characteristics of the participants, including sociodemographic and GWG, were collected from the program data. Indicators of interaction were extracted from the program data files and included retention (numbers completing the trial), dose delivered (contacts delivered), and intervention engagement (contact with the program elements).

The contacts delivered included dietetic consultation, emails with links to lifestyle information and weight tracking prompting, and SMS for goal prompting. Contacts with the program elements included attendance at the dietetic consultation, accessing the web-based app, input into weight tracking, and replies to the goal accomplishments. Data on the frequency and depth of website access were not available.

Data Analysis
Quantitative interaction and participants’ characteristics were analyzed with categorical variables reported as numbers and percentages and continuous variables reported as means and SDs.

Qualitative Assessment of Intervention Engagement and Acceptance
A qualitative descriptive research methodology [23,24] using semistructured interviews was employed to obtain in-depth data from consenting women.

Study Participants
Women who had completed the active 12-week phase of the PLAN intervention (n=22) were invited to participate in the qualitative review by the PLAN research coordinator.

Data Collection
Telephone interviews were conducted by an independent female interviewer trained in qualitative research methods and not involved in the PLAN study (JCW, a research fellow). The participants were informed that JCW was an independent researcher from a different university and had experience in this qualitative area of research. The content of the standard interview guide (Multimedia Appendix 2) was developed by R-CH. The semistructured and structured questions aimed to elicit women’s views on the PLAN intervention, its components, and potential improvements. In addition, women were asked to rate the experience of the PLAN intervention on helping follow a healthier lifestyle during pregnancy (1=not good and 10=very good). The interviews were digitally recorded with the consent of the participants. Field notes were collected by JCW during and after the telephone interviews.

Data Analysis
Data immersion, coding, category creation, and thematic analysis were used to find repeated patterns of meaning across datasets [25,26]. The researchers (JCW and R-CH) used an inductive approach using raw data to derive themes through interpretations made from the raw data [27].

Results
Participants
The sociodemographic and GWG characteristics of the women in the total PLAN study are reported elsewhere [20]. The sociodemographic and GWG characteristics of the 22 participants in this substudy are provided in Table 1. The mean age of participants was 33.0 (SD 4.1) years, with a mean gestational age of 9.0 (SD 1.2) weeks at recruitment. The mean self-reported prepregnancy BMI was 25.4 (SD 4.7) kg/m², and one-fifth of the participants (21%) gained weight within the GWG guidelines. The majority of the participants (91%) had private antenatal care, and nearly two-thirds (64%) of those reported that their education held postsecondary qualifications.
Table 1. Characteristics of participants in the active Pregnancy Lifestyle Activity and Nutrition intervention arm and qualitative interviews.

<table>
<thead>
<tr>
<th>Participant characteristic</th>
<th>Participants in the intervention arm who completed the study (n=22)</th>
<th>Qualitative interviews (n=9)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Maternal age (years), mean (SD)</td>
<td>33.0 (4.1)</td>
<td>33.0 (3.2)</td>
</tr>
<tr>
<td>Enrollment gestational age (weeks), mean (SD)</td>
<td>9.0 (1.2)</td>
<td>9.0 (1.3)</td>
</tr>
<tr>
<td>Reported prepregnancy BMI (kg/m²), mean (SD)</td>
<td>25.4 (4.7)</td>
<td>26.7 (4.3)</td>
</tr>
<tr>
<td>Measured enrollment BMI (kg/m²), mean (SD)</td>
<td>26.2 (4.9)</td>
<td>28.3 (4.5)</td>
</tr>
<tr>
<td><strong>Enrollment BMI category (kg/m²), n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Underweight (&lt;18.5)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Normal weight (18.5-24.9)</td>
<td>10 (45)</td>
<td>3 (33)</td>
</tr>
<tr>
<td>Overweight (25.0-29.9)</td>
<td>8 (36)</td>
<td>3 (33)</td>
</tr>
<tr>
<td>Obese (≥30.0)</td>
<td>4 (18)</td>
<td>3 (33)</td>
</tr>
<tr>
<td><strong>Ethnicity, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>22 (100)</td>
<td>9 (100)</td>
</tr>
<tr>
<td>Private health care, n (%)</td>
<td>20 (91)</td>
<td>9 (100)</td>
</tr>
<tr>
<td><strong>Household income, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;AUD $100,000 (US $64,368)</td>
<td>2 (9)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>AUD $100,001-AUD $150,000 (US $64,368-US $96,552)</td>
<td>6 (27)</td>
<td>1 (11)</td>
</tr>
<tr>
<td>&gt;AUD $150,000 (US $96,552)</td>
<td>12 (54)</td>
<td>5 (56)</td>
</tr>
<tr>
<td>Did not answer</td>
<td>2 (9)</td>
<td>3 (33)</td>
</tr>
<tr>
<td><strong>Highest level of education, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tertiary</td>
<td>12 (54)</td>
<td>5 (56)</td>
</tr>
<tr>
<td>Other (diploma or trade)</td>
<td>2 (9)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Secondary or below</td>
<td>5 (23)</td>
<td>1 (11)</td>
</tr>
<tr>
<td>Unknown</td>
<td>3 (14)</td>
<td>3 (33)</td>
</tr>
<tr>
<td><strong>Parity, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nulliparous</td>
<td>9 (41)</td>
<td>3 (33)</td>
</tr>
<tr>
<td>Multiparous</td>
<td>12 (54)</td>
<td>3 (33)</td>
</tr>
<tr>
<td>Unknown</td>
<td>1 (4)</td>
<td>3 (33)</td>
</tr>
<tr>
<td><strong>Total gestational weight gain (kg), mean (SD)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Below</td>
<td>13.1 (3)</td>
<td>14.7 (4)</td>
</tr>
<tr>
<td>Within</td>
<td>5 (21)</td>
<td>1 (11)</td>
</tr>
<tr>
<td>Exceed</td>
<td>5 (21)</td>
<td>2 (22)</td>
</tr>
<tr>
<td><strong>Gestational weight gain within Institute of Medicine guidelines</strong>, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Below</td>
<td>12 (54)</td>
<td>6 (67)</td>
</tr>
</tbody>
</table>

*Intervention period.

Quantitative Assessment of Intervention Interactions: Intervention Interaction Data

All women accessed the website during the course of the program. Nearly all women (21/22, 96%) attended the dietetic visit and completed the accelerometer tracking (Table 2). Over the 12-week active intervention period, 31 emails were sent to each participant to notify them of a new release of nutrition, physical activity, and GWG information related to their pregnancy stage. In addition, over this period, a mean of 4.46 (SD 6.24) emails were sent to remind participants to input their weight on the website if this had not been completed. The total number of inputs for weight totaled 23.17 (SD 24.21), ranging from 1 to 92. One-fourth of participants (n=5/22, 23%) received emails notifying them of excessive weight gain (3 participants received 1 notification, 1 participant received 2 notifications, and 1 participant received 3 notifications).
Table 2. Intervention interaction data (n=22).

<table>
<thead>
<tr>
<th>Components of the Intervention</th>
<th>Values</th>
<th>Range</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Program component delivery, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dietetic visit with personalized nutrition and physical activity assessment and education</td>
<td>21 (96)</td>
<td>N/A(^a)</td>
</tr>
<tr>
<td>Accelerometer wear and feedback</td>
<td>21 (96)</td>
<td>N/A</td>
</tr>
<tr>
<td>Website access(^b)</td>
<td>22 (100)</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Email engagement(^c), mean (SD)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Emails sent regarding new material on the web</td>
<td>31 (0)</td>
<td>31-31</td>
</tr>
<tr>
<td>Number of emails received reminding to input weight</td>
<td>4.46 (6.24)</td>
<td>0-23</td>
</tr>
<tr>
<td>Number of emails received warning of excess gestational weight gain</td>
<td>0.33 (0.75)</td>
<td>0-3</td>
</tr>
<tr>
<td>SMS messages sent prompting SMART(^d) goal</td>
<td>8.5 (1.5)(^e)</td>
<td>3-9</td>
</tr>
<tr>
<td>Reply to SMS message prompting SMART goal setting</td>
<td>2.96 (2.65)</td>
<td>0-8</td>
</tr>
<tr>
<td>Weight input: active self-monitoring</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Number of weight inputs by participants</td>
<td>23.17 (24.21)</td>
<td>1-92</td>
</tr>
</tbody>
</table>

\(^a\)Not applicable.  
\(^b\)Website access data only. Frequency of access not available.  
\(^c\)Value reflects the mean number of participants (SD).  
\(^d\)SMART: specific, measurable, attainable, realistic, and time-based.  
\(^e\)A total of 19 participants received all 9 reminders over the course of the active intervention, 3 opted out at weeks 4, 6, and 9, and hence, they received 3, 5, and 8 SMS messages, respectively.

Women were asked to set a specific, measurable, attainable, realistic, and time-based (SMART) goal [28] to assist them with lifestyle behavior change. SMS messages were sent prompting engagement with the SMART goals women set at the program commencement, with an invitation to reply via return SMS. Overall, 3 women opted out of receiving these messages partway through the intervention, receiving between 3 and 8 SMS messages prompting SMART goal engagement. The remaining participants received the full complement of 9 SMS messages prompting SMART goal engagement over the active 12-week period. Over the 12-week period, women replied on average 2.96 (SD 2.65, range 0-8) times to these messages, with 77% (n=17/22) of participants responding at least once with a range of 0 to 8. The SMS replies from the participants indicating if the SMART goal had been attained was positive on 86%, negative on 10%, and neutral on 4% of occasions.

**Emergent Themes**

All participants spoke about their experiences with the PLAN intervention and the acceptability and usefulness of the intervention and its components and offered suggestions for improvement to support them in attaining a healthy GWG and pregnancy lifestyle. Saturation of themes appeared after 7 participants. In all, 4 key areas of focus for the women included the effectiveness of the PLAN intervention to encourage lifestyle change, individual component acceptability, delivery platforms, and barriers to engagement with the PLAN intervention.

**Pregnancy Lifestyle Activity and Nutrition Intervention Supporting Lifestyle Change**

In general, women reported a positive experience with the PLAN intervention. They were asked to rate their experience of the PLAN intervention with helping follow a healthier lifestyle during pregnancy with one (the lowest rating) and ten (the highest rating). A total of 2 participants rated the program a ten, 3 rated it an eight, 3 rated it a seven, and 1 rated it a five. A participant, who rated the program an 8, qualified her answer by rating the active part of the program an 8 and by rating the nonactive part after 20 weeks a two.

When asked if they would recommend the program to a friend, all but 1 woman answered yes and 1 answered maybe. Again, 1 participant qualified the answer by saying yes if the program was fully active and no if it only involved data collection.

The most valuable aspect of PLAN cited by many women was the frequent contact and the level of support and encouragement.
provided. Overall, women conveyed valuing and liking “the extra support in the background”:

I would have liked more mindful about your lifestyle feedback. [Participant 7]

Emails, Websites, and Health Information
All but 2 women reported receiving regular notifications for the release of nutrition, physical activity, and GWG information on the website/web-based app related to their pregnancy stage. A total of 4 women reported reading all the information, 2 reading more than two-thirds, and 3 had not read any information. Many of the women who read the material found that it provided positive information for a lifestyle change and reinforced key health messages. One woman who read the information found the information did not meet her needs by being “too light”:

I liked the simple terms, not too complex. It made you think about your lifestyle. [Participant 6]

[It] reinforced the importance of eating well and being active. [Participant 1]

Although many participants found the quantity of information appropriate, 1 woman found the quantity of information overwhelming. This was partly because of not being able to exercise for medical reasons and found the information that did not relate to her difficulty:

It got a bit overwhelming. I felt bad that I couldn’t read and do things. [Participant 8]

Most of the women who read the information indicated that they liked the information being “fed slowly.” The quantity of nutrition and exercise information each release was deemed “about right.”

All women expressed a desire for the information to continue beyond 20 weeks until pregnancy completion with information tailored to the issues relevant to pregnancy at that stage (eg, reflux). There were 2 women that stated preferences for the information to be provided at the start of the intervention, allowing them to access the correct information when required.

Participants suggested a range of opportunities for improvements to the information, with the most frequently suggested being more practical information about healthy eating, including meal plans and recipes. Additional structured guidance about physical activity was desired by 3 women with more information about the later stages of pregnancy. A few women desired more well-being information:

More information on well-being I think. I was neglectful of myself. [Participant 7]

Moreover, 2 women suggested a more up-to-date “look and feel” and cited “Mind the Bump” and “Huggies” websites as having looks and functionality that they liked.

Goal Setting
Setting SMART goals was described as being “helpful” by some participants. The goals stopped them from becoming “complacent” and were good “external motivation.” The importance of the timing of text messages was mentioned by a few:

It was good to have a reminder. [Participant 8]
Barriers to Engaging in a Pregnancy Lifestyle Program

Barriers to engaging with the PLAN program were mentioned by all participants in the context of barriers to program engagement and barriers to changing lifestyles.

Program-related difficulties included “glitches,” “freezing,” or “incorrect plotting” being reported by many participants. One participant recounted receiving a message telling her that she had gained excess weight when it did not plot that way on the graph. Another described weight being plotted on the graph in the incorrect section. Several women reported that the information was not accessible on mobile devices, which limited information access at convenient times.

Many women reported surprise in the cessation of the program, including the ability to track weight, beyond the active stage of the PLAN intervention at 20 weeks:

*I was not mentally prepared for it [the weight tracker and program] to stop.* [Participant 6]

All but 1 woman wanted to be able to track weight and have the program continue till pregnancy completion to serve as a reminder to keep them on track with regard to lifestyle:

*I would have liked to see it all the way through to after the baby was here. The numbers don’t lie.* [Participant 7]

Women frequently cited barriers to maintaining a healthy lifestyle and following the guidelines set by the PLAN intervention. Morning sickness was a key reason given by 4 women, reflecting the early gestation commencement of the PLAN intervention. Work, family, and time constraints were the next most commonly discussed constraints:

*I didn’t use it all cause of working 52 hours a week.* [Participant 3]

Back pain and other pregnancy-related physical ailments were also cited, particularly as barriers to physical activity:

*I had more pain in my second pregnancy.* [Participant 9]

A common barrier and concern expressed was the perceived inabiity to access “pregnancy-safe” food when eating out. Therefore, some women concluded that it felt easier and safer to purchase unhealthy food that was more likely to be food safe and listeria free.

Discussion

This paper investigated both the quantitative and qualitative engagement of women in the PLAN intervention. The data contribute to the literature on the engagement and acceptability of digitally supported interventions in pregnancy. Of the women who completed the program, the majority accessed the dietetic consultation and the website. Most women read the health information provided and interacted and tracked GWG, whereas fewer women interacted with or replied to the SMART goal–monitoring SMS messages. A total of 4 key areas of focus were elucidated from the qualitative assessment, including the effectiveness of the PLAN intervention to encourage lifestyle change, individual component acceptability, delivery platform acceptability, and barriers to engagement with the PLAN intervention. Overall acceptance of the program was high, with the social support being offered identified as key. The components (dietitian consultation, weight tracker, health information, and goal setting) were identified as mutually exclusive elements of the intervention with variable acceptance. Although there was a consensus that the electronic delivery of information and recording of weight was positive and universally accepted, the cited barriers to adherence varied among the women. Suggestions for improvement of trial design, including an extension of the active program throughout pregnancy, will be incorporated into future program iterations.

The perceived support provided by the intervention program was a strong theme elicited from the women. This supports the findings of others who have found that health interventions, including digital support, can engender a continued sense of support and community [29-31]. Indeed, social support is an important technique [32] in lifestyle pregnancy interventions that have successfully altered GWG [15,21,33]. Digitally delivered interventions provide the opportunity for more frequent interactions delivered beyond the traditionally delivered environments [31].
This intervention mapped many of the key behavioral change variables required for behavior change [34], including providing information on the behavior-health link, goal setting, review of goals, and self-monitoring. The inclusion of behavior change techniques may be most effective when combined with dietary advice in GWG interventions [35]. Digital technologies capitalize on the ability to extend the reach of intervention delivery beyond a health professional appointment and expand the range of behavior change techniques that can be included [36]. Evidence for blended health professional and digitally delivered interventions is still limited to a small number of studies, and further research is needed to explore what types of blended interventions may be most effective and acceptable to both women and health professionals.

Individual participants identified greater affinity for different intervention components. Although some women identified the weight tracker as one of the most valuable components, others nominated the health information or dietitian visit as key. This highlights the importance of offering a suite of products and interactions that allows women to tailor their own programs and interactions according to their preferences, including personal physical and mental health and social support. This is consistent with a study by Willcox et al [37], where both health professionals and women articulated that the individual requirements of women would be best served by interventions that integrated multiple technology elements. This was seen to serve the individual acceptability and use of different technologies and also the needs of different learning styles. Women saw their ability to access different technologies and elements as a way to self-manage or control information acquisition that was unavailable in traditional care models and information sources. Heron and Smyth argue in their review of mobile technology in psychosocial and health behavior research that interventions need to be more sensitive to the individual characteristics and needs of stakeholders [17]. Further investigation with larger trials will be required to understand the underlying differences in characteristics that underpin this and understand how researchers may segment users and target them most appropriately.

One important finding of this study is that the recording of and education around weight was universally accepted by women. The weight tracker was consistently used by many women, and the qualitative interviews elicited positive views on the practice and prompting of weighing. Self-monitoring is known to be a powerful behavior change technique and is frequently adopted in technology interventions [38]. Feedback from all but 1 woman demonstrated the desire to be able to track weight though to pregnancy completion. Previous research has highlighted the need for women to understand their targeted GWG and allow tracking [39]. Although GWG is well understood to impact the health outcomes of both mother and child, concerns are often raised by health professionals as to the appropriateness of weight discussions with pregnant women [40,41]. Health professionals often cite concern for the physical and psychological health of pregnant women and worries about the perceived negative impacts of weight discussions. This study adds to the data supporting that the majority of women are accepting of GWG discussions and tracking. Further research could engage a wide range of health professionals in supporting digital health augmentation to their counseling to ensure that GWG messages are consistent and professionals are equipped with the necessary skills to address weight management in pregnancy.

Strengths and Limitations
A strength of this study was the use of a mixed methods design incorporating both quantitative engagement data and qualitative engagement and acceptability data. The pilot size of the original PLAN study, and hence the qualitative work, may be viewed as a limitation. Despite this, the application of qualitative research methods was able to define certain themes. Furthermore, the additional corroborating objective measures of engagement, such as frequency of weight entry and SMS response, correlated well with what was reported in the interviews, providing greater evidence for the integrity of the information obtained. Larger-scale studies with analysis of participant engagement and health outcomes will allow further exploration of engagement variables. Another limitation of the study was the recruitment of predominantly private patients from an upper socioeconomic stratum, with the complexity of recruiting early gestational age participants under public care. Recruiting more broadly and tailoring and testing the intervention on a broader section of the community is required. That only half of the women agreed to participate in the qualitative interviews may be viewed as a limitation. Although saturation was reached after 7 participants, the nonresponders may have held alternate views.

Conclusions
This study investigated the engagement with and acceptability of a combination of eHealth and dietetic intervention to promote healthy GWG in pregnant women. Women universally found the blended model of a dietitian consult and digital information and tracking acceptable and opportune. However, participants responded more favorably to different elements of the intervention and described a range of factors to enhance future interventions in preventing excess weight gain in pregnancy. This pilot study contributes to the literature on participant engagement and provides participant-related themes, including the importance of choice and tailoring, to inform future research.
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Abstract

Background: A decreased capacity to self-manage medications results in nonadherence, medication errors, and drug-related problems in older adults. Previous research identified 80 electronic medication adherence products available to assist patients with self-management of medications. Unfortunately, the usability and workload of these products are unknown.

Objective: This study aimed to examine the usability and workload of a sample of electronic medication adherence products.

Methods: In a prospective, mixed methods study, a sample of older adults, health care professionals, and caregivers tested the usability and workload of 21 electronic medication adherence products. Each participant tested 5 products, one at a time, after which they completed the system usability scale (SUS) and NASA-task load index (NASA-TLX), instruments that measure the usability and workload involved in using a product. Higher SUS scores indicate more user-friendliness, whereas lower NASA-TLX raw scores indicate less workload when using a product.

Results: Electronic medication adherence products required a mean of 12.7 steps (range 5-20) for the appropriate use and took, on average, 15.19 min to complete the setup tasks (range 1-56). Participants were able to complete all steps without assistance 55.3% of the time (103 out of the 186 tests were completed by 39 participants; range 0%-100%). The mean SUS and NASA-TLX raw scores were 52.8 (SD 28.7; range 0-100) and 50.0 (SD 25.7; range 4.2-99.2), respectively, revealing significant variability among the electronic medication adherence products. The most user-friendly products were found to be TimerCap travel size (mean 78.67, SD 15.57; P=.03) and eNNOVEA Weekly Planner with Advanced Auto Reminder (mean 78.13, SD 14.13; P=.049) as compared with MedReady 1700 automated medication dispenser (mean 28.63, SD 21.24). Similarly, MedReady (72.92, SD 18.69) was found to be significantly more work intensive when compared with TimerCap (29.35, SD 20.35; P=.03), e-pill MedGlider home medication management system (28.43, SD 20.80; P=.02), and eNNOVEA (28.65, SD 14.97; P=.03). The e-pill MedTime Station automatic pill dispenser with tipper (71.77, SD 21.98) had significantly more workload than TimerCap (P=.04), MedGlider (P=.03), and eNNOVEA (P=.04).

Conclusions: This study demonstrated that variability exists in the usability and workload of different electronic medication adherence products among older adults, caregivers, and clinicians. With few studies having investigated the usability and workload of electronic medication adherence products, no benchmarks exist to compare the usability and workload of these products. However, our study highlights the need to assess the usability and workload of different products marketed to assist with medication taking and provides guidance to clinicians regarding electronic medication adherence product recommendations for their patients.
Future development of electronic medication adherence products should ensure that the target populations of patients are able to use these products adequately to improve medication management.

*(J Med Internet Res 2020;22(6):e18073) doi:10.2196/18073*
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**Introduction**

**Background**

The global population is aging, and as a result, the proportion of older adults is growing rapidly. In 2017, there were 962 million individuals aged 60 years and older; by 2050, there will be 2.1 billion, accounting for 1 out of every 5 people [1]. With an increasing life expectancy, a greater proportion of the population is living well into their seventh and eighth decades, resulting in increases in the prevalence of chronic disease and comorbid medical conditions [2-4]. Indeed, in high-income countries, 86% of the burden of disease is due to noncommunicable chronic diseases; this is a phenomenon that is being replicated in middle- and low-income countries, as the ability to address infectious and parasitic diseases grows [2]. Chronic diseases such as heart disease, hypertension, diabetes, and cancer, among others, are typically managed with medications, in many cases, with multiple medications [5-7]. The use of multiple medications, commonly referred to as polypharmacy, for the treatment of comorbid conditions, brings its own set of complexities, including adverse effects, drug interactions, drug-induced disease, complex drug dosing regimens, and nonadherence, all of which increase the risk of hospitalization and mortality [5,8-10].

Medication nonadherence is a particularly problematic issue affecting older adults and results in suboptimal control of chronic conditions leading to poor health outcomes, hospitalizations, and significant health care costs [11,12]. For example, among patients aged 75 years and older, nonadherence to bisphosphonates resulted in an odds ratio of 1.49 for osteoporotic fractures and 13.4% higher medical costs than adherent patients [13]. Among older adults with epilepsy, the odds ratio of utilization of inpatient services was 0.66 among patients adherent to antiepileptic drugs compared with nonadherent patients and 13.2% less cost on the total direct health care costs [14]. Similarly, a population-level evaluation of the economic impact of nonadherence to medications used for the treatment of diabetes, heart failure, hyperlipidemia, and hypertension among Medicare beneficiaries in the United States demonstrated that improvement in adherence would result in an annual reduction of 117, 594 emergency department visits and over 7 million inpatient hospital days among patients with hypertension [15]. Likewise, reductions in these health care costs would also be realized in patients with hyperlipidemia, diabetes, and heart failure [15].

Adherence is defined as “the degree to which the person’s behavior corresponds with the agreed recommendations of a healthcare provider” [16]. Nonadherence to medications can arise from an intentional, active, and conscious decision to deviate, or result from passive, unintentional divergence from the prescribed dosing regimen [17,18]. Common causes of intentional nonadherence among older adults include beliefs related to the patient perception of illness and necessity for medications, experience of adverse events from medications, patient-prescriber relationship, and complexities related to dosing regimens of multiple medications [17]. Among older adults, nonadherence to medications can arise from several different factors, including patient-related, medication-related, health care provider–related, health care system–related, and socioeconomic-related factors [19]. Among the medication-related factors that can lead to inadvertent or unintentional nonadherence are dosing regimens, formulations, and packaging of medications [19]. Additionally, patient-related factors such as physical functioning (eg, vision limitations, impaired hearing, and poor dexterity) and cognitive impairment impact a patient’s ability to accurately administer medications, that is, the ability to take the right dose of the right medication at the right time [19-27]. These limitations are well recognized in both the clinical and research environments. As a result, several tools that measure the functional capacity of an older adult to manage medications have been developed to assist clinicians and patients in identifying different limitations in physical and cognitive capacities [28,29]. Several different strategies have been designed to address this need, including telephone reminders, memory aids and cues, pill boxes and dosettes, and compliance or blister-packaging, among others. However, systematic reviews indicate that the effectiveness of many of these strategies has produced mixed results in terms of the impact on adherence [30-32]. A systematic search for electronic products marketed to assist with medication management conducted in 2016 revealed that more than 80 such products were available for purchase to Canadians to address medication management needs [33]. These electronic medication adherence products may have audio and/or visual alarms, locking features, report-generating abilities, and real-time adherence monitoring, among others. These electronic medication adherence products are physical products that a patient can purchase and are not mobile or web-based apps. They may have a mobile or web-based app accessory to the product, but this is not the sole product. Very few of these commercially available electronic medication adherence products have been tested for usability and/or workload.

The usability of a product refers to the “facility with which users can use a technological artefact to achieve a particular goal” [34]. Before examining the effectiveness of these products on adherence and clinical outcomes, usability should be established. Products that are not user-friendly have the potential to worsen adherence in older adults. If a product is not practical, is socially unacceptable, has limited learnability, is inefficient and unpleasant to use, or results in increasing error rates, it may negatively affect adherence [35]. Usability is especially
imperative to be established among older adults, given the higher prevalence of cognitive and physical impairments. A conceptual framework developed to address the usability of health technology among older adults highlights 4 different categories, including cognitive barriers, physical impairments, motivational issues, and perception barriers that impact usability and must be addressed [36]. However, usability of the majority of electronic medication adherence products has not been established. Of the products that have been tested, usability varies based on its features and limitations encountered in the participant population. In one study, 96 frail older adults used an electronic automated medication dispensing device for 1 year [37]. In this study, 94% (90/96) of the participants found the device to be easy to use, 95% (91/96) reported that it was reliable, and 95% (91/96) reported that the dispenser gave them peace of mind. However, only 84% (81/96) would consider using the dispenser in the future, and 5 participants indicated that they would require continued assistance from a nurse with pill setup. It is important to note that during this study, participants were not required to fill the dispenser with medications. In another study, 90% (18/20) of the 20 participants aged 55-75 years also indicated satisfaction with a personalized medication support system developed for Android platforms using quick response codes. However, users requested further improvements in printed characters, font sizes, and compatibility, and they noted financial constraints and the requirement of smartphones as limitations [38]. Similar limitations were identified in another study designed to investigate the usability of EMMA (R) among older adults [39]. Major challenges with usability were identified, including a narrow medication loading slot; difficulty in reading the font; and difficulty in identifying, retrieving, and opening delivered medications. In a separate study, usability of medication adherence technology was found to be limited in persons with cognitive impairment [40]. In this study, Mini-Mental Status Examination (MMSE) scores were significantly correlated with the percentage of task success; noncognitively impaired individuals completed 69% of the tasks required to use an integrated medication unit, whereas cognitively impaired individuals were only successful at completing 34.7% of the tasks [40]. Similar issues with navigation, poor visibility, and lack of transparency have been identified in medication management apps available for use in smartphones [41,42]. Usability scores of some of these apps ranged from 42 to 57 on the system usability score (SUS), a validated measure of usability where products are scored from 0 to 100, with higher scores indicating better usability [41,42].

**Objectives**

Given that these studies demonstrated significant variability and limitations in the usability of health technology addressing medication management capacity and adherence and that the usability of many commercially available electronic medication adherence products has not been tested, this study aimed to examine the usability and workload of a range of electronic medication adherence products among older adults, caregivers, and health care providers.

**Methods**

**Study Design**

This study was designed as a prospective, mixed methods study to investigate the usability and workload of 21 electronic medication adherence products. In an effort to measure usability in a multidomain approach, we used both quantitative measures, including validated tools, cognitive walkthroughs, observations, and qualitative one-on-one interviews [35,43]. The paper describes the quantitative findings of this study. We did not develop any of the products tested in our study.

**Sample and Sample Size**

We used purposive sampling techniques to recruit three types of participants for this study: older adults, caregivers of older adults, and health care providers. To be eligible, older adults had to be aged 65 years and older and taking one or more prescription or nonprescription medications regularly, whereas caregivers had to be assisting older adults with medication administration. Older adults and caregivers were recruited through advertising, professional networks, and from a participant pool of older adults who had previously indicated an interest in participating in research. All health care providers were eligible for the study and were recruited primarily through professional networks of researchers.

As 80% of the usability problems can be identified with 5 test-users [34], we aimed to test each product with at least five participants. Therefore, we targeted a recruitment sample of 25, composed of 15 older adults or caregivers and 10 health care providers.

**Products Included**

In total, 23 electronic medication adherence products were purchased for the purposes of this study; however, 1 product was nonfunctional and, as such, was not tested. One product was found to be nonelectronic; however, it was still tested, although the results are not included in this report. Products were chosen with the objective of representing different features such as automated dispensing, number and type of compartments, audio and vibration reminder alarms, cloud connectivity, and medication dispensing tracking. Products that cost over Can $1000 (US $710.84) to purchase were not selected based on funding constraints. The names and details of the electronic medication adherence products tested are described in Table 1.
Table 1. Electronic medication adherence products tested.

<table>
<thead>
<tr>
<th>Name of product</th>
<th>Abbreviated name</th>
<th>Manufacturer</th>
<th>Price (US $)</th>
</tr>
</thead>
<tbody>
<tr>
<td>GMS Med-e-lert automatic pill dispenser</td>
<td>Med-e-lert</td>
<td>Group Medical Supply, LLC</td>
<td>70-109</td>
</tr>
<tr>
<td>LiveFine automatic pill dispenser and reminder</td>
<td>LiveFine</td>
<td>LiveFine</td>
<td>70-109</td>
</tr>
<tr>
<td>MedSmart med-reminder and dispensing system</td>
<td>MedSmart</td>
<td>e-pill</td>
<td>≥109</td>
</tr>
<tr>
<td>e-pill MedTime Station automatic pill dispenser with tipper</td>
<td>MedTime Station</td>
<td>e-pill</td>
<td>≥109</td>
</tr>
<tr>
<td>TimerCap travel size</td>
<td>TimerCap T</td>
<td>TimerCap, LLC</td>
<td>&lt;30</td>
</tr>
<tr>
<td>TimerCap universal size</td>
<td>TimerCap U</td>
<td>TimerCap, LLC</td>
<td>&lt;30</td>
</tr>
<tr>
<td>Jones medication adherence system 14-unit card</td>
<td>Jones</td>
<td>Jones Packaging Inc</td>
<td>N/A</td>
</tr>
<tr>
<td>Reizen vibrating pill box</td>
<td>Reizen</td>
<td>Reizen</td>
<td>&lt;30</td>
</tr>
<tr>
<td>VitaCarry advanced pill case</td>
<td>VitaCarry</td>
<td>VitaCarry</td>
<td>30-69</td>
</tr>
<tr>
<td>Nishiki round pill box with alarm</td>
<td>Nishiki</td>
<td>Nishiki</td>
<td>&lt;30</td>
</tr>
<tr>
<td>MedGlider system 1 with talking reminder</td>
<td>Medport MedGlider</td>
<td>Medport</td>
<td>30-69</td>
</tr>
<tr>
<td>Patterson medical tabtime super 8</td>
<td>TabTime</td>
<td>Tabtime LTD</td>
<td>30-69</td>
</tr>
<tr>
<td>100-Hour pill reminder</td>
<td>100-Hour</td>
<td>Aidapt</td>
<td>&lt;30</td>
</tr>
<tr>
<td>Med-Q smart pill box</td>
<td>Med-Q</td>
<td>Med-Q</td>
<td>70-109</td>
</tr>
<tr>
<td>e-pill MedGlider home medication management system</td>
<td>e-pill MedGlider</td>
<td>e-pill</td>
<td>30-69</td>
</tr>
<tr>
<td>MedCentre system</td>
<td>MedCentre</td>
<td>MedCenter Systems, LLC</td>
<td>30-69</td>
</tr>
<tr>
<td>eNNOVEA Weekly Planner With Advanced Auto Reminder</td>
<td>eNNOVEA</td>
<td>eNNOVEA Medical, LLC</td>
<td>70-109</td>
</tr>
<tr>
<td>e-pill Multi-alarm pocket XL</td>
<td>Multi-Alarm</td>
<td>e-pill</td>
<td>30-69</td>
</tr>
<tr>
<td>6 Grid pill storage case with alarm</td>
<td>Pill Storage Case</td>
<td>NR</td>
<td>&lt;30</td>
</tr>
<tr>
<td>Itzbeen pocket doctor</td>
<td>Pocket Doctor</td>
<td>Itzbeen</td>
<td>&lt;30</td>
</tr>
</tbody>
</table>

aGMS: Group Medical Supply.
bPurchased from Amazon Canada or the United States.
cLLC: Limited Liability Company.
de-pill: electronic pill.
ePurchased from Ebay Canada.
fLTD: Limited.

Outcome Measures

Usability: System Usability Scale
SUS is a popular end-of-test subjective assessment of the usability of a product [44,45]. It is a validated, quick, and easily administered tool that has been used to test products across a wide range of industries. It consists of 10 statements (5 positive and 5 negative), which are scored immediately after testing a product on a 5-point Likert scale. Scores range from 0 to 100, with higher scores indicating that a product is more usable.

Workload: NASA-Task Load Index
The NASA-task load index (NASA-TLX) measures the workload required to complete a task [46]. It consists of 6 subscales: mental, physical, demand, frustration, effort, and performance. Participants were asked to rate each of the above-mentioned variables on a 20-point scale that measures from high to low (scored from 0 to 100) [46]. The tool has been applied in various fields, such as measuring workload in persons working in critical care, performing surgery, commercial aviation, and daily activities (such as operating a medical device at home) [47]. There are 2 ways to calculate the score. For the purpose of this study, we calculated the average of the ratings of the 6 items for each participant [47]. Lower scores indicate less workload.

Task Completion Times, Task Completion Rates, and Error Rates: Cognitive Walkthrough Checklist, Thinking Aloud
A cognitive walkthrough checklist was used to portray the cognitive tasks an individual performs while completing a series of complex tasks [48]. Individual cognitive walkthrough checklists were developed for each tested electronic medication adherence product. Cognitive walkthroughs were designed as outlined by Kushrinuk and Patel [48] and included (1) identifying the end users of the medication adherence products.
Mock Medication Regimen

A mock polypharmacy medication regimen was developed for the purpose of this study. Placebo tablets (national product number 00501190, Odan Laboratory, lot #188628A, 100 mg lactose tablets), candy (Tic Tac), and placebo capsules (manufactured in-house) were used to represent the following medications (with administration instructions as indicated here): warfarin 2 mg once daily on Monday, Wednesday, and Friday and 3 mg once daily on Tuesday, Thursday, Saturday, and Sunday; pantoprazole 20 mg twice daily; phenytoin 100 mg, 1 capsule in the morning and 2 capsules in the evening; and propranolol 20 mg, half a tablet once daily for 2 days, then 1 tablet daily. The dosing regimen was designed to reflect commonly prescribed regimens. Participants were required to use the mock medications and instructions provided on the prescription labels to fill the medication adherence products they were testing in an effort to reflect activities conducted in real-life scenarios. For each product participants tested, they were required to use the same mock regimen.

Testing Procedures

Each participant tested 5 electronic medication adherence products. No training was provided to participants as this option would not be available in the community setting, but participants were provided with manufacturer instructions. If manufacturer instructions were not enclosed with the product, researchers accessed web-based instructions and provided them to the participant. Each participant was required to perform a series of tasks while thinking aloud, covering all aspects of using the product. At the end of each product testing, participants were asked to complete both the SUS and NASA-TLX. Finally, each participant was invited to an optional one-to-one semistructured interview examining participant perceptions about the features of the products, if they would consider using the product for managing their medications or if they would recommend the product to friends or family members. The results of the qualitative analysis for the one-to-one interviews are not presented in this analysis.

Data Collection and Statistical Analysis

The SUS and NASA-TLX were provided to participants to complete in a paper format at the end of each product testing. The cognitive walkthrough checklist was completed by a research team member for each product. The audio recordings were then used to ensure the accuracy of the observations completed by a second team member. Data were entered in Microsoft Excel spreadsheets (Microsoft Excel version 16.16.14, 2016), Microsoft Word (Microsoft Word version 16.16.13, 2016), and Microsoft Access (Microsoft Access Version 16.0.4738.100, 2016).

SUS and NASA-TLX scores for the different electronic medication adherence products were analyzed using RStudio version 3.5.1 (2018-07-02). A repeated-measures analysis of variance (ANOVA) was used to compare both SUS and NASA-TLX scores of all the products, followed by Tukey posthoc analysis. The Pearson correlation was used to determine if there was a statistically significant relationship between SUS scores, that is, usability and NASA-TLX scores, that is, workload.

Error rate was calculated by dividing the number of total errors made (per person per product) by the total number of steps required to use the product (per product). Mean error rates are reported as percentages. Unassisted task completion rates were calculated by dividing the total number of tasks completed without assistance by each participant for each product by the total number of tasks required to use the particular product. The means of this measure are provided as percentages. Completion rates were calculated as the total number of tasks completed with or without assistance divided by the total number of tasks. Completion times reported are the mean time required to complete the setup and use of each product per participant. Error rates, completion times, and completion rates for each electronic medication adherence product tested are summarized.

Ethical Review and Location

This study was reviewed by and received approval from the University of Waterloo Office of Research Ethics. All participants were informed of the study and provided consent before enrolling. This study was conducted at the University of Waterloo School of Pharmacy in Kitchener, Ontario, Canada.
Results

Participant Demographics
A sample of 39 individuals were recruited to test the electronic medication adherence products in this study, of which 23 were older adults, 5 were caregivers, and 11 were health care professionals. The majority of the 23 older adults were taking more than 5 medications, including prescriptions, vitamin supplements, over the counter drugs, and/or natural health products concurrently (see Table 2).

Almost 70% (16/23) of older adults also reported using a medication aid to assist with medication management, with the most commonly utilized being pill boxes, followed by alarms on a phone/watch and blister pack. All 5 caregivers assisted older adults with their medication management. Of the 11 health care providers, all of them worked with older adults in some capacity, with more than 80% (9/11) assisting with medication taking activities, but all recommending some type of medication aid to older adults (see Table 3).
Table 2. Demographic characteristics of older adults and caregivers.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Older adults (n=23)</th>
<th>Caregivers(n=5)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>11 (48)</td>
<td>4 (80)</td>
</tr>
<tr>
<td>Female</td>
<td>12 (52)</td>
<td>1 (20)</td>
</tr>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>75 (6.7)</td>
<td>73.2 (4.49)</td>
</tr>
<tr>
<td>Mode</td>
<td>82</td>
<td>N/A</td>
</tr>
<tr>
<td>Median</td>
<td>75</td>
<td>71</td>
</tr>
<tr>
<td>Range</td>
<td>65-87</td>
<td>69-79</td>
</tr>
<tr>
<td><strong>Number of medications taken per participant</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>7.5 (3.3)</td>
<td>9.8 (5.3)</td>
</tr>
<tr>
<td>Mode</td>
<td>8</td>
<td>N/A</td>
</tr>
<tr>
<td>Median</td>
<td>8</td>
<td>8.5</td>
</tr>
<tr>
<td>Range</td>
<td>1-13</td>
<td>5.17</td>
</tr>
<tr>
<td>Total number of drugs</td>
<td>172</td>
<td>39</td>
</tr>
<tr>
<td><strong>Number of participants taking more than 5 medications per day, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Prescription medications, OTC, vitamin supplements, and herbal</td>
<td>19 (83)</td>
<td>—</td>
</tr>
<tr>
<td>Prescription medications</td>
<td>10 (44)</td>
<td>—</td>
</tr>
<tr>
<td>OTC, vitamin supplements, and herbal</td>
<td>6 (26)</td>
<td>—</td>
</tr>
<tr>
<td><strong>Medication schedule, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Once daily</td>
<td>4 (17)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>More than once daily</td>
<td>19 (83)</td>
<td>5 (100)</td>
</tr>
<tr>
<td><strong>Medication aids use, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total way</td>
<td>16 (70)</td>
<td>5 (100)</td>
</tr>
<tr>
<td>Blister pack</td>
<td>3 (13)</td>
<td>2 (40)</td>
</tr>
<tr>
<td>Pill box</td>
<td>12 (52)</td>
<td>4 (80)</td>
</tr>
<tr>
<td>Alarm (phone and/or watch)</td>
<td>4 (17)</td>
<td>0 (20)</td>
</tr>
<tr>
<td>App</td>
<td>1 (4)</td>
<td>0 (20)</td>
</tr>
<tr>
<td>Calendar and/or message board and/or list</td>
<td>2 (9)</td>
<td>1 (20)</td>
</tr>
<tr>
<td>No</td>
<td>7 (30)</td>
<td>0 (0)</td>
</tr>
<tr>
<td><strong>Medication aids used in combination, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total way</td>
<td>5 (22)</td>
<td>2 (40)</td>
</tr>
<tr>
<td>Pill box and alarm</td>
<td>2 (9)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Pill box and message board and/or list</td>
<td>2 (9)</td>
<td>1 (20)</td>
</tr>
<tr>
<td>Pill box and app</td>
<td>1 (4)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Pill box and blister pack</td>
<td>0 (0)</td>
<td>1 (20)</td>
</tr>
</tbody>
</table>
Reported by caregiver for the patient.

N/A: not applicable.

OTC: Over the counter.

Not reported.

One participant reported not using any medication aid but stated that they used a pill case only for traveling purposes.

Table 3. Demographic characteristics of health care providers.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Health care providers (n=11)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender, n (%)</td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>2 (18)</td>
</tr>
<tr>
<td>Female</td>
<td>9 (82)</td>
</tr>
<tr>
<td>Occupation, n (%)</td>
<td></td>
</tr>
<tr>
<td>Pharmacist</td>
<td>8 (72)</td>
</tr>
<tr>
<td>Pharmacy student</td>
<td>1 (9)</td>
</tr>
<tr>
<td>Occupational therapist</td>
<td>2 (18)</td>
</tr>
<tr>
<td>Years of practice</td>
<td></td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>8.8 (10.5)</td>
</tr>
<tr>
<td>Mode</td>
<td>1</td>
</tr>
<tr>
<td>Median</td>
<td>5</td>
</tr>
<tr>
<td>Range</td>
<td>0-37</td>
</tr>
<tr>
<td>Older adults worked with/dispensed prescriptions for, n (%)</td>
<td></td>
</tr>
<tr>
<td>&lt;10</td>
<td>1 (9)</td>
</tr>
<tr>
<td>10-20</td>
<td>4 (36)</td>
</tr>
<tr>
<td>20-30</td>
<td>1 (9)</td>
</tr>
<tr>
<td>&gt;30</td>
<td>5 (46)</td>
</tr>
<tr>
<td>Assist older adults with medication taking, n (%)</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>9 (82)</td>
</tr>
<tr>
<td>No</td>
<td>2 (18)</td>
</tr>
<tr>
<td>Medication aids recommendation, n (%)</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>11 (100)</td>
</tr>
<tr>
<td>Blister pack</td>
<td>10 (91)</td>
</tr>
<tr>
<td>Pill box/dosette</td>
<td>6 (55)</td>
</tr>
<tr>
<td>Easy snap cap</td>
<td>1 (9)</td>
</tr>
<tr>
<td>Alarm</td>
<td>3 (27)</td>
</tr>
<tr>
<td>Phone app</td>
<td>1 (9)</td>
</tr>
<tr>
<td>No</td>
<td>0 (0)</td>
</tr>
</tbody>
</table>

One health care provider was a pharmacy student and thus had 0 years of practice as a registered pharmacist.

Usability

The overall mean SUS score for all 21 products tested was 52.28 (SD 28.52; range 0-100). The mean SUS score per product ranged from a low of 28.63 (SD 21.240) for the MedReady 1700 automated medication dispenser to a high of 78.67 (SD 15.572) for the TimerCap travel size (Table 4). The mean SUS scores were significantly different between MedReady 1700 automated medication dispenser and the TimerCap travel size (mean 28.63, SD 21.24 vs mean 78.67, SD 15.57; P=.03) and MedReady 1700 automated medication dispenser and the eNNOVEA Weekly Planner with Advanced Auto Reminder (mean 28.63, SD 21.24 vs mean 78.13, SD 14.13; P=.049).
Table 4. Mean system usability scale and NASA-task load index scores

<table>
<thead>
<tr>
<th>Product name</th>
<th>System usability scale</th>
<th>NASA-task load index</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Score, mean (SD)</td>
<td>Score, mean (SD)</td>
</tr>
<tr>
<td></td>
<td>Range</td>
<td>Range</td>
</tr>
<tr>
<td>Med-e-lert</td>
<td>40.75 (31.78)</td>
<td>67.08 (25.60)</td>
</tr>
<tr>
<td>LiveFine</td>
<td>46.50 (27.38)</td>
<td>65.21 (21.32)</td>
</tr>
<tr>
<td>MedReady</td>
<td>38.63 (21.32)</td>
<td>72.92 (18.69)</td>
</tr>
<tr>
<td>MedSmart</td>
<td>41.44 (33.97)</td>
<td>59.23 (25.82)</td>
</tr>
<tr>
<td>MedTime Station</td>
<td>35.13 (17.84)</td>
<td>71.77 (21.98)</td>
</tr>
<tr>
<td>TimerCap T</td>
<td>78.67 (15.57)</td>
<td>29.35 (20.35)</td>
</tr>
<tr>
<td>TimerCap U</td>
<td>56.11 (30.92)</td>
<td>40.56 (27.72)</td>
</tr>
<tr>
<td>Jones</td>
<td>50.64 (24.63)</td>
<td>48.63 (18.11)</td>
</tr>
<tr>
<td>Reizzen</td>
<td>50.67 (24.06)</td>
<td>50.28 (27.46)</td>
</tr>
<tr>
<td>VitaCarry</td>
<td>52.78 (31.69)</td>
<td>46.11 (23.45)</td>
</tr>
<tr>
<td>Nishiki</td>
<td>46.89 (26.50)</td>
<td>56.48 (26.12)</td>
</tr>
<tr>
<td>Medport MedGlider</td>
<td>57.20 (30.85)</td>
<td>45.75 (24.05)</td>
</tr>
<tr>
<td>TabTime</td>
<td>57.89 (31.36)</td>
<td>35.65 (20.30)</td>
</tr>
<tr>
<td>100-Hour</td>
<td>55.78 (25.28)</td>
<td>49.35 (24.57)</td>
</tr>
<tr>
<td>Med-Q</td>
<td>64.60 (27.85)</td>
<td>42.17 (28.70)</td>
</tr>
<tr>
<td>e-pill MedGlider</td>
<td>71.67 (30.84)</td>
<td>28.43 (20.80)</td>
</tr>
<tr>
<td>MedCentre</td>
<td>56.63 (22.10)</td>
<td>52.19 (18.52)</td>
</tr>
<tr>
<td>eNNOVEA</td>
<td>78.13 (14.13)</td>
<td>28.65 (14.97)</td>
</tr>
<tr>
<td>Multi-Alarm</td>
<td>51.56 (24.59)</td>
<td>45.65 (25.79)</td>
</tr>
<tr>
<td>Pill Storage Case</td>
<td>34.75 (22.60)</td>
<td>65.10 (14.17)</td>
</tr>
<tr>
<td>Pocket Doctor</td>
<td>35.00 (33.19)</td>
<td>68.33 (27.37)</td>
</tr>
</tbody>
</table>

Workload

For the 21 products tested, the overall mean NASA-TLX score was 50.43 (SD 25.49; range 4.17-99.17). The mean NASA-TLX score per product ranged from 28.65 (SD 14.97) for the eNNOVEA Weekly Planner with Advanced Auto Reminder to 72.92 (SD 18.69) for the MedReady 1700 automated medication dispenser (Table 4). Similar to SUS scores, ANOVA analysis revealed significant differences in the NASA-TLX raw scores. The NASA-TLX raw scores for the MedReady 1700 automated medication dispenser (mean 72.92, SD 18.69) were significantly higher than those for the TimerCap travel size (mean 29.35, SD 20.35; P=.03), e-pill MedGlider home medication management system (mean 28.43, SD 20.80; P=.02), and eNNOVEA (mean 28.65, SD 14.97; P=.03). The e-pill MedTime Station automatic pill dispenser with tipper (mean 71.77, SD 21.98) demonstrated significantly higher workload than TimerCap (P=.04), MedGlider (P=.03), and eNNOVEA (P=.04).

Correlation Between System Usability Scale Scores and NASA-Task Load Index Scores

The SUS scores were highly correlated with NASA-TLX scores (Pearson r=-0.877; 95% CI -0.907 to 0.839; df=184; P<.001), such that an increase in usability of the product was inversely correlated with decreasing workload involved in using the product.

Mean Time to Task Completion, Task Completion, and Error Rates

The number of tasks and the number of steps within each task to use a product varied depending on the characteristics and features of the products. Products required an average of 12.7 steps (SD 4.1; range 5-20) for use and included steps such as inserting the key into the lock, rotating the key clockwise, and pinching the tab to open the product. These steps were grouped into tasks such as opening the product, loading the product with placebo pills or Tic Tac candy as per the standardized mock medication schedule provided, closing the product, setting an alarm, and removing the medications from the product after the alarm sounds (Table 5). On average, with assistance from a research team member, participants were able to complete 97% of the tasks required to use a product (SD 8.97%; range 16.7%-100%). However, without the assistance of a researcher, participants were only able to complete 100% of all steps required to use a product in 103 of 186 product tests (103/168, 55.3%; range: 0%-100%).
### Table 5. Mean error rates, completion time, unassisted task completion, and completion rates of electronic medication adherence products tested.

<table>
<thead>
<tr>
<th>Abbreviated product name</th>
<th>Total number of steps</th>
<th>Description of tasks</th>
<th>Mean time to task completion (min:sec)</th>
<th>Mean error rate (%)</th>
<th>Mean unassisted task completion (%)</th>
<th>Mean completion rate (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Med-e-lert</td>
<td>18</td>
<td>Open and fill medica-</td>
<td>X</td>
<td>17:24</td>
<td>22</td>
<td>81</td>
</tr>
<tr>
<td></td>
<td></td>
<td>tion tray X</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LiveFine</td>
<td>18</td>
<td>X</td>
<td>X</td>
<td>18:22</td>
<td>17</td>
<td>70</td>
</tr>
<tr>
<td>MedReady</td>
<td>16</td>
<td>X</td>
<td>X</td>
<td>26:15</td>
<td>21</td>
<td>86</td>
</tr>
<tr>
<td>MedSmart</td>
<td>20</td>
<td>X</td>
<td>X</td>
<td>25:20</td>
<td>19</td>
<td>67</td>
</tr>
<tr>
<td>MedTime Station</td>
<td>17</td>
<td>X</td>
<td>N/A</td>
<td>31:13</td>
<td>36</td>
<td>66</td>
</tr>
<tr>
<td>TimerCap T</td>
<td>5</td>
<td>X</td>
<td>X</td>
<td>5:36</td>
<td>2</td>
<td>100</td>
</tr>
<tr>
<td>TimerCap U</td>
<td>5</td>
<td>X</td>
<td>N/A</td>
<td>5:19</td>
<td>7</td>
<td>100</td>
</tr>
<tr>
<td>Jones</td>
<td>15c</td>
<td>N/A</td>
<td>N/A</td>
<td>15:17</td>
<td>35</td>
<td>80</td>
</tr>
<tr>
<td>Reizen</td>
<td>10</td>
<td>X</td>
<td>N/A</td>
<td>15:29</td>
<td>15</td>
<td>78</td>
</tr>
<tr>
<td>VitaCarry</td>
<td>10</td>
<td>X</td>
<td>N/A</td>
<td>15:11</td>
<td>20</td>
<td>88</td>
</tr>
<tr>
<td>Nishiki</td>
<td>10</td>
<td>X</td>
<td>N/A</td>
<td>15:10</td>
<td>26</td>
<td>82</td>
</tr>
<tr>
<td>Medport</td>
<td>11</td>
<td>X</td>
<td>N/A</td>
<td>16:16</td>
<td>10</td>
<td>95</td>
</tr>
<tr>
<td>MedGlider</td>
<td>12</td>
<td>X</td>
<td>N/A</td>
<td>12:20</td>
<td>16</td>
<td>81</td>
</tr>
<tr>
<td>100-Hour</td>
<td>10</td>
<td>X</td>
<td>N/A</td>
<td>9:16</td>
<td>3</td>
<td>96</td>
</tr>
<tr>
<td>Med-Q</td>
<td>12</td>
<td>X</td>
<td>N/A</td>
<td>12:16</td>
<td>27</td>
<td>85</td>
</tr>
<tr>
<td>e-pill MedGlider</td>
<td>14</td>
<td>X</td>
<td>N/A</td>
<td>10:13</td>
<td>17</td>
<td>90</td>
</tr>
<tr>
<td>MedCentre</td>
<td>15</td>
<td>X</td>
<td>N/A</td>
<td>16:23</td>
<td>10</td>
<td>72</td>
</tr>
<tr>
<td>eNNOVEA</td>
<td>14</td>
<td>X</td>
<td>N/A</td>
<td>15:31</td>
<td>10</td>
<td>88</td>
</tr>
<tr>
<td>Multi-Alarm</td>
<td>12</td>
<td>X</td>
<td>N/A</td>
<td>11:22</td>
<td>25</td>
<td>78</td>
</tr>
<tr>
<td>Pill Storage Case</td>
<td>12</td>
<td>X</td>
<td>N/A</td>
<td>15:32</td>
<td>24</td>
<td>79</td>
</tr>
<tr>
<td>Pocket Doctor</td>
<td>17</td>
<td>X</td>
<td>N/A</td>
<td>15:11</td>
<td>24</td>
<td>68</td>
</tr>
</tbody>
</table>

*Task needed to be completed.

**N/A: not applicable.

A total of 3 tasks (of the total 15) were only applicable for health care providers to complete. Thus, the total number of steps is 12 for an older adult or caregiver participant, and it is 15 for a health care provider participant.

### Discussion

**Principal Findings**

To our knowledge, our study is the first and the largest study to examine and compare the usability and workload of electronic medication products in a population of older adults, caregivers, and health care providers. We tested a range of products, varying between products with few features to complex devices with multiple features, using a standardized mock medication regimen that mimicked polypharmacy and medication regimen complexity that is prevalent in an older adult population [5]. The electronic medication adherence products we purchased were discovered in a systematic search we conducted in a previous study and reflected a variety of characteristics and available features [33]. The results of our study demonstrate significant variability in both the usability and workload required to use electronic medication adherence products. Additionally, the task completion rates varied between electronic medication adherence products as well as the number of task errors. We examined the usability of electronic medication adherence products by older adults, caregivers, and health care providers. The results of this study are of importance to both older adults and health care providers, especially when determining which electronic medication adherence product can be used to address medication management at home. Higher usability scores indicate that an older adult, caregiver, or health care provider is more likely to be able to use a product appropriately, potentially decrease medication error rates, and improve
adherence. Products with lower usability scores may introduce
dosing errors, reduce adherence, and, at worst, introduce
medication errors. However, although the results of this study
demonstrate that some products score well for usability, making
them more user-friendly, and others score poorly demonstrating
poor usability, there is no benchmark for SUS scores for
electronic medication adherence products or for any adherence
products for that matter. Therefore, an exact interpretation of
this score is difficult. In comparison, the mean SUS scores for
other everyday products are as follows: Excel, 56.5; iPhone,
78.5; and microwaves, 86.9 [45,46,48,49]. As a cutoff score
above which a product could be deemed highly usable is not
available, Bangor et al [45] described an emergence of scoring
systems using adjectives such as acceptable for products that
score above 70 on SUS, marginal for scores of 50-69, and not
acceptable for scores of less than 50. It is easier to relate the
product’s usability with the use of these descriptive terms in
clinical practice, especially when determining the potential
usability of a product. In terms of the products we tested, we
would then consider the TimerCap travel size, e-pill MedGlider
home medication system, and the eNNOVEA Weekly Planner
with Advanced Auto Reminder as products which have
acceptable usability, whereas the TimerCap universal size,
Jones medication adherence system, Reizen vibrating pill box,
VitaCarry advanced pill case, MedGlider system 1 with talking
reminder, Patterson medical TabTimer super 8, 100-Hour pill
reminder, Med-Q smart pill box, MedCentre system, and e-pill
multi-alarm pocket XL as marginally acceptable, and the
remaining products as unacceptable for user-friendliness. This
type of classification would allow clinicians to evaluate the
potential problems with usability their older adult population
would encounter. It also allows older adults and caregivers to
evaluate products before making a financial investment.

Similar to SUS, the NASA-TLX has been applied in various
fields. A meta-analysis of NASA-TLX scores in over 200
publications reported an overall range of scores from 6.21 to
88.5 for various activities (eg, air traffic control, cognitive
activities, daily activities, and driving care) [47]. As with the
SUS scores, no benchmark for the NASA-TLX regarding
medication adherence products, electronic or not, is available.
This limits the ability to generalize the scores to a level of
workload, that is, to determine the cutoffs for scores that could
be used to designate specific products as excellent, moderate,
or poor, as has been recommended with SUS scores.
Furthermore, adjectives such as those that exist with SUS are
not available to allow us to easily apply the scoring in clinical
practice. However, the NASA-TLX scores can be compared
between the different products to gauge if the workload required
to use a product in a population such as ours would be high or
not, relative to other products tested. Additionally, by plotting
the scores of SUS and NASA-TLX for each product, it became
apparent that they were inversely related, that is, products that
scored high for usability also scored low for workload. We were
also able to demonstrate that the 2 variables are highly correlated
(Pearson’s r = −0.877; 95% CI = −0.907 to 0.839; df = 184; P < .001).
Given this finding, it is reasonable to expect that a product that
scores well on usability does not place an undue workload cost
on the human user.

**Strengths of the Study**

Older adults rarely report the problems they have with
medication management, and often, they develop their own
strategies to address these problems, including the use of
commercially available electronic medication adherence
products. Our study is the first to compare a number of these
products, and the results from our study indicate that usability,
workload, time taken to complete tasks, and task completion
rates vary between different products. The results of our study
provide some evidence for factors to consider when choosing
electronic medication adherence products in older adults at risk
of medication nonadherence and can also help clinicians and
caregivers to guide the choice of an electronic medication
adherence product. Although much work needs to be done to
investigate the impact of product choice on adherence and
clinical outcomes, our study provides evidence to guide the first
step in the process, that is, the choice of the product to use.

**Limitations of the Study**

This study has some limitations. The participants tested these
products in an unfamiliar environment (the University of
Waterloo School of Pharmacy) while being observed by research
team members, which may have produced or increased anxiety
in some of the participants and impacted their ability to use the
products efficiently and effectively. Furthermore, participants
were asked to test a product they had not been previously
exposed to, and this may have impacted the scoring; gaining
familiarity with products usually improves the ease of use.
Participants were also asked to test 5 products, and frustration
with one or more products may have filtered over to the other
products they were asked to test thereafter.

**Conclusions**

As few studies have investigated the usability of electronic
medication adherence products, benchmarks do not yet exist to
compare the usability and workload of these products. Our study
showed that some electronic medication adherence products
may be easier to use than others. Furthermore, information such
as usability and workload will provide older adults and clinicians
with factors to consider when recommending or purchasing
devices to address medication management among older adults.
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Abstract

Background: Clinical governance of medical mobile apps is challenging, and there is currently no standard method for assessing the quality of such apps. In 2018, the National Institute for Health and Care Excellence (NICE) developed a framework for assessing the required level of evidence for digital health technologies (DHTs), as determined by their clinical function. The framework can potentially be used to assess mobile apps, which are a subset of DHTs. To be used reliably in this context, the framework must allow unambiguous classification of an app’s clinical function.

Objective: The objective of this study was to determine whether mobile health apps could be reliably classified using the NICE evidence standards framework for DHTs.

Methods: We manually extracted app titles, screenshots, and content descriptions for all apps listed on the National Health Service (NHS) Apps Library website on July 12, 2019; none of the apps were downloaded. Using this information, 2 mobile health (mHealth) researchers independently classified each app to one of the 4 functional tiers (ie, 1, 2, 3a, and 3b) described in the NICE digital technologies evaluation framework. Coders also answered contextual questions from the framework to identify whether apps were deemed to be higher risk. Agreement between coders was assessed using Cohen 𝜅 statistic.

Results: In total, we assessed 76 apps from the NHS Apps Library. There was classification agreement for 42 apps. Of these, 0 apps were unanimously classified into Tier 1; 24, into Tier 2; 15, into Tier 3a; and 3, into Tier 3b. There was disagreement between coders in 34/76 cases (45%); interrater agreement was poor (Cohen 𝜅=0.32, 95% CI 0.16-0.47). Further investigation of disagreements highlighted 5 main explanatory themes: apps that did not correspond to any tier, apps that corresponded to multiple tiers, ambiguous tier descriptions, ambiguous app descriptions, and coder error.

Conclusions: The current iteration of the NICE evidence standards framework for DHTs did not allow mHealth researchers to consistently and unambiguously classify digital health mobile apps listed on the NHS app library according to their functional tier.

(J Med Internet Res 2020;22(6):e17457) doi:10.2196/17457
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mHealth; telehealth; evaluation; evidence; interrater; NHS Apps Library; NICE
Mobile apps for use in health care have been proposed in a variety of settings, including telehealth for disease management and monitoring, diagnosis and triage, and medication prescription and reminders [1-3]. To date, the evidence for their effectiveness is varied [4-6] and, in general, published evidence is extremely sparse [7].

Thorough governance of medical apps is challenging [8]. There is growing recognition that the required level of evidence for medical apps ought to differ depending on app function. For instance, Wyatt [9] suggested that apps be categorized as low, medium, or high risk for purposes of evaluation. The UK National Institute for Health and Care Excellence (NICE) further addressed this issue through their recent evidence standards framework for evaluating digital health technologies (DHTs) [10]. In this framework, digital technologies are categorized into one of 3 tier levels (with Tier 3 split into Tier 3a and 3b) according to their intended function. An additional set of questions assesses higher-risk technologies, complementing the tier levels.

The framework also provides minimum and best-practice recommendations on the associated standard of evidence required for each tier. For instance, Tier 3a technologies should be supported, at a minimum, by relevant high-quality observational or quasi-experimental studies. Best practice would include a high-quality intervention study. The recommended evidence standards are cumulative, such that Tier 3 digital technologies should also meet the criteria for Tier 2 and Tier 1 technologies. For Tier 2, this includes, for instance, having evidence to show that any health information provided is valid, accurate, up-to-date, regularly audited, and sufficiently comprehensive. At the time of writing, the framework is in its second iteration.

Although other frameworks exist and have been used for classifying mobile apps [11], we solely examine the NICE framework here. This framework is of particular importance as its development was commissioned by the National Health Service (NHS) England and is therefore likely to become an influential standard. In addition, its recency means that it has thus far received little external validation.

This study aims to evaluate the appropriateness and potential limitations of the functional classification guidance within the NICE framework as applied to trusted and safe mobile health (mHealth) apps. We will do this by assessing interrater agreement of functional tier classification for all apps curated on the NHS Apps Library. By examining cases in which reviewers disagreed, we will highlight ambiguities in the current classification guidance and discuss potential improvements.

**Methods**

**Search Strategy and Data Extraction**

All apps available on the NHS Apps Library [12] on July 12, 2019, were included in the analysis. For each app, the app title, screenshots, and description were extracted manually from the NHS Apps Library website; none of the apps were downloaded. No apps were excluded.

**Classification**

Two coders independently classified all apps according to functional classification. The coders were a clinician with formal postgraduate training in health informatics (KN) and an academic with research expertise in mHealth (MEL).

For each app, we recorded the main features as described on the NHS Apps Library, including any available screenshots. The coders assigned each app to a functional tier and noted whether the app should be considered for risk adjustment based on clinical context. Abridged information about each tier and criteria for determining risk-adjusted apps are shown in Tables 1 and 2. To guide our classification decisions, we used the (unabridged) evidence standards framework alongside the associated user guide [13]. If an app could be assigned into multiple tiers, it was assigned to the highest relevant tier, as per the framework guidance. If apps met the criteria for both Tier 3a and Tier 3b, they were assigned to 3b.
Table 1. Abridged definitions of digital health technology tiers from the National Institute for Health and Care Excellence (NICE) evidence standards evaluation framework [10].

<table>
<thead>
<tr>
<th>Tier and functional classification</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Improves system efficiency. Unlikely to have direct and measurable individual patient outcomes.</td>
</tr>
<tr>
<td>2</td>
<td>Provides information and resources to patients or the public.</td>
</tr>
<tr>
<td>Simple monitoring</td>
<td>Allows users to record health parameters to create health diaries.</td>
</tr>
<tr>
<td>Communicate</td>
<td>Allows two-way communication between users and professionals, carers, third-party organizations, or peers.</td>
</tr>
<tr>
<td>3a</td>
<td>Designed to change user behavior related to health issues with, for example, smoking, eating, alcohol, sexual health, sleeping, and exercise.</td>
</tr>
<tr>
<td>Preventative behavior change</td>
<td>Aims to help people with a diagnosed condition to manage their health.</td>
</tr>
<tr>
<td>3b</td>
<td>Provides treatment for a diagnosed condition (such as cognitive behavioral therapy for anxiety), or guides treatment decisions.</td>
</tr>
<tr>
<td>Active monitoring</td>
<td>Automatically records information and transmits the data to a professional, carer, or third-party organization, without any input from the user, to inform clinical management decisions.</td>
</tr>
<tr>
<td>Calculate</td>
<td>Tools that perform clinical calculations that are likely to affect clinical care decisions.</td>
</tr>
<tr>
<td>Diagnose</td>
<td>Uses data to diagnose a condition in a patient, or to guide a diagnostic decision made by a health care professional.</td>
</tr>
</tbody>
</table>

Table 2. Abridged contextual questions to help identify higher-risk digital health technologies (DHTs), abridged from [10].

<table>
<thead>
<tr>
<th>Question</th>
<th>Risk adjustment</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Are the intended users of the DHT considered to be in a potentially vulnerable group such as children or at-risk adults?</td>
<td>The National Health Service (NHS) England defines an at-risk adult as an adult “who may be in need of community care services by reason of mental or other disability, age or illness; and who is or may be unable to take care of him or herself, or unable to protect him or herself against significant harm or exploitation.” If the DHT is intended to be used by people considered to be in a potentially vulnerable group, then a higher level of evidence may be needed, or relevant expert opinion on whether the needs of the users are being appropriately addressed.</td>
</tr>
<tr>
<td>2. How serious could the consequences be to the user if the DHT failed to perform as described?</td>
<td>A higher level of potential harm may indicate that the best-practice evidence standards should be used.</td>
</tr>
<tr>
<td>3. Is the DHT intended to be used with regular support from a suitably qualified and experienced health or social care professional?</td>
<td>DHTs that are intended to be used with support (ie, with regular support or guidance from a suitably qualified and experienced health or social care professional) could be considered to have lower risk than DHTs that are intended to be used by the patients on their own. This contextual question may require careful interpretation depending on the individual DHT as the involvement of a clinician may in itself indicate that the DHT presents a specific risk.</td>
</tr>
<tr>
<td>4. Does the DHT include machine learning algorithms or artificial intelligence?</td>
<td>Refer to the code of conduct for data-driven health and care technology for additional considerations when assessing DHTs that use artificial intelligence or machine learning.</td>
</tr>
<tr>
<td>5. Is the financial or organizational risk of the DHT expected to be very high?</td>
<td>DHTs with very high financial risk should be assessed using the best-practice standards to provide surety that the DHT represents good value. High organizational risks may include situations in which implementing the DHT would need complex changes in working practice or care pathways.</td>
</tr>
</tbody>
</table>

Classification

We used descriptive statistics to summarize the membership of each tier and the differences in classification between reviewers. We reported Cohen κ as an overall measurement of interrater agreement [14]. In supplementary analysis, we reported interrater agreement for a subset of apps that had previously been classified by another independent team and published in the framework user guide. All analyses were conducted using MATLAB (version 18.1; MathWorks) [15].
We examined any apps with discrepancies in functional tier classification in greater detail. Using the publicly available descriptions of each app, we identified common themes that may have led to differences in classification.

Results

Interrater Agreement Results

In total, we assessed 76 apps from the NHS Apps Library. Overall, 0 apps were unanimously classified into Tier 1; 24/76 (32%), into Tier 2; 15/76 (20%), into Tier 3a; and 3/76 (4%), into Tier 3b. Full classification details for each app are presented in Multimedia Appendix 1.

Table 3 shows the interrater agreement for each tier of app. There was disagreement in 34/76 cases (45%) and Cohen κ was 0.32 (95% CI 0.16-0.47), which is commonly considered to correspond to poor agreement [12]. Of the 34 apps for which functional classification differed, 13 were due to discrepancies between apps classified in Tier 3a or 3b. The next largest group of discrepancies was with apps classified between Tiers 2 and 3a (n=11). Analysis of interrater agreement for a subset of apps previously reviewed by a third independent group is presented in Multimedia Appendix 2 (coder 1: κ=0.48, 95% CI 0.31-0.66; coder 2: κ=0.62, 95% CI 0.44-0.80). The apps for which the independent coders disagreed are also listed in Multimedia Appendices 1 and 2.

Coders also assessed on whether an app should be considered for risk adjustment or not based on a set on contextual questions (Table 2). Of these, Questions 2, 4, and 5 were not possible to answer without wider knowledge of the source code (for Question 4) or how the app interacted with the wider health care system. A total of 9 apps were unanimously considered to warrant risk adjustment, and 63 for no adjustment. There were discrepancies for 4 apps, and overall agreement may be considered good (κ=0.79; 95% CI 0.59-0.99).

Table 3. Number of apps coded into each functional tier classification, for both coders.

<table>
<thead>
<tr>
<th>Classification: coder 1</th>
<th>1</th>
<th>2</th>
<th>3a</th>
<th>3b</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>6</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>24</td>
<td>5</td>
<td>3</td>
</tr>
<tr>
<td>3a</td>
<td>0</td>
<td>6</td>
<td>15</td>
<td>1</td>
</tr>
<tr>
<td>3b</td>
<td>0</td>
<td>0</td>
<td>12</td>
<td>3</td>
</tr>
</tbody>
</table>

Analysis of Coder Discrepancies

On further collaborative review, differences in tier classification could be attributed to 5 causes: (1) app function not listed within framework, (2) app function corresponded to multiple tiers, (3) ambiguous tier description, (4) ambiguous app description, and (5) human error.

App Function Not Listed Within Framework

This occurred when the intended function of the app, as described on the NHS Apps Library, did not correspond to any of the functions listed within the NICE framework. One example of this was MyChoicePad, an app that is designed to assist nonverbal communication via symbols and signs from the Makaton language. Although one coder categorized the app and function as Tier 2: Communicate, the app does not facilitate two-way communication, so it does not strictly meet the associated criteria. Similarly, the other reviewers categorized the app into Tier 1: System service, but it is not entirely clear whether the app is designed to improve system efficiency, or even what the system is in this case.

App Function Corresponded to Multiple Tiers

This occurred when a single function of an app corresponded to more than 1 tier within the NICE framework. In particular, we noted ambiguity around mental health apps. For example, mindfulness or principles from cognitive behavioral therapy may be classified as a self-management strategy to reduce feelings of anxiety (3a), or as a treatment for anxiety disorders (3b). In this situation, the tier classification depended on the clinical use case, rather than the app function, which was the same in both cases. We also noted ambiguity between lifestyle/well-being versus diagnosed conditions. For example, an app that had a function to provide advice on stress or anxiety reduction might be classified into Tier 2 if it provides generic information, but into 3a if stress were part of a diagnosed condition.

Ambiguous Tier Description

Some terms used to describe the tiers within the NICE framework were not clearly defined. One specific instance of ambiguity between Tiers 3a and 3b occurred for the engage warfarin self-care app. The app allows warfarin test results to be actively reviewed by a clinician, but it is unclear whether this constitutes Tier 3b’s active monitoring as results must be manually transmitted by the user, or simple monitoring which allows users to record their health parameters.

Ambiguous App Description

In some instances, the information provided on the NHS Apps Library was insufficient to definitively categorize an app. For example, screenshots on the NHS Apps Library for the NHS App show that users can check symptoms, but this functionality was not mentioned elsewhere. The main description for the app stated that users can “find reliable NHS information on hundreds of conditions and treatments, and get immediate advice.” If the app merely catalogs searchable information on symptoms, it should be classed as Tier 2; however, if it provides a symptom checker algorithm that requires user input, and outputs relevant immediate advice, it is Tier 3b.
**Discussion**

**Principal Results**

Our results show that, from their publicly available descriptions, only 42 of the 76 apps collated in the NHS Apps Library could be classified into a functional tier consistently by informed individuals. Interrater agreement between reviewers was poor ($\kappa=0.32$).

Of the 34 apps where there was disagreement, there was a subset (28/34) for which the tier could not be agreed, even after consultation (ie, excluding human error). In these cases, disagreement was attributed to four broad categories: *App function not listed within framework, App function corresponded to multiple tiers, Ambiguous tier description, and Ambiguous app description.*

There was good agreement in assessment of *higher risk* using the NICE framework’s contextual questions ($\kappa=0.79$). Despite this, we noted ambiguity in the risk adjustment questions. One example of ambiguity occurs for the assessment question: “Does the DHT include machine learning algorithms or artificial intelligence?” If yes, framework users are advised to refer to the Code of Conduct for data-driven health and care technology [16].

Whilst the framework defines both artificial intelligence and machine learning, the provided definitions are ambiguous. For instance, it states that “Machine learning is an application of artificial intelligence that provides systems the ability to automatically learn and improve from experience without being explicitly programmed.” This definition would include the vast majority of quantitative methods. For instance, linear regression is fully defined by the slope and offset parameters, as learned directly from a data set.

The Code of Conduct further provides an external link to the definition from the AHSN Network AI Initiative [17]. No definition is provided here, instead readers are informed that “there is no single, universally agreed definition of AI.” The absence of any clear definition means that this risk adjustment question cannot be answered objectively.

Poor interrater agreement of tier classification may be attributed to two potential causes. First, the publicly available information on the NHS App Library may be insufficient to determine the functional tier. If true, this would motivate tighter regulation of how apps are described on the Library to ensure that the intended medical condition and patient or user group is clear. Second, the DHT framework is not specific enough to classify some types of apps. Based on our thematic analysis, in which we showed examples of misclassified apps due to ambiguity in the framework, we contend that this second reason contributes significantly to the overall level of disagreement.

A framework with inadequate specificity has implications for both developers and regulators. For developers wishing to bring products to market as soon as possible, opportunity for misclassification due to ambiguous tier criteria may result in more classifications to lower tiers, where the minimum standard of evidence is not as stringent. In particular, Tier 2 technologies require only information that would be commonly audited in standard software development, whereas Tier 3a and Tier 3b technologies specifically require formal studies that would likely require additional time and financial resource. This may lead to situations in which apps are regulated to a level of lower scrutiny than they ought to be, given their function.

In addition to the main result, we observed that some apps were categorized consistently by reviewers, but the minimum suggested level of evidence did not seem to align with the level of potential clinical risk. One example of this was *Cypher*, which was classified in Tier 2 as it facilitates communication. Whereas other Tier 2 apps allowed communication with health professionals, this app facilitates anonymous communication with other users to allow “anyone who want to share their thoughts”. (We further note that as of October 17, 2019, Cypher App is not available for download on the either the Google Play store or Apple App Store and that the developer website is nonfunctional. Persistence of apps is a known problem in digital health [18].) The evidence framework directly addresses this use case by requiring peer-support apps to show evidence of appropriate safeguarding. However, internet communities, forums, and chat rooms [19,20] with similar peer-support functions have been shown to have potential for negative patient impact. Given that the potential harm aligns more closely with apps in Tier 3a or 3b, a higher standard of evidence may be appropriate for peer-support apps, despite the similarity in technical function to other communication apps.

Within mHealth more widely, we can select examples in which the dissonance between functional tier and required evidence is even greater. For instance, consider an app that calculates BMI by requiring the user to type height and weight. This may be categorized into Tier 3b, as a tool that performs a clinical calculation that can affect clinical care decisions. The associated minimum standard of evidence in the NICE framework requires a high-quality intervention study—a level of scrutiny that ought not to be required for simple and well-established calculations. This does not preclude the need for careful technical evaluation; indeed, Huckvale et al [21] have demonstrated how even simple clinical calculations in diabetes apps are often calculated or displayed incorrectly.

More broadly, this indicates that clinical risk and technical risk are not necessarily the same. One possible option to enable better classification and more specific evaluation guidance may...
be to categorize apps by technical complexity as well as clinical function. The idea of separating clinical and technical evaluation has been raised previously. Lewis and Wyatt [22] suggest evaluation could be based on the probability and severity of clinical harm, the complexity of the app, and additional contextual factors [22]. Others have commented that evidence of clinical effectiveness for software should include indication of safety, and that this must include formal technical evaluation [23].

Limitations
The NICE framework is designed for DHTs that are commissioned by the health system. In this case, we examined apps on the NHS Apps Library. According to the library’s HTML description metadata, these are “digital tools that have been assessed by the NHS as clinically safe and secure to use” [12]. However, in most instances, the apps had not been specifically commissioned. Although the relevance of the framework for these apps may vary, multiple apps in the library (e.g., GDm-Health, Health Help Now) have already been used as part of routine clinical care.

The primary limitation of work is that our classifications relied on the information presented by the NHS App Library; additionally, none of the apps were downloaded. As all products published in the Library met a set of internal standards, we believed, a priori, that written descriptions and screenshots should be sufficient to enable clear identification of all key functions (as this is key information for informing consumer app selection). Our results showed that this was not the case. Downloading each app would provide more comprehensive understanding of the key functions and may increase interrater agreement on app tier. We therefore recommend that future studies download and engage directly with the contents of mobile apps.

Our study compares only two sets of raters, so the results might be unduly influenced by the poor performance of a single individual. We partly addressed this by comparing interrater reliability with a third set of reviewers (see Multimedia Appendices 1 and 2), for which similar results were obtained. These were not included in the main manuscript as reviews were conducted under different conditions; we do not know if apps were downloaded, nor the time at which their review took place.

Finally, the NICE framework establishes a functional tier and provides guidance on required levels of evidence at each tier. In this work, we only examined the consistency of tier classification, and did not address whether apps within a tier met the evidence standards.

Conclusions
The NICE evidence standards framework for evaluating digital technologies is a significant and timely step toward establishing appropriate levels of evidence for DHTs. Despite this, we have demonstrated that the current iteration of the framework did not allow mHealth researchers to consistently and unambiguously group a set of digital health mobile apps according to their functional tier. In users with limited experience of mHealth evaluation (e.g., app developers), we postulate that this ambiguity may lead to higher levels of misclassification. One potential improvement would be to classify DHTs by their technical complexity in addition to clinical function.
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Abstract

Background: High-quality neuroimages can be viewed using a medical app installed on a smartphone. Although interdevice agreement between smartphone and desktop PC monitor was found to be favorable for evaluating computed tomography images, there are no interdevice agreement data for diffusion-weighted imaging (DWI).

Objective: The aim of our study was to compare DWI interpretation using the Join smartphone app with that using a desktop PC monitor, in terms of interdevice and interrater agreement and elapsed interpretation time.

Methods: The ischemic change in the DWI of consecutive patients with acute stroke in the middle cerebral artery territory was graded by 2 vascular neurologists using the Join smartphone app and a desktop PC monitor. The vascular neurologists were blinded to all patient information. Each image was categorized as either Diffusion-Weighted Imaging–Alberta Stroke Program Early Computed Tomography Scores (DWI-ASPECTS) ≥7 or DWI-ASPECTS <7 according to the Japanese Society for Neuroendovascular Therapy. We analyzed interdevice agreement and interrater agreement with respect to DWI-ASPECTS. Elapsed interpretation time was compared between DWI-ASPECTS evaluated by the Join smartphone app and a desktop PC monitor.

Results: We analyzed the images of 111 patients (66% male; median age=69 years; median National Institutes of Health Stroke Scale score on admission=4). Interdevice agreement regarding DWI-ASPECTS between the smartphone and the desktop PC monitor was favorable (vascular neurologist 1: \( \kappa =0.777, P<.001 \), vascular neurologist 2: \( \kappa =0.787, P<.001 \)). Interrater agreement was also satisfactory for the smartphone (\( \kappa =0.710, P<.001 \)) and the desktop PC monitor (\( \kappa =0.663, P<.001 \)). Median elapsed interpretation time was similar between the smartphone and the desktop PC monitor (vascular neurologist 1: 1.7 min vs 1.6 min; \( P=.64 \); vascular neurologist 2: 2.4 min vs 2.0 min; \( P=.14 \)).

Conclusions: The use of a smartphone app enables vascular neurologists to estimate DWI-ASPECTS accurately and rapidly. The Join medical smartphone app shows great promise in the management of acute stroke.

Keywords: smartphone app; DWI; ASPECTS

(J Med Internet Res 2020;22(6):e15893) doi:10.2196/15893
Introduction

In 1996, the first-line treatment for acute-onset ischemic stroke was intravenous thrombolysis using recombinant tissue plasminogen activator (IV rtPA) therapy, which was effective only within 3 hours after the onset of symptoms. Since then, the emergency medical systems for acute stroke patients have improved dramatically. The publication of the ECASS III (European Acute Stroke Study III) [1], DAWN (Clinical Mismatch in the Triage of Wake Up and Late Presenting Strokes Undergoing Neurointervention With Trevo) [2], and DEFUSE 3 (Diffusion and Perfusion Imaging Evaluation for Understanding Stroke Evolution) [3] trials and advances such as those reported from the WAKE-UP (Wake-Up Stroke) trial [4] and new thrombolytic agents [5] have expanded the therapeutic time window and increased the number of candidates suitable for IV rtPA and mechanical thrombectomy. Accordingly, the decision-making process for thrombolysis requires timelier, more accurate, and more professional neurological assessment (including neuroimaging) to be made by a stroke specialist. The sharing of clinical and neuroimaging information will become increasingly important in decision making for IV rtPA and mechanical thrombectomy, particularly at comprehensive stroke centers. There is an urgent need to build a more convenient and faster communication system for sharing this information among the stroke team, which comprises vascular neurologists, on-call physicians, residents, and emergency, operating room, and paramedical staff.

We used the Join medical smartphone app to build a seamless communication system for the stroke team. The app enables the team to share texts, neuroimaging, photos, and videos with high security (Figure 1A). Immediately after neuroimaging of a stroke patient, the images are sent from the hospital server to all smartphones that have the app installed and are signed in as members of the stroke team. The images can be enlarged and evaluations recorded with a simple touch sequence on the smartphone screen (Figure 1B). Before this communication system can be used in the newly extended therapeutic window in acute stroke, it is necessary to confirm interdevice agreement and interrater agreement with regard to assessment of the neuroimages.

At our stroke center, the initial imaging examination for patients with acute ischemic stroke is magnetic resonance imaging (MRI) rather than computed tomography (CT), for the following reasons: (1) hyperacute ischemic stroke is easily diagnosed on diffusion-weighted imaging (DWI) on MRI and (2) cerebral artery occlusion can be assessed on magnetic resonance angiography without the use of contrast agents. Although interdevice agreement between the smartphone and a desktop PC monitor was found to be favorable for evaluating CT images [6], there are no interdevice agreement data for DWI. The aim of our study was to compare DWI interpretation using the Join smartphone app with that using a desktop PC monitor, in terms of interdevice and interrater agreement and elapsed interpretation time.

Figure 1. A. The Join smartphone app utilizes the easy-to-use interface of the social networking communication environment. B. Communication with picture archiving and communication system and other intrahospital systems enable text and medical images hosted on a cloud server to be shared in a group chat. The Join smartphone app displays diagnostic medical images, such as MRI and CT, and enables app users to edit, comment on, and draw a shape. CT: computed tomography, MRI: magnetic resonance imaging.
Methods

Patient Characteristics
From January 2016 to September 2017, we enrolled 111 patients with acute ischemic stroke in the middle cerebral artery territory, diagnosed within 24 hours of onset. DWI on MRI was performed on all patients, and the following clinical information was recorded: cardiovascular risk factors (hypertension, diabetes mellitus, dyslipidemia, and smoking status) and atrial fibrillation. Stroke severity on admission was assessed using the National Institutes of Health Stroke Scale (NIHSS) score. Stroke subtype was categorized into four groups: small-vessel occlusion, large-artery atherosclerosis, cardioembolism, or other.

Join Smartphone App
We evaluated the Join smartphone app (Allm Inc.), which was developed for use as a telemedicine app for health care professionals. The Join smartphone app leverages the easy-to-use interface of the social networking communication environment, such as SMS text messaging (Figure 1A) and, importantly, enables the stroke team to immediately share medical information such as diagnostic images (CT, MRI, and ultrasonography) and electrocardiograms as well as the results of blood tests (Figure 1B). Information sharing begins as soon as the emergency department is informed of an incoming potential stroke patient and continues as relevant personnel are called; the initial diagnostic and therapeutic orders are prepared, and senior staff are consulted if necessary. Following the acquisition of imaging studies, the images and radiological reports are shared. Additional details of the patient evaluation (including digital video recordings of clinical signs) can be requested and sent to the senior consulting staff. Following discussion among the team, the final management decisions are made before the patient is admitted to the stroke care unit. For purposes of security, no information is stored on any smartphone, and the app displays only the medical information and images that are streamed from the cloud server. On completion of the communication session, no discussion related to the patient remains on the smartphone.

Imaging
DWI was performed with a 1.5 T MRI unit (MAGNETOM Avanto/MAGNETOM Symphony, Siemens) using the following sequence: repetition time/echo time=2700/90 ms, section thickness=5 mm, section gap=1.5 mm, matrix=128x128, field of view=21 cm. Diffusion-Weighted Imaging–Alberta Stroke Program Early Computed Tomography Scores (DWI-ASPECTS) were defined using a scoring template comprising 2 axial DWI slices with markers for 10 anatomical regions [7,8]. We checked the entire sequence of DWI slices to calculate the score. Each patient was categorized as DWI-ASPECTS ≥7 or DWI-ASPECTS <7, according to the statement of the Japanese Society for Neuroendovascular Therapy for patients undergoing mechanical thrombectomy.

The study protocol was as follows (Figure 2). Two vascular neurologists (KS and TK) installed the Join smartphone app on their smartphones. After confirming operation of the app, a radiologist transmitted the DWI data of all patients to the vascular neurologists, in random order. As the first step, the vascular neurologists received the DWI data on their smartphones and independently scored DWI-ASPECTS for all patients using the Join smartphone app (JOIN-ASPECTS). The time for transfer of the DWI data was a few seconds. As the second step, vascular neurologists interpreted all DWI data on a desktop PC monitor and individually scored DWI-ASPECTS (PC-ASPECTS) a few days later. The vascular neurologists were blinded to the background and clinical information of all patients. We recorded the time taken for each vascular neurologist to complete DWI scoring for JOIN-ASPECTS and PC-ASPECTS. This study conformed to the ethical principles established in the Declaration of Helsinki, and the Institutional Review Board at the Jikei University School of Medicine approved the study protocol (no. 8813).
Statistical Analysis
To calculate interdevice (smartphone and desktop PC monitor) agreement, we prepared scatter diagrams for JOIN-ASPECTS and PC-ASPECTS. Scatter diagrams were created for all patients, including patients with major arterial occlusion and those without major arterial occlusion. Kappa statistics were used to calculate interdevice and interrater (vascular neurologists KS and TK) agreement.

We defined a component of interrater agreement among the vascular neurologists as the agreement rate of DWI-ASPECTS in each patient, for a DWI cutoff of ≥7 or <7. We evaluated interrater agreement between the vascular neurologists for the smartphone, the desktop PC monitor, and then for both the smartphone and the desktop PC monitor. Interrater agreement was assessed using 2x2 cross-tabulation.

Kappa scores were rated as follows: <0.20, poor agreement; 0.21-0.40, fair agreement; 0.41-0.60, moderate agreement; 0.61-0.80, favorable agreement; and 0.81-1.0, almost perfect agreement. P<.05 was considered significant. All statistical analyses were performed using SPSS for Windows, version 22.0 (IBM Corp.).

Results
We enrolled 111 patients (66% male; median age, 69 years; median NIHSS score on admission, 4). Table 1 lists the patients’ clinical characteristics. Median DWI-ASPECTS was 9 (6-10), and 46 (41%) patients had major artery occlusion. The median elapsed time between symptom onset and DWI imaging was 270 min. Interdevice agreement between the smartphone and the desktop computer monitor was favorable (KS: κ=0.777, P<.001; TK: κ=0.787, P<.001) for all patients (Figures 3A and 3B). Interdevice agreement was also favorable for patients with and those without major arterial occlusion (Figs. 4A, 4B, 5A, and 5B). The median elapsed interpretation times (from receiving the image to finishing interpretation) were similar for the Join smartphone app and the desktop PC monitor (KS: 1.7 min vs 1.6 min, P=.64; TK: 2.4 min vs 2.0 min, P=.14). Interrater agreement between the 2 vascular neurologists was favorable for the Join smartphone app (κ=0.710, P<.001; Multimedia Appendix 1) and the desktop PC monitor (κ=0.663, P<.001; Multimedia Appendix 2). Interrater agreement between the 2 vascular neurologists for the different devices (KS using the Join smartphone app and TK using the desktop PC monitor: κ=0.663, P<.001; KS using the desktop PC monitor and TK using the Join smartphone app: κ=0.723, P<.001; Multimedia Appendices 3 and 4).
Table 1. Patient characteristics (n=111).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), median (IQR)</td>
<td>69 (58-78)</td>
</tr>
<tr>
<td>Male, n (%)</td>
<td>73 (66)</td>
</tr>
<tr>
<td><strong>Past history, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Hypertension</td>
<td>74 (68)</td>
</tr>
<tr>
<td>Hyperlipidemia</td>
<td>49 (44)</td>
</tr>
<tr>
<td>Diabetes mellitus</td>
<td>26 (23)</td>
</tr>
<tr>
<td>Atrial fibrillation</td>
<td>22 (20)</td>
</tr>
<tr>
<td>NIHSS(^b) score on admission, median (IQR)</td>
<td>4 (2-7)</td>
</tr>
<tr>
<td><strong>TOAST(^c) classification, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Large-artery atherosclerosis</td>
<td>8 (7)</td>
</tr>
<tr>
<td>Small-vessel occlusion</td>
<td>15 (14)</td>
</tr>
<tr>
<td>Cardioembolism</td>
<td>35 (32)</td>
</tr>
<tr>
<td>Other determined etiology</td>
<td>9 (8)</td>
</tr>
<tr>
<td>Undetermined</td>
<td>43 (40)</td>
</tr>
<tr>
<td>mRS(^d) at 3 months, median (IQR)</td>
<td>1 (1-3)</td>
</tr>
<tr>
<td><strong>Imaging</strong></td>
<td></td>
</tr>
<tr>
<td>DWI-ASPECTS(^e), median (IQR)</td>
<td>9 (6-10)</td>
</tr>
<tr>
<td>Major arterial occlusion, n (%)</td>
<td>46 (41)</td>
</tr>
<tr>
<td>MRI(^f) time from onset, median (IQR)</td>
<td>270 (185-335)</td>
</tr>
</tbody>
</table>

\(^a\)IQR: interquartile range.
\(^b\)NIHSS: National Institutes of Health Stroke Scale.
\(^c\)TOAST: Trial of ORG 10172 in Acute Stroke Treatment.
\(^d\)mRS: Modified Rankin Scale.
\(^e\)DWI-ASPECTS: Diffusion-Weighted Imaging–Alberta Stroke Program Early Computed Tomography Scores.
\(^f\)MRI: magnetic resonance imaging.

Figure 3. Scatter diagram of the DWI-ASPECTS results of vascular neurologists KS (A) and TK (B) between JOIN-ASPECTS and PC-ASPECTS for all patients. DWI-ASPECTS: Diffusion-Weighted Imaging–Alberta Stroke Program Early Computed Tomography Scores.
Discussion

Principal Findings

There were 3 major findings in this study. First, there was a high degree of interdevice and interrater agreement in terms of the vascular neurologists’ neuroimaging findings between the smartphone and the desktop PC monitor among patients with acute stroke. Second, DWI-ASPECTS was favorable for smartphone–desktop PC monitor, desktop PC monitor–desktop PC monitor, and smartphone–smartphone. Third, the elapsed interpretation time for DWI-ASPECTS using the smartphone was similar to that for the desktop PC monitor. The smartphone was comparable to the desktop PC monitor concerning DWI in acute ischemic stroke patients.

Our study presents the following 2 original points. First, we evaluated neuroimaging using 2 different devices, a smartphone, and a desktop PC monitor. Telemedicine has been proposed for assessment and treatment of acute stroke patients, but few studies have investigated the reliability of telemedicine for neuroimaging assessment.

Previous reports of hub-and-spoke type telemedicine networks have shown the validity and reliability of a telesroke neuroimaging system (desktop PC monitor–desktop PC monitor) in differentiating between ischemic stroke and hemorrhage stroke [9-11]. To the best of our knowledge, this study was the first to confirm the diagnostic accuracy of neuroimaging accessed using a smartphone app. In addition, we investigated the agreement of DWI-ASPECTS for ischemic lesions. Measurement of ischemic core volume is essential for hyperacute stroke therapy [2]. According to the findings of the DAWN [2] and WAKE-UP [4] trials, DWI imaging should feature more prominently in assessment of the suitability of hyperacute ischemic stroke patients for treatments such as thrombolysis. Therefore, DWI-ASPECTS is a useful and important scale in hyperacute stroke care. The score and the
specific DWI cutoff value should be determined and shared before thrombolysis and mechanical thrombectomy.

Our results were in line with those of previous studies that reported almost perfect interrater agreement [12-14]. According to the findings of the DAWN and WAKE-UP trials, the therapeutic time for thrombolysis can be extended if a mismatch in visibility of a lesion is found between DWI and fluid-attenuated inversion recovery. Thrombolysis with perfusion imaging using a contrast agent, as in the DEFUSE 3 trial [3], is limited to some special comprehensive stroke centers.

DWI-ASPECTS was carefully evaluated and shared among the physicians who participated in this study. We expect that in the near future, assessment by DWI-ASPECTS and sharing of this information using the smartphone app will become commonplace in the management of hyperacute stroke patients.

It is crucial in telemedicine to have a high degree of interdevice agreement for DWI-ASPECTS between the smartphone and PC monitor scores. Sharing information such as neuroimaging among vascular neurologists, emergency department staff, and paramedical staff enables the medical team to deliver IV rtPA and mechanical thrombectomy in the shortest possible time.

In this study, there was excellent physician acceptance and a high level of satisfaction with the smartphone app system. One difference in this study was that our proposed neuroimaging telemedicine service can be conducted smoothly using various devices rather than being limited to the conventional PC–PC system. The security of personal patient details in the Join smartphone app enables the stroke team to deliver IV rtPA and mechanical thrombectomy in the shortest possible time.

In this study, there was excellent physician acceptance and a high level of satisfaction with the smartphone app system. One difference in this study was that our proposed neuroimaging telemedicine service can be conducted smoothly using various devices rather than being limited to the conventional PC–PC system. The security of personal patient details in the Join smartphone app enables the stroke team to deliver IV rtPA and mechanical thrombectomy in the shortest possible time.

Many physicians currently use smartphones daily as a part of their clinical examinations [15]. The main requirements of a telestroke consultation are rapid and accurate neurological assessment; review of neuroimaging; and formulation of the diagnosis and treatment plan, including IV rtPA and mechanical thrombectomy. We estimated that using a smartphone could take time for a neuroimaging evaluation, because this is a possibility due to a time lag resulting from connection issues. However, we found no delay in the time required for a neuroimaging review between the wireless connection by smartphone app and the wired connection by desktop PC monitor.

Smartphones are in common use by many physicians and already contribute to decisions made in medical treatment. We believe that the advantages of using a smartphone app are its portability and faster time to access to target neuroimages. Usually, stroke neurologists are not necessarily in front of a desktop or laptop computer. If an evaluation were requested, a stroke neurologist would need a certain amount of time to reach the computer, boot up the computer, log in to a network with a tight security system, and finally start browsing the images using a picture archiving and communication system. Using a smartphone app can solve the problem of the amount of time it takes a neurologist to evaluate neuroimaging by skipping these processes. Supplementation of the app with neuroimaging software has the potential to transform the smartphone into a complete tool for acute stroke evaluation. The Join smartphone app can play an important role in teleconsultation even when the stroke team comprises members who are located outside the hospital and who cannot access a desktop PC monitor.

There are several limitations in this study. First, the 2 vascular neurologists who evaluated the neuroimages have extensive clinical experience. It would be necessary to evaluate the interpretations of those physicians who have less experience. Second, we restricted our evaluation to neuroimaging of an anterior circulation stroke. It may be more difficult for vascular neurologists to detect a small infarction in the brain stem [16,17]. If applicable, axial and sagittal DWI should be routinely examined. Finally, our relatively high DWI-ASPECTS values compared with those of previous investigations [12-14] suggest the influence of high interdevice and interrater agreement in our results.

Conclusion

The Join smartphone app enabled stroke neurologists to estimate DWI-ASPECTS accurately and rapidly. We demonstrated the usefulness of the app in facilitating management of acute stroke using a system that offers sharing of images and discussion across different devices, in the manner of a social networking service.
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Multimedia Appendix 1
Table S1. Inter-rater agreement for DWI-ASPECTS ≥7 or DWI-ASPECTS <7 evaluated using the smartphone monitor.
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Multimedia Appendix 2
Table S2. Inter-rater agreement for DWI-ASPECTS ≥7 or DWI-ASPECTS <7 evaluated on a desktop PC monitor.
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Multimedia Appendix 3
Table S3. Inter-rater agreement for DWI-ASPECTS ≥7 or DWI-ASPECTS <7 for desktop PC monitor in VN1 vs smartphone monitor in VN2.
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Multimedia Appendix 4
Table S4. Inter-rater agreement for DWI-ASPECTS ≥7 or DWI-ASPECTS <7 for smartphone monitor in VN1 vs desktop PC monitor in VN2.
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Multimedia Appendix 5
CONSORT-EHEALTH checklist (V 1.6.1).
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Abstract

Background: There is increasing information characterizing menstrual cycle length in women, but less information is available on the potential differences across lifestyle variables.

Objective: This study aimed to describe differences in menstrual cycle length, variability, and menstrual phase across women of different ages and BMI among a global cohort of Flo app users. We have also reported on demographic and lifestyle characteristics across median cycle lengths.

Methods: The analysis was run based on the aggregated anonymized dataset from a menstrual cycle tracker and ovulation calendar that covers all phases of the reproductive cycle. Self-reported information is documented, including demographics, menstrual flow and cycle length, ovulation information, and reproductive health and diseases. Data from women aged ≥18 years and who had logged at least three cycles (ie, 2 completed cycles and 1 current cycle) in the Flo app were included (1,579,819 women).

Results: Of the 1.5 million users, approximately half (638,683/1,579,819, 40.42%) were aged between 18 and 24 years. Just over half of those reporting BMIs were in the normal range (18.5-24.9 kg/m2; 202,420/356,598, 56.76%) and one-third were overweight or obese (>25 kg/m2; 120,983/356,598, 33.93%). A total of 16.32% (257,889/1,579,819) of women had a 28-day median cycle length. There was a higher percentage of women aged ≥40 years who had a 27-day median cycle length than those aged between 18 and 24 years (22,294/120,612, 18.48% vs 60,870/637,601, 9.55%), but a lower percentage with a 29-day median cycle length (10,572/120,612, 8.77% vs 79,626/637,601, 12.49%). There were a higher number of cycles with short luteal phases in younger women, whereas women aged ≥40 years had a higher number of cycles with longer luteal phases. Median menstrual cycle length and the length of the follicular and luteal phases were not remarkably different with increasing BMI, except for the heaviest women at a BMI of ≥50 kg/m2.

Conclusions: On a global scale, we have provided extensive evidence on the characteristics of women and their menstrual cycle length and patterns across different age and BMI groups. This information is necessary to support updates of current clinical guidelines around menstrual cycle length and patterns for clinical use in fertility programs.

(J Med Internet Res 2020;22(6):e17109) doi:10.2196/17109
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Introduction

Background

For more than 30 years, the notion has been that the average woman is potentially fertile between days 10 and 17 of her 28-day menstrual cycle. However, this assumes that ovulation occurs exactly 14 days before the onset of the next menstrual period and that the fertile window extends before and after ovulation [1]. Data on aggregated cycles show mean cycle lengths of 28 to 29 days [2,3] and 29 to 30 days [4-7]. Other studies reporting on the number of women and their cycle length have demonstrated that 77% of women in the United States and Canada have a cycle length of 25 to 31 days [5]; 65% of rural Chinese women have a cycle length of 27 to 29 days [8]; and 84% of Australian women have a cycle length of 26 to 34 days [9]. Few studies also reported on the estimated day of ovulation, demonstrating an estimated day of ovulation at day 14 in only 3% to 10% of cycles [10] and at day 15 in 12% to 16% cycles [10].

Landmark longitudinal [7,11] and cross-sectional [5] studies on menstrual cycle variability in the late 1960s and 1970s demonstrated that the majority of women had a cycle length between 15 and 45 days [5,7,11], with mean cycle lengths decreasing with increasing age. Subsequent studies have reported similar findings with a shorter cycle length and less variability with increasing age [3,12,13]. Studies among Western populations have shown that longer menstrual cycles were associated with a higher BMI [14], increased parity [14], and recent use of oral contraceptives [15], whereas shorter menstrual cycles were associated with smoking [14,16], heavy caffeine intake [17], and alcohol consumption [18]. There is much less information on other lifestyle and behavioral factors; however, women reporting depression, higher perceived stress levels, and high levels of physical activity were associated with having irregular periods, anovulation, and heavier menstrual bleeding [19-22], highlighting the impact that a range of modifiable factors may have on future fertility. Additionally, although early studies with small sample sizes show measures of obesity and body composition associated with menstrual cycle irregularities [23-26], the specific impact of BMI has not been clearly determined. This is important given the global increase in BMI, of which the rise in obesity prevalence has been most prominent in women of reproductive age [27].

For the past 10 years, hundreds of smartphone apps have been developed for women to track their menstrual cycles, ovulation and fertile days, and health information [4,28-32]. A calendar-based method app used with 949 women indicated a mean 28-day cycle (range 17-35 days), with the most likely day of ovulation being day 16 [33], and in 45,360 women using the Ovia Fertility app, the mean cycle length was 30.4 (SD 4.6) days [34]. In over 600,000 cycles collected using the Natural Cycles app, the mean cycle length was 29.3 (SD 5.2) days [4], and in 225,596 cycles, the mean cycle length was 29.6 (SD 5.4) days [35]. Despite this surge in population data of menstrual cycle length, information on individual women is lacking rather than aggregates of cycle length, and it remains unclear how many women actually have an average 28-day cycle.

Furthermore, the characteristics of women according to cycle length and lifestyle are limited.

Objectives

This study aimed to describe differences in menstrual cycle length, variability, and menstrual phase across women of different ages and BMIs. We also reported on demographic and lifestyle characteristics across the median cycle length. The study analyses will provide extensive worldwide evidence on the characteristics of menstrual cycle length and patterns among a global cohort of Flo app users. This information is necessary to support recommendations within current obstetric clinical guidelines around menstrual cycle length and patterns for clinical use in fertility programs.

Methods

Data Collection

The data were collected through the mobile period tracking and ovulation calendar called Flo, which was launched in October 2015. Users of the Flo app are found in over 200 countries, but the vast majority of them are located in Europe and North America. Flo’s privacy policy and terms of use permit the use of aggregated and anonymized data for research purposes. Data collection for this study started in December 2018 and extracted from 2 million users aged ≥18 years. Women were not included if they had logged a pregnancy, oral contraceptive reminders, and had recorded less than 3 menstrual cycles, which was the minimum number needed to obtain median cycle data. This resulted in a cohort of 1,579,819 women.

App Content

The participants’ ages were collected through the mandatory sign-up questionnaire, and BMI was calculated for women who reported their weight (the latest input was used) and height. Additional information was collected from the user in 2 ways: (1) by tracking the symptoms that users log themselves and (2) by survey answer questions. For example, the user can log information on cycle length, period length and intensity, and days of the luteal phase. The survey information that users can report includes a range of questions regarding diet, lifestyle (general well-being, sleep, sexual activity, physical activity, stress, alcohol), menstrual cycle symptoms, and reproductive health information. Manually logged information reported in the current analyses included information on weight (in kilogram, logged manually), menstrual flow (light, medium, heavy), smoking status (regularly, sometimes, do not smoke), alcohol consumption (≥3 times a week, 1-2 times a week, <2-3 times a month, none), frequency of high stress (≥3 times a week, 1-2 times a week, <3 times a month, none), frequency of physical activity (≥3 times a week, 1-2 times a week, <3 times a month, none), relationship status (married or stable partner, single, no partner), months trying to conceive (<1 month, 1-3 months, 3-6 months, >6 months to 1 year, >1 year), number of children (0, 1, or 2, ≥3), and any reproductive disorders (yes, no, I don’t know).
Menstrual Cycle Characteristics

Women manually logged information about their menstrual cycles (days of menstruation), including the intensity of menstrual flow (light, medium, heavy). The start and end dates of menstrual cycles were defined by the logged first day of menstruation. To estimate mean and median cycle lengths, we computed intrawomen inputs and then calculated the mean and median for population groups.

Menstruation flow calculation was completed for every cycle for each woman. If the length of a period was 1 or 2 days, it was calculated as low, but for a length of ≥3 days with more than half of the days logged with the intensity, it was calculated as light (L)=1, medium (M)=2, heavy (H)=3, none=no data. These numbers were arbitrary, as there is no measure of the volume of blood loss during menstruation. The average was computed for all bleeding days per cycle (eg, bleeding days: LMHHML=1+2+3+3+2+1=12 divided by 6=2=M). If the average was <1.5, it was recorded as light. If the average was ≥1.5 to <2.4, it was recorded as medium. In the case of ≥3 days logged and <50% days with reported intensities, it was considered as not tracked. Calculations were performed for all cycles that were logged by each woman.

Ovulation was recorded in women who reported a positive luteinizing hormone (LH) test, signifying the end of the follicular phase, and the next day estimated ovulation. In the case of multiple results logged, the last one was used. The length of the follicular phase was estimated from the first day of the menstrual cycle up to and excluding the day of ovulation. The length of the luteal phase was defined as the period from the day of ovulation up to and excluding the first day of menstruation.

The cycle length variation was calculated as the expected value of the mean square deviation, that is, $\text{var}(x)=E[(x-\mu)^2]$, where $E[.]$ is expectation and $\mu=E[x]$.

Results

Participant Characteristics

The data from over 1.5 million nonpregnant women who were not using oral contraceptives and who had logged at least 3 cycles (N=1,579,819) were included in the study (Table 1). The number of women with 2 completed and 1 current cycle was 123,245, with 3 to 10 cycles (n=819,933), 11 to 20 cycles (n=450,096), 21 to 30 cycles (n=154,536), and ≥31 cycles (n=32,009). Overall, the women were young, did not smoke, and rarely consumed alcohol but were mostly sedentary. That is, approximately half (638,683/1,579,819, 40.42%) of the users were aged 18 to 24 years. Only 22.57% (356,598/1,579,819) of the women reported their height and weight (to determine BMI); over half had a BMI in the normal range of 18.5 to 24.9 kg/m$^2$ (202,420/356,598, 56.76%) and one-third (120,983/356,598, 33.93%) were overweight or obese. About half of the total population reported their smoking, alcohol, and physical activity habits, of which 25.73% (192,118/746,396) smoked, 25.10% (186,378/742,615) consumed alcohol ≥1 time per week, and 45.36% (363,314/800,870) did not engage in physical activity.
Table 1. Description of the study population.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Values, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age (years; n=1,579,819)</strong></td>
<td></td>
</tr>
<tr>
<td>18-24</td>
<td>638,683 (40.43)</td>
</tr>
<tr>
<td>25-29</td>
<td>383,179 (24.25)</td>
</tr>
<tr>
<td>30-34</td>
<td>275,039 (17.41)</td>
</tr>
<tr>
<td>35-39</td>
<td>162,156 (10.26)</td>
</tr>
<tr>
<td>40-55</td>
<td>120,762 (7.64)</td>
</tr>
<tr>
<td><strong>BMI (kg/m$^2$; n=356,598)</strong></td>
<td></td>
</tr>
<tr>
<td>$\leq$18.4</td>
<td>33,195 (9.31)</td>
</tr>
<tr>
<td>18.5-24.9</td>
<td>202,420 (56.76)</td>
</tr>
<tr>
<td>25.0-29.9</td>
<td>70,707 (19.83)</td>
</tr>
<tr>
<td>30.0-34.9</td>
<td>30,144 (8.45)</td>
</tr>
<tr>
<td>35.0-50.0</td>
<td>19,540 (5.48)</td>
</tr>
<tr>
<td>$\geq$50+</td>
<td>592 (0.17)</td>
</tr>
<tr>
<td><strong>Menstruation flow (n=197,579)</strong></td>
<td></td>
</tr>
<tr>
<td>Light</td>
<td>44,171 (22.36)</td>
</tr>
<tr>
<td>Medium</td>
<td>148,236 (75.03)</td>
</tr>
<tr>
<td>Heavy</td>
<td>5172 (2.62)</td>
</tr>
<tr>
<td><strong>Smoking status (n=746,369)</strong></td>
<td></td>
</tr>
<tr>
<td>Regularly</td>
<td>104,612 (14.01)</td>
</tr>
<tr>
<td>Sometimes</td>
<td>87,506 (11.72)</td>
</tr>
<tr>
<td>Do not smoke</td>
<td>554,278 (74.26)</td>
</tr>
<tr>
<td><strong>How often do you drink alcohol? (n=742,615)</strong></td>
<td></td>
</tr>
<tr>
<td>$\geq$3 times a week</td>
<td>42,115 (5.67)</td>
</tr>
<tr>
<td>1-2 times a week</td>
<td>144,263 (19.42)</td>
</tr>
<tr>
<td>$&lt;$2-3 times a month</td>
<td>310,597 (41.82)</td>
</tr>
<tr>
<td>None</td>
<td>245,640 (33.08)</td>
</tr>
<tr>
<td><strong>Frequency of high stress (n=768,571)</strong></td>
<td></td>
</tr>
<tr>
<td>$\geq$3 times a week</td>
<td>252,894 (32.90)</td>
</tr>
<tr>
<td>1-2 times a week</td>
<td>248,630 (32.35)</td>
</tr>
<tr>
<td>$&lt;$3 times a month</td>
<td>218,490 (28.43)</td>
</tr>
<tr>
<td>None</td>
<td>48,557 (6.32)</td>
</tr>
<tr>
<td><strong>Frequency of physical activity (n=800,870)</strong></td>
<td></td>
</tr>
<tr>
<td>$\geq$3 times a week</td>
<td>140,287 (17.52)</td>
</tr>
<tr>
<td>1-2 times a week</td>
<td>176,124 (22.00)</td>
</tr>
<tr>
<td>$&lt;$3 times a month</td>
<td>121,145 (15.13)</td>
</tr>
<tr>
<td>None</td>
<td>363,314 (45.36)</td>
</tr>
<tr>
<td><strong>Relationship status (n=748,612)</strong></td>
<td></td>
</tr>
<tr>
<td>Married or stable partner</td>
<td>531,360 (70.98)</td>
</tr>
<tr>
<td>Single</td>
<td>73,194 (9.78)</td>
</tr>
<tr>
<td>No partner</td>
<td>144,058 (19.24)</td>
</tr>
<tr>
<td><strong>Trying to conceive (n=137,973)</strong></td>
<td></td>
</tr>
<tr>
<td>$&lt;$1 month</td>
<td>36,510 (26.46)</td>
</tr>
<tr>
<td>Characteristics</td>
<td>Values, n (%)</td>
</tr>
<tr>
<td>--------------------------------------</td>
<td>---------------</td>
</tr>
<tr>
<td>1-3 months</td>
<td>27,383 (19.85)</td>
</tr>
<tr>
<td>3-6 months</td>
<td>17,108 (12.40)</td>
</tr>
<tr>
<td>&gt;6 months to 1 year</td>
<td>15,088 (10.94)</td>
</tr>
<tr>
<td>&gt;1 year</td>
<td>41,884 (30.36)</td>
</tr>
</tbody>
</table>

**Number of children (n=709,037)**

- 0: 501,976 (70.80)
- 1 or 2: 178,303 (25.15)
- ≥3: 28,758 (4.06)

**Any reproductive disorders (n=687,290)**

- Yes: 76,722 (11.16)
- No: 443,597 (64.54)
- I don’t know: 166,971 (24.29)

---

**Menstrual Cycle Length and Characteristics**

In all, 91.13% (1,439,613/1,579,819) of women had a median cycle length of 21 to 35 days, whereas 89.04% (1,406,643/1,579,819) had an average cycle length of 21 to 35 days. A total of 0.17% (2614/1,579,819) had a short cycle length (<21 days), and 8.60% (135,824/1,579,819) had a long cycle length (>35 days). The percentage of women with a median 27-day, 28-day, and 29-day cycle length was 12.05% (190,373/1,579,819), 16.32% (257,889/1,579,819), and 12.11% (191,351/1,579,819), respectively. Table 2 describes the demographic and lifestyle characteristics of the women, split by median cycle length. A higher percentage of women with short cycles reported having high stress ≥3 times/week (448/1117, 40.10%) and performing no physical activity (622/1158, 53.71%) compared with women with normal and long cycles. A higher percentage of women with short cycles had a lighter menstrual flow (240/476, 50.4%) compared with women with normal (37,469/172,025, 21.78%) and long cycles (6462/25,078, 25.77%). Consumption of alcohol or smoking status did not appear to influence menstrual cycle length (Table 2).

Figures 1 and 2 show the median cycle length distribution by age and BMI, respectively. In women aged 35 to 39 years and ≥40 years, more than 16% had a median cycle length of 27 days, compared with 9.6% of women aged 18 to 24 years. Comparatively, <8% of women aged 35 to 39 years and ≥40 years had a median 30-day cycle length compared with 10.8% of women aged 18 to 24 years. For BMI <50 kg/m², the highest percentage of women had a 28-day median cycle (15%-18%) and tended to track similarly across BMIs for shorter and longer day cycles (Figure 2). There were 592 women (0.17% of all women) with a BMI of ≥50 kg/m²; the highest percentage had a median 29-day cycle (n=80, 13.6%). A higher percentage of women with a BMI of 35 to 50 kg/m² (11.6%) and >50 kg/m² (11.7%) had a median cycle of 36 days or more, compared with between 7.5% and 9.6% for the lower BMI categories.
Table 2. Demographic and lifestyle characteristics across median cycle length.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Short cycle (≤20 days), n (%)</th>
<th>Normal cycle (21-35 days), n (%)</th>
<th>Long cycle (≥36 days), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18-24</td>
<td>1255 (48.01)</td>
<td>556,541 (39.57)</td>
<td>80,887 (47.42)</td>
</tr>
<tr>
<td>25-29</td>
<td>634 (24.25)</td>
<td>334,817 (23.80)</td>
<td>47,728 (27.98)</td>
</tr>
<tr>
<td>30-34</td>
<td>330 (12.62)</td>
<td>248,280 (17.65)</td>
<td>26,429 (15.50)</td>
</tr>
<tr>
<td>35-39</td>
<td>170 (6.50)</td>
<td>151,867 (10.80)</td>
<td>10,119 (5.93)</td>
</tr>
<tr>
<td>40-55</td>
<td>225 (8.61)</td>
<td>115,138 (8.19)</td>
<td>5399 (3.17)</td>
</tr>
<tr>
<td><strong>BMI (kg/m^2)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>≤18.4</td>
<td>31 (8.1)</td>
<td>29,309 (9.21)</td>
<td>3855 (10.16)</td>
</tr>
<tr>
<td>18.5-24.9</td>
<td>182 (47.6)</td>
<td>182,511 (57.35)</td>
<td>19,727 (51.98)</td>
</tr>
<tr>
<td>25.0-29.9</td>
<td>85 (22.3)</td>
<td>63,183 (19.85)</td>
<td>7439 (19.60)</td>
</tr>
<tr>
<td>30.0-34.9</td>
<td>40 (10.5)</td>
<td>26,253 (8.25)</td>
<td>3851 (10.15)</td>
</tr>
<tr>
<td>35.0-50.0</td>
<td>42 (11.0)</td>
<td>16,515 (5.19)</td>
<td>2983 (7.86)</td>
</tr>
<tr>
<td>≥50.0</td>
<td>2 (0.5)</td>
<td>494 (0.16)</td>
<td>96 (0.25)</td>
</tr>
<tr>
<td><strong>Menstrual flow</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Light</td>
<td>240 (50.4)</td>
<td>37,469 (21.78)</td>
<td>6462 (25.77)</td>
</tr>
<tr>
<td>Medium</td>
<td>222 (46.6)</td>
<td>130,178 (75.67)</td>
<td>17,836 (71.12)</td>
</tr>
<tr>
<td>Heavy</td>
<td>14 (2.94)</td>
<td>4378 (2.54)</td>
<td>780 (3.11)</td>
</tr>
<tr>
<td><strong>Smoking status</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Smoke regularly</td>
<td>160 (14.6)</td>
<td>94,649 (14.18)</td>
<td>9803 (12.56)</td>
</tr>
<tr>
<td>Smoke sometimes</td>
<td>155 (14.1)</td>
<td>78,205 (11.72)</td>
<td>9146 (11.72)</td>
</tr>
<tr>
<td>Do not smoke</td>
<td>782 (71.3)</td>
<td>494,381 (74.09)</td>
<td>59,115 (75.73)</td>
</tr>
<tr>
<td><strong>How often do you drink alcohol?</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>≥3 times a week</td>
<td>60 (5.5)</td>
<td>38,455 (5.79)</td>
<td>3600 (4.64)</td>
</tr>
<tr>
<td>1-2 times a week</td>
<td>213 (19.5)</td>
<td>130,651 (19.68)</td>
<td>13,399 (17.25)</td>
</tr>
<tr>
<td>&lt;2-3 times a month</td>
<td>444 (40.7)</td>
<td>277,731 (41.84)</td>
<td>32,422 (41.75)</td>
</tr>
<tr>
<td>None</td>
<td>373 (34.2)</td>
<td>217,031 (32.69)</td>
<td>28,236 (36.36)</td>
</tr>
<tr>
<td><strong>Frequency of high stress</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>≥3 times a week</td>
<td>448 (40.1)</td>
<td>224,951 (32.75)</td>
<td>27,495 (34.13)</td>
</tr>
<tr>
<td>1-2 times a week</td>
<td>359 (32.1)</td>
<td>221,845 (32.30)</td>
<td>26,426 (32.80)</td>
</tr>
<tr>
<td>&lt;3 times a month</td>
<td>235 (21.0)</td>
<td>196,573 (28.62)</td>
<td>21,682 (26.92)</td>
</tr>
<tr>
<td>None</td>
<td>75 (6.7)</td>
<td>43,528 (6.34)</td>
<td>4954 (6.15)</td>
</tr>
<tr>
<td><strong>Frequency of physical activity</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>≥3 times a week</td>
<td>191 (16.5)</td>
<td>127,088 (17.76)</td>
<td>13,008 (15.49)</td>
</tr>
<tr>
<td>1-2 times a week</td>
<td>190 (16.4)</td>
<td>158,190 (22.10)</td>
<td>17,744 (21.13)</td>
</tr>
<tr>
<td>&lt;3 times a month</td>
<td>155 (13.4)</td>
<td>107,620 (15.04)</td>
<td>13,370 (15.92)</td>
</tr>
<tr>
<td>None</td>
<td>622 (53.7)</td>
<td>322,839 (45.11)</td>
<td>39,853 (47.46)</td>
</tr>
<tr>
<td><strong>Trying to conceive</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;1 month</td>
<td>63 (27.8)</td>
<td>32,361 (26.82)</td>
<td>4086 (23.93)</td>
</tr>
<tr>
<td>1-3 months</td>
<td>49 (1.6)</td>
<td>23,828 (19.75)</td>
<td>3506 (20.53)</td>
</tr>
<tr>
<td>3-6 months</td>
<td>35 (15.4)</td>
<td>14,902 (12.35)</td>
<td>2171 (12.71)</td>
</tr>
<tr>
<td>Characteristics</td>
<td>Short cycle (≤20 days), n (%)</td>
<td>Normal cycle (21-35 days), n (%)</td>
<td>Long cycle (≥36 days), n (%)</td>
</tr>
<tr>
<td>-------------------------</td>
<td>-------------------------------</td>
<td>---------------------------------</td>
<td>-------------------------------</td>
</tr>
<tr>
<td>&gt;6 months to 1 year</td>
<td>18 (7.9)</td>
<td>13,096 (10.85)</td>
<td>1974 (11.56)</td>
</tr>
<tr>
<td>&gt;1 year</td>
<td>62 (27.3)</td>
<td>36,484 (30.23)</td>
<td>5338 (31.26)</td>
</tr>
</tbody>
</table>

**Number of children**

<p>| | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>650 (63.22)</td>
<td>444,711 (70.14)</td>
<td>56,615 (76.55)</td>
</tr>
<tr>
<td>1 or 2</td>
<td>324 (31.52)</td>
<td>162,663 (25.65)</td>
<td>15,316 (20.71)</td>
</tr>
<tr>
<td>≥3</td>
<td>54 (5.25)</td>
<td>26,679 (4.21)</td>
<td>2025 (2.74)</td>
</tr>
</tbody>
</table>

**Any reproductive disorders?**

<p>| | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Yes</td>
<td>164 (16.7)</td>
<td>64,376 (10.47)</td>
<td>12,182 (17.01)</td>
</tr>
<tr>
<td>No</td>
<td>563 (57.2)</td>
<td>403,419 (65.63)</td>
<td>39,615 (55.32)</td>
</tr>
<tr>
<td>I don't know</td>
<td>257 (26.1)</td>
<td>146,896 (23.90)</td>
<td>19,818 (27.67)</td>
</tr>
</tbody>
</table>

*a Short cycle (N=2614), normal cycle (N=1,406,643), and long cycle (N=170,562).

*b Short cycle (N=382), normal cycle (N=318,265), and long cycle (N=37,951).

*c Short cycle (N=476), normal cycle (N=172,025), and long cycle (N=25,078).

*d Short cycle (N=1097), normal cycle (N=667,235), and long cycle (N=78,064).

*e Short cycle (N=1090), normal cycle (N=663,868), and long cycle (N=77,657).

*f Short cycle (N=1117), normal cycle (N=686,897), and long cycle (N=80,557).

*g Short cycle (N=1158), normal cycle (N=715,737), and long cycle (N=83,975).

*h Short cycle (N=227), normal cycle (N=120,671), and long cycle (N=17,075).

*i Short cycle (N=1028), normal cycle (N=634,053), and long cycle (N=73,956).

*j Short cycle (N=984), normal cycle (N=614,691), and long cycle (N=71,615).

**Figure 1.** Median cycle length distribution by age groups.
Cycle Length Variability

Figure 3 illustrates the variation in cycle length for all women and for each age group. Among all women, 25.37% (275,715/1,086,923) had a cycle length variation of 0 to 1.5 days and 69% (753,831/1,086,923) of women had a <6-day variation. Variation in cycle length of 1.5 to 4.5 days was more common for women aged ≥35 years than for women aged <29 years, and this was particularly prominent at 1.5 days variation. That is, in women aged 35 to 39 years, and ≥40 years, a 1.5-day variation in cycle length was found in 25.17% (27,754/110,252) and 26.64% (14,255/53,502) of women, respectively, compared with 18.08% (63,314/350,021) and 20.12% (45,683/227,109) of women aged between 18 and 24 years and 25 and 29 years, respectively. Normal cycle variation between 3 and 4.5 days was also higher in women aged between 35 and 39 years (16.11%; 17,761/110,252) and ≥40 years (16.85%; 9015/53,502) compared with women aged between 18 and 24 years (13.38%; 46,817/350,021) and 25 and 29 years (14.17%; 32,185/227,109). Comparatively, a variation of ≥6 days was more prominent in the younger women and tracked similarly with increasing age. Across BMI groups, women with a higher BMI tended to have less variation in their cycle. This was particularly evident with a cycle variation of ≥4.5 days, where there were fewer women with a higher BMI and more women with a low BMI (<18 kg/m²; Figure 4).

Figure 2. Median cycle length distribution by BMI categories.
Ovulation and Phases of the Menstrual Cycle

There were 18,761 cycles with positive LH ovulation tests, signifying the end of the follicular phase, and the following day to be the day of estimated ovulation. The highest percentage of cycles was at an estimated ovulation day 14 (13.08%, 2509 cycles; Table 3), indicating a 13-day follicular phase (Multimedia Appendix 1). There was a similar percentage of cycles with estimated ovulation at day 13 (2248 cycles, 12.13%) and day 15 (2267 cycles, 11.96%). The number of cycles with estimated ovulation continued to reduce outside these days. Across age groups (Multimedia Appendix 2), the highest percentage of cycles was at an estimated ovulation day 15 for women aged between 18 and 24 years (187/1687 cycles, 11.08%), day 14 for women aged between 25 and 39 years (2108 cycles, 12%-15%), but at day 12 for women aged 40 years (237/1594 cycles, 14.9%). Across BMI categories (Multimedia Appendix 3), more frequent positive ovulation tests occurred at day 14, indicating a 13-day follicular length, except for a BMI of 35 to 49.9 kg/m², which was highest at day 13 (80 cycles).

The length of the luteal phase was highest at day 15, with 16.96% (3696/21,788) of the cycles, followed by a 14-day luteal phase, with 16.17% (3523/21,788) of the cycles (Table 4). The number of cycles reduced to around 12% at a 13-day and 16-day luteal phase length and dropped to 6% to 7% at a 12-day and 17-day luteal phase length. The luteal phase length across age and BMI are reported in Multimedia Appendices 4 and 5, respectively. For all age groups, the number of cycles was highest for a 15-day luteal phase length, followed by a 14-day luteal phase length. There was a higher percentage of cycles with shorter (5 to 10 day) luteal phases among the youngest compared with the higher age groups, but for a luteal phase of 13 to 16 days, more cycles were present in the age group of 25 years. Comparatively, there was a higher percentage of cycles from women aged ≥40 years that had longer luteal phases (≥15 days; Multimedia Appendix 4). A luteal phase length of 15 days was most common across all BMI categories except for the 30.0 to 34.9 kg/m² category, which was at a length of 14 days. Overall, the percentage of cycles tended to track similarly across BMI categories; however, there tended to be a higher percentage of cycles with a luteal phase of 11 to 13 days from overweight (25.0 to 29.9 kg/m²) and obese (30.0 to 50.0 kg/m²) women compared with the other BMI categories (Multimedia Appendix 5).
Table 3. Estimated ovulation day based on positive luteinizing hormone test (N=18,761 cycles).

<table>
<thead>
<tr>
<th>Estimated day of ovulation</th>
<th>Cycles, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>11</td>
<td>1668 (8.89)</td>
</tr>
<tr>
<td>12</td>
<td>1877 (10.00)</td>
</tr>
<tr>
<td>13</td>
<td>2248 (11.98)</td>
</tr>
<tr>
<td>14</td>
<td>2509 (13.37)</td>
</tr>
<tr>
<td>15</td>
<td>2267 (12.08)</td>
</tr>
<tr>
<td>16</td>
<td>1905 (10.15)</td>
</tr>
<tr>
<td>17</td>
<td>1518 (8.09)</td>
</tr>
<tr>
<td>18</td>
<td>1154 (6.15)</td>
</tr>
<tr>
<td>19</td>
<td>822 (4.38)</td>
</tr>
<tr>
<td>20</td>
<td>636 (3.39)</td>
</tr>
<tr>
<td>21</td>
<td>458 (2.44)</td>
</tr>
<tr>
<td>22</td>
<td>321 (1.71)</td>
</tr>
<tr>
<td>23</td>
<td>304 (1.62)</td>
</tr>
<tr>
<td>24</td>
<td>266 (1.41)</td>
</tr>
<tr>
<td>25</td>
<td>189 (1.00)</td>
</tr>
<tr>
<td>26</td>
<td>184 (0.98)</td>
</tr>
<tr>
<td>27</td>
<td>149 (0.79)</td>
</tr>
<tr>
<td>28</td>
<td>160 (0.85)</td>
</tr>
<tr>
<td>29</td>
<td>126 (0.67)</td>
</tr>
</tbody>
</table>

Table 4. Estimated luteal phase length based on positive luteinizing hormone test (N=18,761).

<table>
<thead>
<tr>
<th>Length of luteal phase (days)</th>
<th>Cycles, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>142 (0.75)</td>
</tr>
<tr>
<td>6</td>
<td>172 (0.91)</td>
</tr>
<tr>
<td>7</td>
<td>206 (1.09)</td>
</tr>
<tr>
<td>8</td>
<td>227 (1.20)</td>
</tr>
<tr>
<td>9</td>
<td>344 (1.83)</td>
</tr>
<tr>
<td>10</td>
<td>543 (2.89)</td>
</tr>
<tr>
<td>11</td>
<td>946 (5.04)</td>
</tr>
<tr>
<td>12</td>
<td>1565 (8.34)</td>
</tr>
<tr>
<td>13</td>
<td>2645 (14.09)</td>
</tr>
<tr>
<td>14</td>
<td>3523 (18.77)</td>
</tr>
<tr>
<td>15</td>
<td>3696 (19.70)</td>
</tr>
<tr>
<td>16</td>
<td>2765 (14.73)</td>
</tr>
<tr>
<td>17</td>
<td>1819 (9.69)</td>
</tr>
<tr>
<td>18</td>
<td>1380 (7.35)</td>
</tr>
<tr>
<td>19</td>
<td>1006 (5.36)</td>
</tr>
<tr>
<td>20</td>
<td>809 (4.31)</td>
</tr>
</tbody>
</table>
Discussion

Principal Findings

We have reported recent and comprehensive data characterizing over 1.5 million women and their menstrual cycle patterns. Approximately two-thirds of women using the app were aged <30 years and one-third were overweight or obese based on their BMI. The majority of women (1,439,613/1,579,819, 1.13%) had a usual median cycle length of 21 to 35 days, of whom 16.32% (257,889/1,579,819) had a median cycle length of 28 days. Shorter cycles with less variation were more common for women ≥40 years. Among women who reported short cycles, a higher percentage reported higher stress levels, no physical activity, and a lighter menstrual flow in comparison with women with normal or long cycles. There were only subtle differences in length and variability across BMIs; however, women with the lowest BMI tended to have the highest variation in cycle length and more women with a BMI >35 kg/m² had a median cycle of 36 days and longer.

Strengths and Limitations

The reporting of menstrual cycle length and patterns was estimated from mobile phone data collected from women using the app. Although this app has a global reach of 100 million women using the app, and 30 million active users monthly, not all women reported on their BMI or other lifestyle characteristics. This means these findings cannot be generalized to all women using the app. Recently, a review of pregnancy apps and their use in culturally and linguistically diverse women found that engagement with apps may be lower in areas of higher social disadvantage, cultural and language barriers, and health literacy [36]. This study did not ask about reasons for using the app (except if it was to become pregnant); thus, it is unclear whether women who provided more demographic and fertility details have a different level of knowledge or interest in reproductive health. We did not have data to assess cultural disparities across menstrual cycle characteristics, which would be valuable in future research. Information on cycle intensity was self-reported based on subjective feelings of light, medium, and heavy flow; objective measures of menstrual flow would improve the accuracy of cycle intensity. We used the data on women to assess menstrual cycle characteristics, but also used the number of cycles to assess ovulation. Understanding the characteristics of women that contribute to anovulatory cycles would provide important information on other potential issues with fertility. Among women who have reproductive health issues, including polycystic ovary syndrome or endometriosis, the ability to become pregnant may already be reduced. An app estimating ovulation or suggesting the most fertile period for those women may be limited in its effectiveness.

The strengths of this study include the very large cohort of women providing fertility information, along with data on a high number of ovulatory cycles. The Flo app uses artificial intelligence–based algorithms, and when additional data, such as basal body temperature and ovulation data, are entered, the predictive ability improves. Comparatively, calendar-based apps may only use simulated 28-day cycles to estimate ovulation, or predictive methods may be used; for example, the standard days method, where users avoid unprotected intercourse during cycle days 8 through 19 [37] or the rhythm method, which predicts fertile days using a formula and is based on data from the menstrual records of the past 6 cycles [6]. They do not provide information on how the predictions are calculated or the accuracy of predictions.

Comparison With Prior Work

Imperative to our study is that we assessed individual women, and we report on the number and percentage of women and median menstrual cycle length. Our results are useful in the clinic setting and provide information on the actual occurrence of cycle data in women but also differences in cycle patterns across age groups, BMI, and some lifestyle characteristics. Importantly, we show that a cycle length of 28 days is not common for many women, which is usually the reference length for a typical woman. Comparatively, previous analyses among women using fertility apps or cohort studies have reported that the mean or median cycle length for all women ranged between 28 and 30 days [8,11,33,34], and studies reporting on actual cycles reported means between 27.7 and 29.6 days [2,4,5,7,35]. These results cannot be extrapolated to an individual woman, and clinically, it is not helpful, as we have clearly demonstrated that the percentage of women with an average cycle length of 28 days is uncommon. Our results provoke a potential paradigm shift, changing our thinking from the current concept of mean cycle length to frequencies of cycle length in individual women.

Our results are consistent with previous studies reporting on shorter cycle lengths with increasing age [3-5,11], but also less variation with older age [5,13]. Additionally, there is a dependence between age and length of the luteal phase. Only a small number of cycles were assessed in our luteal phase data, but our results are partly consistent with the study by Lenton et al [12] showing a higher incidence of shorter cycles in the youngest women (18-24 years) but also the oldest women aged between 45 and 50 years. A recent study by Bull et al [4] using a fertility app did not show any difference in the luteal phase across age groups. Such differences are likely because of the assessment of this phase, and when using an app, one that includes thermal changes, but also objective markers of ovulation are more likely to provide accurate information.

Epidemiological evidence has demonstrated the adverse effects of obesity on female reproduction, including anovulation and menstrual cycle irregularities [24,25,38], impaired pregnancy success using assisted reproductive technology, and infertility [39]. Furthermore, mechanistic studies have confirmed alterations in reproductive hormones associated with obesity [40]. Small studies demonstrated body composition measures associated with menstrual cycle irregularities [23-26], and an Australian study of 726 women was the first to show that obese women were twice as likely to have greater cycle variation (>15 days) compared with women with a normal weight [9]. In a recent app study using >600,000 cycles, there were no differences in the percentage of cycles across BMI categories, except morbidly obese women had higher cycle length variation by 0.4 days and longer follicular phase length by 0.9 days, than women with a normal BMI [4]. The current analysis revealed that median menstrual cycle length and length of follicular and
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Luteal phases were not remarkably different with increasing BMI, except for the heaviest women at a BMI of ≥50 kg/m². It is interesting to note that of the over 1.5 million women in the study, only 22.57% (356,598/1,579,819) reported height and weight to calculate BMI. Although this might disprove the information bias such that our findings may systematically underestimate the relationship between BMI and menstrual cycle, the proportion of women who were overweight or obese (33.93%) in this study is similar to the current prevalence rates in the general and reproductive population of women [27,41]. Thus, the effect of BMI on menstrual cycle length may be mediated by other factors that we did not assess in our descriptive study. Given the inconsistent findings and lack of clear association between BMI and menstrual cycle characteristics in large cohorts of women (rather than data on cycles), further investigation into this area is needed.

This is the largest analysis to report on physical activity, stress, and menstrual flow across short, normal, and long menstrual cycle lengths. Interestingly, shorter cycles were associated with a higher frequency of high stress, no physical activity, and lighter menstrual flow. There is limited information on stress and physical activity, but research to date suggests that professional and high-frequency training impairs ovarian activity, which may manifest as luteal phase defects, irregular menstruation, or amenorrhea [42-44]. In nontrained women aged 18 to 44 years, total recreational physical activity and vigorous recreational activity were positively associated with cycle length, but not cycle variability [45]. Regarding sedentary behavior, among 2613 nulliparous Danish women, those who were sedentary (ie, <5 metabolic equivalents [METs] per week of physical activity), had a higher prevalence of irregular cycles than women who engaged in moderate levels of activity (20 to 39 METs per week; probability ratio 1.54; 95% CI 1.16-2.04) [46]. Small cross-sectional studies have shown that higher stress is a significant predictor of irregular menstrual cycles [47] and dysmenorrhea [48]. Although these findings support the benefits of moderate physical activity and minimizing stress, further investigation into the impact of lifestyle factors on menstrual cycle characteristics is necessary.

The current findings have clinical implications for women who are trying to conceive but also for women with different lifestyle characteristics. First, current estimations for conceiving are based on the premise of a 28-day cycle with ovulation on day 14. We demonstrated that only 16% of women had a median 28-day cycle. Our results invoke a fundamental change in the assessment of cycle lengths of individual women and that the population mean cycle length may no longer be an applicable form of its measurement. Second, few menstrual cycle differences were seen in women with different BMIs. Finally, lifestyle factors such as physical activity and stress may relate to cycle length and therefore the potential day of ovulation. Prediction models, including menstrual cycle data as well as age and lifestyle factors, could be developed to predict the likelihood of pregnancy success. The use of such models would be helpful in the clinic setting to optimize conception, particularly in those who do not have regular cycles.

**Conclusions**

On a global scale, we have provided extensive evidence on the characteristics of women and their menstrual cycle length and patterns. We demonstrate that the typical average 28-day cycle length is not common for a high percentage of women, and only 13.08% of cycles had an estimated ovulation on day 14. Age appeared to be a more important factor than BMI in terms of menstrual cycle length and variability. Our data provide important information on the necessity for an individualized approach to support reproductive health and fertility, and modifiable factors such as physical activity and stress should additionally be considered when planning a pregnancy. Future work could extend these findings by addressing cultural and ethnic diversities in relation to menstrual cycle patterns.
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Abstract

Background: Discontinuation of contact lens use is mainly caused by contact lens–associated dry eye. It is crucial to delineate contact lens–associated dry eye's multifaceted nature to tailor treatment to each patient’s individual needs for future personalized medicine.

Objective: This paper aims to quantify and stratify individual subjective symptoms of contact lens–associated dry eye and clarify its risk factors for future personalized medicine using the smartphone app DryEyeRhythm (Juntendo University).

Methods: This cross-sectional study included iPhone (Apple Inc) users in Japan who downloaded DryEyeRhythm. DryEyeRhythm was used to collect medical big data related to contact lens–associated dry eye between November 2016 and January 2018. The main outcome measure was the incidence of contact lens–associated dry eye. Univariate and multivariate adjusted odds ratios of risk factors for contact lens–associated dry eye were determined by logistic regression analyses. The t-distributed Stochastic Neighbor Embedding algorithm was used to depict the stratification of subjective symptoms of contact lens–associated dry eye.

Results: The records of 4454 individuals (median age 27.9 years, SD 12.6), including 2972 female participants (66.73%), who completed all surveys were included in this study. Among the included participants, 1844 (41.40%) were using contact lenses, and among those who used contact lenses, 1447 (78.47%) had contact lens–associated dry eye. Multivariate adjusted odds ratios of risk factors for contact lens–associated dry eye were as follows: younger age, 0.98 (95% CI 0.96-0.99); female sex, 1.53 (95% CI 1.05-2.24); hay fever, 1.38 (95% CI 1.10-1.74); mental illness other than depression or schizophrenia, 2.51 (95% CI 1.13-5.57); past diagnosis of dry eye, 2.21 (95% CI 1.63-2.99); extended screen exposure time >8 hours, 1.61 (95% CI 1.13-2.28); and...
smoking, 2.07 (95% CI 1.49-2.88). The t-distributed Stochastic Neighbor Embedding analysis visualized and stratified 14 groups based on the subjective symptoms of contact lens–associated dry eye.

**Conclusions:** This study identified and stratified individuals with contact lens–associated dry eye and its risk factors. Data on subjective symptoms of contact lens–associated dry eye could be used for prospective prevention of contact lens–associated dry eye progression.

*(J Med Internet Res 2020;22(6):e18996) doi:10.2196/18996*
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**Introduction**

Contact lens (CL) wear is an established and efficient method for improving vision quality by correcting refractive errors. More than 140 million estimated CL users exist worldwide [1]. However, despite available CL products on the market, studies show that 12% to 58% of CL users discontinue CL use due to CL discomfort (CLD) [1-6]. Additionally, many continue using CLs while feeling CLD.

Dry eye disease (DED) is characterized by a tear film disorder, potentially causing ocular surface damage and ocular discomfort [7,8]. DED is becoming more prevalent due to aging society and increased digital device usage [9-13]. Accumulating studies indicate that dryness is one of the main reasons for CLD [2,3,8]; 68% to 79% of CL users have reported feeling dryness [14-16], and CL use especially is a risk factor for severe DED [17,18]. CL-associated dry eye (CLADE) may be caused by changes of tear film stability on the CL surface, decrease in the tear exchange rate, decrease in reflex secretion due to perception decline, oxygen deprivation, lens deposits, and adverse reactions to CL solutions [5]. Suggested CLADE risk factors, including environmental and host factors, and lifestyle habits are related [1,19-21]; thus, a comprehensive, multidisciplinary mass customization is needed in individual CLADE treatments. Accordingly, it is crucial to understand CLADE’s multifaceted nature by monitoring various symptoms and visualizing patient lifestyle practices to improve the CL users’ quality of vision through personalized treatment [22,23]. Notably, a smartphone app could effectively monitor subjective symptoms and lifestyle habits, check changes in each factor’s contribution, and visualize each individual’s lifestyle [22]. The collected medical data could help lay the foundation for understanding how individual factors contribute to the aggravation of CLADE.

To reveal and simplify how multiple factors intertwine to affect CLADE’s progression, we conducted this large-scale crowdsourced study using the DryEyeRhythm app (Juntendo University) to quantify and stratify the symptoms of CLADE and collect evidence for prospective prevention of CLADE progression.

**Methods**

**Study Enrollment and Participants**

The DryEyeRhythm app’s development and the study’s enrollment process have been previously described [18,24,25]. Briefly, DryEyeRhythm was developed using Apple Inc’s open-source framework, ResearchKit. DryEyeRhythm was released on Apple’s App Store in Japan on November 2, 2016, and in the United States in April 2018 [18]. Prospective participants can download the app using their own App Store credentials. This large-scale, crowdsourced, prospective, cross-sectional observational study was conducted between November 2, 2016, and January 12, 2018. All users provided electronic informed consent for participation following explanation of the study’s nature and possible consequences. Duplicate users, foreign participants (outside of Japan), and users who did not complete all surveys were excluded. This study was approved by the Independent Ethics Committee of Juntendo University Faculty of Medicine (approval number 19-226) and adhered to the tenets of the Declaration of Helsinki. The methodology and results of this survey are reported according to the checklist for reporting results of internet e-surveys [26].

**User Data Collection**

Using DryEyeRhythm, data on participant demographics, medical history, lifestyle habits, daily subjective symptoms, Ocular Surface Disease Index (OSDI) scores (Allergan), and Zung Self-Rating Depression Scale (SDS) scores were collected [27-29]. Multimedia Appendices 1 and 2 show specific questions and parameters used for data collection. Data that were recorded included basic demographic characteristics, including age, sex, height, body weight, race, and geographic location; medical history of hypertension, diabetes, systemic disease, mental illness, past diagnosis of DED, hay fever, and ophthalmic surgeries; and lifestyle habits, including daily coffee intake, CL information (such as the type of CL, period of CL use, and daily duration of CL use), eye drop use, screen exposure time, periodic exercise, sleep duration, smoking, and hydration. Daily subjective symptoms included eye itching, asthenopia, headache, mental fatigue, stiffness, and stress.

**Classification of CLADE**

Participants were divided into the following 2 groups: non-CLADE and CLADE. Those who reported current use of CL and had an OSDI total score <13 were included in the non-CLADE group. Those who reported current use of CL and had an OSDI total score ≥13 were included in the CLADE group.

The OSDI questionnaire is a 12-item questionnaire used to assess DED severity based on ocular symptoms, impact on visual functioning, and environmental triggers [27,29].
overall OSDI total score was determined based on a 100-point scale correlated with the severity of symptoms [30]. We previously demonstrated that the Japanese version of OSDI with DryEyeRhythm had good validity compared with that with the paper-based questionnaire [18,29,31].

Depressive symptoms were evaluated using SDS [28]. The SDS is an internationally used 20-item self-administered depression scale and has been validated in Japan. Each item is rated on a 4-point Likert scale, with a total score ranging from 20 to 80. An SDS score of ≥40 is possibly suggestive of depression [32,33].

**Statistical Analysis**

Continuous variables (not normally distributed based on Shapiro-Wilk tests) are presented as medians (with interquartile ranges), and categorical variables are presented as percentages. We conducted Mann-Whitney U tests for continuous variables not normally distributed and chi-square tests for categorical variables. A comparison between negative, current, and past CL use groups was performed by one-way analysis of variance using a Bonferroni post hoc test. The odds ratio of each risk factor for CLADE was determined by multivariate adjusted logistic regression analysis, which included factors significantly associated with CLADE, as indicated by the univariable logistic regression analyses with a threshold 2-tailed, unpaired P value of .05. Pearson’s rank correlation coefficients were calculated to determine the correlation between each subjective symptom and CLADE. A heatmap was then made using the heatmap function of the seaborn module (version 0.9.0; Python 3). A t-distributed Stochastic Neighbor Embedding (t-SNE) was performed with a scikit-learn Python package (version 0.21.3; Python 3) [34]. P values were considered statistically significant at P<.05, P<.01, or P<.001. All data were analyzed with Stata (version 15; Stata Corp) software.

**Results**

Application Downloads and Clinical Study Enrollment

As seen in Figure 1, DryEyeRhythm was cumulatively downloaded 18,991 times between November 2, 2016, and January 12, 2018. As Figure 2 shows, a total of 21,394 records were identified in our crowd database; 11,485 and 5455 records were excluded from the study because of duplicate user data and incomplete survey responses, respectively. Finally, 4454 out of 9909 participants (44.95%) completed the survey and were included in the final analysis. Multimedia Appendix 3 shows the sensitivity analysis between included and excluded participants.

**Figure 1.** Trends in the number of downloads.
Participant Characteristics

Multimedia Appendix 4 summarizes participants’ demographics, medical history, and lifestyle habits according to CL usage. The included participants’ median age was 23 years (IQR 18-35), and women accounted for 66.73% (2972/4454) of the participants. Most participants were in the age group of 18 to 34 years (2362/4454 participants, 53.03%), followed by the age group of 35 to 64 years (1133/4454 participants, 25.44%). CL users were divided into the following subgroups: negative (2146/4454 participants, 48.18%), past use (464/4454 participants, 10.42%), and current use (1844/4454 participants, 41.40%). Most of the current CL users were younger than 65 years.

Regarding the medical history survey, the majority of the participants (2747/4454, 61.67%) did not present medicated hypertension, diabetes, systemic diseases, or mental illness history. Hay fever was present in about half of the participants (2249/4454, 50.49%). Previous DED diagnoses were reported in 26.08% of past (178/4454) and current (481/1844) CL users, while 17.99% (386/2146 out of participants) of negative contact lens users had previous DED diagnoses. The history of laser-assisted in situ keratomileusis surgery was significantly increased in past CL users ($P<.001$).

Regarding lifestyle habits, eye drop use was reported in 23.49% (109/464) of past CL users and 26.03% (480/1844) of current CL users, while 13.42% (288/2146) of negative contact lens users did not use eye drops. Median screen exposure time was 6 hours (IQR 4-10). About two-thirds of participants (2919/4454, 65.54%) showed periodic exercise habits, with an average exercise time of 1 hour (IQR 0-3) per week. The median sleeping time was 7 hours (6-8.5) per night; however, more than half of participants (2355/4454, 52.87%) slept fewer than 6 hours per night. About a quarter (1058/4454, 23.75%) of participants smoked.

Characteristics of Non-CLADE and CLADE Groups

Multimedia Appendix 5 shows the characteristics of non-CLADE and CLADE groups. Most participants in both non-CLADE and CLADE groups were in the 18 to 34 years age group. There were significantly more female participants in the CLADE group ($P<.001$). Height and body weight were higher in the non-CLADE group. The median CL term was 6 hours (IQR 3-10) per day in both the non-CLADE and CLADE groups, and approximately half of the participants used CL for 12 to 18 hours per day. More than 90% (1725/1844, 93.55%) of the participants in both non-CLADE and CLADE groups used soft contact lenses (SCL). The majority of the SCL types were the daily disposable type (823/1844 participants, 44.63%), followed by the biweekly (every 2 weeks) type (741/1844 participants, 40.18%). Regarding the medical history survey, the prevalence of hay fever ($P=.002$), past diagnosis of DED ($P<.001$), and mental illnesses other than depression or schizophrenia ($P=.003$) were significantly higher in the CLADE group than in the non-CLADE group. Regarding lifestyle habits, eye drop use ($P<.001$), screen exposure time ($P<.001$), and smoking habits ($P=.001$) were significantly higher in the CLADE group than in the non-CLADE group.

Subjective Symptoms

Table 1 shows daily subjective symptoms and OSDI and SDS data. Eye itching was significantly higher in the CLADE group than in the non-CLADE group ($P<.001$). Other subjective symptoms, including asthenopia, headache, mental fatigue, and stiffness, were higher in the CLADE group compared with the non-CLADE group. The median OSDI total scores were 8.3 (IQR 6.3-10.4) in the non-CLADE group and 30 (IQR 20.8-43.8) in the CLADE group. Subscale scores of OSDI were higher in
the CLADE group than in the non-CLADE group. The SDS score was also higher in the CLADE group, and 80.10% (1159/1447) of participants in this group experienced depressive symptoms (SDS score ≥40).

Table 1. Subjective symptoms of contact lens–associated dry eye.

<table>
<thead>
<tr>
<th>Daily subjective symptoms</th>
<th>Non-CLADEa (n=397)</th>
<th>CLADE (n=1447)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Eye itching (0-10), median (IQR)</td>
<td>0 (0-2)</td>
<td>2 (0-5)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Asthenopia (yes), n (%)</td>
<td>147 (37.0)</td>
<td>899 (62.1)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Headache (0-10), median (IQR)</td>
<td>0 (0-2)</td>
<td>1 (0-4)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Mental fatigue (yes), n (%)</td>
<td>57 (14.4)</td>
<td>446 (30.8)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Stiffness and pain of body axis muscle (yes), n (%)</td>
<td>151 (38.0)</td>
<td>816 (56.4)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Stress (1-10), median (IQR)</td>
<td>4 (2-6)</td>
<td>5 (3-7)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>J-OSDIb total score (1-100), median (IQR)</td>
<td>8.3 (6.3-10.4)</td>
<td>30 (20.8-43.8)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Ocular symptoms (0-100), median (IQR)</td>
<td>15 (5-20)</td>
<td>35 (25-45)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>(1) Eyes that are sensitive to light (0-4), median (IQR)</td>
<td>1 (0-1)</td>
<td>1 (1-3)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>(2) Eyes that feel gritty (0-4), median (IQR)</td>
<td>1 (0-1)</td>
<td>1 (1-2)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>(3) Painful or sore eyes (0-4), median (IQR)</td>
<td>0 (0-1)</td>
<td>1 (1-2)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>(4) Blurred vision (0-4), median (IQR)</td>
<td>0 (0-1)</td>
<td>1 (1-2)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>(5) Poor vision (0-4), median (IQR)</td>
<td>0 (0-1)</td>
<td>1 (1-2)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Vision-related function (0-100), median (IQR)</td>
<td>0 (0)</td>
<td>12.5 (6.3-25)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>(6) Reading (0-4), median (IQR)</td>
<td>0 (0)</td>
<td>1 (0-1)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>(7) Driving at night (0-4), median (IQR)</td>
<td>0 (0)</td>
<td>0 (0-1)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>(8) Working with a computer or bank machine (0-4), median (IQR)</td>
<td>0 (0)</td>
<td>0 (0-1)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>(9) Watching TV (0-4), median (IQR)</td>
<td>0 (0)</td>
<td>1 (0-1)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Environmental triggers (0-100), median (IQR)</td>
<td>8.3 (8.3-16.7)</td>
<td>41.7 (25-66.7)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>(10) Windy conditions (0-4), median (IQR)</td>
<td>0 (0)</td>
<td>1 (1-3)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>(11) Places or areas with low humidity (0-4), median (IQR)</td>
<td>0 (0-1)</td>
<td>2 (1-3)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>(12) Areas that are air conditioned (0-4), median (IQR)</td>
<td>0 (0-1)</td>
<td>2 (1-3)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>SDSc score (20-80), median (IQR)</td>
<td>42 (36-49)</td>
<td>48 (41-55)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>SDS score &gt;40, n (%)</td>
<td>234 (58.9)</td>
<td>1159 (80.1)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

aCLADE: contact lens–associated dry eye.
bJ-OSDI: Japanese Ocular Surface Disease Index.
cSDS: Zung Self-Rating Depression Scale.

Stratification of Subjective Symptoms of CLADE

Figure 3 shows various representations of the stratification of the subjective symptoms of CLADE. The number of subjective symptoms for both CLADE and non-CLADE groups is based on OSDI questionnaires, and the number of subjective symptoms was higher in the CLADE group. The rate of positive signs in each OSDI item between the CLADE and non-CLADE groups shows that over 90% of CLADE participants felt gritty eyes, were sensitive to light, and felt uncomfortable in low-humidity places. The treemap consists of the differences between the CLADE and non-CLADE groups in the frequency of subjective symptoms of DED triggered by environmental factors (OSDI questions 10-12). The environmental factors are characterized as subjective symptoms of CLADE. The heatmap that visualizes the correlation between each subjective symptom and CLADE demonstrates that the subjective symptoms triggered by environmental factors (OSDI questions 10-12) were highly positively correlated with CLADE. The t-SNE projection of CLADE and non-CLADE groups according to the subjective symptoms shows that the CLADE group had a variety of subjective symptoms compared with the non-CLADE group (14 groups vs 4 groups, respectively). Finally, we created a heatmap in which the patterns in the 18 groups based on each subjective symptom were stratified by the t-SNE projection. Those 18 groups were subgrouped based on the OSDI as follows: ocular symptoms (OSDI questions 1-5), vision-related function (questions 6-9), and environmental triggers (questions 10-12).
Figure 3. Stratification of subjective symptoms of CLADE. (A) The number of subjective symptoms in the non-CLADE and CLADE groups. (B) The frequency of subjective symptoms of DED based on each OSDI questionnaire. (C) The treemap shows the difference in the frequency of subjective symptoms of DED (the percentage of subjective symptoms in the CLADE group minus the percentage of subjective symptoms in the non-CLADE group) based on each OSDI question. (D) The Pearson correlation coefficients between subjective symptoms and CLADE are shown in the heatmap as a color gradient. (E) t-SNE projection shows the groups of CLADE based on the subjective symptoms. (F) The heatmap shows the correlation between the groups made by t-SNE projection and each OSDI item. CLADE: contact lens–associated dry eye. DED: dry eye disease. OSDI: Ocular Surface Disease Index. t-SNE: t-distributed Stochastic Neighbor Embedding.

Table 2 shows univariate odds ratios of each risk factor for CLADE, determined by logistic regression analysis. The univariate odds ratios were 0.99 (95% CI 0.975-0.998) for age, 1.75 (95% CI 1.33-2.23) for female sex, 0.98 (95% CI 0.97-0.99) for height, 1.41 (95% CI 1.13-1.77) for hay fever, 3.13 (95% CI 1.43-6.84) for mental illness other than depression or schizophrenia, 2.11 (95% CI 1.58-2.82) for past diagnosis of DED, 1.56 (95% CI 1.11-2.19) for more than 8 hours of screen exposure per day, and 1.69 (95% CI 1.26-2.28) for smoking. Relevant risk factors for CLADE were identified by the analyses of univariate odds ratios and were further analyzed by multivariate analyses. Table 2 also shows the multivariate odds ratios of each risk factor for CLADE. The multivariate odds ratios were 0.98 (95% CI 0.96-0.99) for age, 1.53 (95% CI 1.05-2.24) for female sex, 1.38 (95% CI 1.10-1.74) for hay fever, 2.51 (95% CI 1.13-5.57) for mental disease other than depression or schizophrenia, 2.21 (95% CI 1.63-2.99) for past diagnosis of DED, 1.61 (95% CI 1.13-2.28) for more than 8 hours of screen exposure per day, and 1.69 (95% CI 1.26-2.28) for smoking.
hours of screen exposure per day, and 2.07 (95% CI 1.49-2.88) for smoking. Number of years of CL use, duration worn per day, and CL type had no significant association with CLADE.
## Table 2. Univariate and multivariate adjusted odds ratios of risk factors for contact lens–associated dry eye.

<table>
<thead>
<tr>
<th>Risk factors</th>
<th>Univariate odds ratio (95% CI)</th>
<th>Multivariate odds ratio (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Demographic characteristics</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age (per year)</td>
<td>0.99 (0.975-0.998)</td>
<td>0.98 (0.96-0.99)</td>
</tr>
<tr>
<td>Sex (female vs male)</td>
<td>1.75 (1.33-2.23)</td>
<td>1.53 (1.05-2.24)</td>
</tr>
<tr>
<td>Height (cm)</td>
<td>0.98 (0.97-0.99)</td>
<td>1.00 (0.98-1.02)</td>
</tr>
<tr>
<td>Weight (kg)</td>
<td>0.99 (0.98-1.00)</td>
<td>N/A&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>CL&lt;sup&gt;b&lt;/sup&gt; use (0-10 years)</td>
<td>0.98 (0.95-1.02)</td>
<td>0.99 (0.95-1.03)</td>
</tr>
<tr>
<td><strong>CL duration (hours per day)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0-6</td>
<td>1 (N/A)</td>
<td>1 (N/A)</td>
</tr>
<tr>
<td>7-12</td>
<td>1.25 (0.77-2.05)</td>
<td>1.28 (0.76-2.14)</td>
</tr>
<tr>
<td>13-18</td>
<td>1.19 (0.74-1.92)</td>
<td>1.24 (0.74-2.06)</td>
</tr>
<tr>
<td>19-24</td>
<td>1.77 (0.93-3.36)</td>
<td>1.45 (0.73-2.85)</td>
</tr>
<tr>
<td><strong>Contact lens type</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hard</td>
<td>1 (N/A)</td>
<td>1 (N/A)</td>
</tr>
<tr>
<td>Disposable (daily)</td>
<td>0.98 (0.61-1.58)</td>
<td>0.82 (0.49-1.36)</td>
</tr>
<tr>
<td>Disposable (biweekly&lt;sup&gt;c&lt;/sup&gt;)</td>
<td>0.87 (0.54-1.40)</td>
<td>0.76 (0.46-1.28)</td>
</tr>
<tr>
<td>Disposable (monthly)</td>
<td>1.30 (0.71-2.39)</td>
<td>0.92 (0.48-1.77)</td>
</tr>
<tr>
<td>Conventional lens</td>
<td>1.23 (0.63-2.39)</td>
<td>0.90 (0.44-1.83)</td>
</tr>
<tr>
<td>Medicated hypertension (yes vs no)</td>
<td>0.51 (0.23-1.16)</td>
<td>N/A</td>
</tr>
<tr>
<td>Diabetes (yes vs no)</td>
<td>0.96 (0.20-4.64)</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Systemic diseases (yes vs no)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Blood disease</td>
<td>1.92 (0.24-15.69)</td>
<td>N/A</td>
</tr>
<tr>
<td>Brain disease</td>
<td>0.68 (0.13-3.54)</td>
<td>N/A</td>
</tr>
<tr>
<td>Collagen disease</td>
<td>2.20 (0.27-17.65)</td>
<td>N/A</td>
</tr>
<tr>
<td>Heart disease</td>
<td>2.12 (0.63-7.10)</td>
<td>N/A</td>
</tr>
<tr>
<td>Kidney disease</td>
<td>2.91 (0.68-12.50)</td>
<td>N/A</td>
</tr>
<tr>
<td>Liver disease</td>
<td>1.51 (0.33-6.85)</td>
<td>N/A</td>
</tr>
<tr>
<td>Malignant tumor</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Respiratory disease</td>
<td>1.62 (0.96-2.75)</td>
<td>N/A</td>
</tr>
<tr>
<td>Hay fever (yes vs no)</td>
<td>1.41 (1.13-1.77)</td>
<td>1.38 (1.10-1.74)</td>
</tr>
<tr>
<td><strong>Mental illness (yes vs no)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Depression</td>
<td>1.91 (0.86-4.26)</td>
<td>N/A</td>
</tr>
<tr>
<td>Schizophrenia</td>
<td>1.01 (0.28-3.62)</td>
<td>N/A</td>
</tr>
<tr>
<td>Other</td>
<td>3.13 (1.43-6.84)</td>
<td>2.51 (1.13-5.57)</td>
</tr>
<tr>
<td>Past diagnosis of dry eye disease</td>
<td>2.11 (1.58-2.82)</td>
<td>2.21 (1.63-2.99)</td>
</tr>
<tr>
<td><strong>Ophthalmic surgery (yes vs no)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cataract surgery</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>LASIK&lt;sup&gt;d&lt;/sup&gt;</td>
<td>0.27 (0.04-1.95)</td>
<td>N/A</td>
</tr>
<tr>
<td>Other</td>
<td>2.58 (0.91-7.28)</td>
<td>N/A</td>
</tr>
<tr>
<td>Coffee (per cup per day)</td>
<td>1.00 (0.92-1.10)</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Screen exposure time (hours)</strong></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<sup>a</sup> N/A: Not applicable;<br><sup>b</sup> CL: Contact lens;<br><sup>c</sup> Biweekly;<br><sup>d</sup> LASIK: Laser in situ keratomileusis.
Multivariate odds ratio (95% CI)  

<table>
<thead>
<tr>
<th>Risk factors</th>
<th>Univariate odds ratio (95% CI)</th>
<th>Multivariate odds ratio (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>&lt;4</td>
<td>1 (N/A)</td>
<td>1 (N/A)</td>
</tr>
<tr>
<td>4-8</td>
<td>1.08 (0.80-1.45)</td>
<td>1.07 (0.79-1.45)</td>
</tr>
<tr>
<td>&gt;8</td>
<td>1.56 (1.11-2.19)</td>
<td>1.61 (1.13-2.28)</td>
</tr>
<tr>
<td>Periodic exercise (yes vs no)</td>
<td>0.83 (0.66-1.05)</td>
<td>N/A</td>
</tr>
<tr>
<td>Sleeping time (per hour per day)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;6</td>
<td>1.05 (0.82-1.36)</td>
<td>N/A</td>
</tr>
<tr>
<td>6-9</td>
<td>1 (N/A)</td>
<td>N/A</td>
</tr>
<tr>
<td>&gt;9</td>
<td>1.24 (0.91-1.68)</td>
<td>N/A</td>
</tr>
<tr>
<td>Smoking (yes vs no)</td>
<td>1.69 (1.26-2.28)</td>
<td>2.07 (1.49-2.88)</td>
</tr>
<tr>
<td>Water intake (per 100 mL/d)</td>
<td>1.00 (1.00-1.00)</td>
<td>N/A</td>
</tr>
</tbody>
</table>

\(^a\)N/A: not applicable.  
\(^b\)CL: contact lens.  
\(^c\)Biweekly: every 2 weeks.  
\(^d\)LASIK: laser-assisted in situ keratomileusis.

### Discussion

CL use significantly contributes to the quality of vision by correcting refractive errors. However, many CL users discontinue CL wear because of CLD [1-6]. This study analyzed individuals’ medical data obtained from the DryEyeRhythm app and clarified the characteristics of subjective symptoms of CLADE and its risk factors. We found that CLADE remained undiagnosed in many individuals who experienced dry eye symptoms and had not been treated with eye drops. Since CLADE is a risk factor for CL discontinuation, evaluating individual subjective symptoms of CLADE and identifying personalized and preemptive medical care will contribute to more comfortable CL use. This study found that younger age, female sex, hay fever, mental illness other than depression or schizophrenia, extended screen exposure time, and smoking were CLADE risk factors. Our findings might help develop individual preemptive strategies for CLADE.

New medical big data collected from mobile health apps and the Internet of Medical Things have been used in recent years [18,22,35-37]. Because CL users are relatively young [38,39], using innovative methods such as smartphone apps is crucial in investigating individual subjective symptoms. This app recruitment model is more inclusive of younger people because they are relatively healthy and seldom visit hospitals. Indeed, many younger individuals (median age of 23 years) participated in this crowdsourced study due to DryEyeRhythm. Previous studies presented challenges regarding information collection for individuals who previously wore CL [1]; however, this crowdsourced study allowed an easier collection of the information compared with the conventional hospital-based study. This study found that 41.40% (1844/4454) of current CL users and 10.42% (464/4454) of past CL users discontinued CL use for various reasons, as Multimedia Appendix 4 showed. Moreover, as demonstrated in previous studies [40], the proportion of current CL users tended to decrease with increasing age, as seen in Multimedia Media Appendix 4. Our findings are consistent with those of previous studies using hospital-based, mail-based, email-based, and Facebook-based methods, which found that between 12% and 51% of CL users discontinued use [2,3,6]. Therefore, this mobile-based health study can be used to supplement traditional hospital-based studies.

Because 23% of the symptomatic participants did not exhibit typical clinical signs of dryness [41], investigating subjective symptoms of CLADE is likely to have more diagnostic value than conducting clinical tests. In this study, 78.47% (1447/1844) of current CL users had CLADE with an OSDI score ≥13. Given that only 28.82% (417/1447) of participants with CLADE had been diagnosed with DED in the past and only 27.92% (404/1447) of participants with CLADE had used eye drops, this study could assess the proportion of individuals who were undiagnosed with DED and did not undergo treatment intervention while experiencing CLADE symptoms. However, since CLADE presents various subjective symptoms, it is possible that those CL users might already have been experiencing CLADE symptoms but were not diagnosed. This study found that individuals with CLADE had multiple subjective symptoms, and more than 90% of participants with CLADE reported that their eyes felt gritty (1355/1447 participants, 93.64%) and were sensitive to light (1328/1447 participants, 91.78%). In particular, items related to environmental triggers were more frequent in CLADE patients than in non-CLADE patients (Figure 3), indicating that CLADE may be strongly influenced by environmental factors. Therefore, improvement of environmental triggers may be a potential intervention method to prevent CL discontinuation due to CLADE. Furthermore, this study stratified various individual subjective symptoms of CLADE using a multidimensional analysis with t-SNE (Figure 3), and the subjective symptoms of CLADE were divided into 14 subgroups. Some CLADE subgroups were strongly related to environmental factors and others were not. The findings indicate that it is important to...
conduct personalized medicine based on individual CLADE symptoms.

Our study aimed to identify risk factors that contribute to CLADE in a large-scale prospective clinical study using real-world data. The resulting data are shown as odds ratios of risk factors for CLADE (Table 2), including younger age, female sex, hay fever, mental illness other than depression or schizophrenia, past diagnosis of DED, extended screen exposure time, and smoking. Among these risk factors, female sex, mental illness other than depression or schizophrenia, extended screen exposure time, and smoking are associated with DED [17]. Young age is also a risk factor for CLADE, probably because of the higher sensitivity to CLADE symptoms among CL users in the younger cohort and the cessation of CL use in the older cohort due to DED [11,24]. Our study revealed that CLADE was recognized by many young CL users, suggesting the importance of the prevention and treatment of CLADE among young CL users. It should be noted that many CL users were women (1471/1844, 79.77%), and although our results do not directly associate the physiology of female sex with the pathology of CLADE, we believe that the significantly higher prevalence of CL use in the female cohort warrants the recognition of the female population as a relative risk factor for CLADE and DED. This study showed that the median wearing time per day of CL was 14 hours (IQR 12-16), indicating that CL are worn almost all day. We also demonstrated that over 8 hours of screen exposure time was a risk factor for CLADE, and many of the individuals in this study had more than 8 hours of screen exposure time. Therefore, to improve CLADE symptoms, it is necessary to propose a limit on screen time while wearing CL. Additionally, recent studies have demonstrated that hay fever and DED are pathologically related [42,43], thereby positing a synergistic effect of hay fever and DED on exacerbating CLADE symptoms. Moreover, our previous study demonstrated that hay fever, extended screen exposure time, and smoking are risk factors for severe dry eye symptoms [18]. Notably, these risk factors are modifiable and can be improved by lifestyle management [17]. Our findings would help identify individuals who are not yet diagnosed with CLADE and prevent deterioration of CLADE in routine clinical service and life.

Additionally, the types of CL were also identified using real-world data. Most of the CL users wore SCL and disposable lenses (Multimedia Appendix 5). However, the CL type and the daily CL duration did not correlate with CLADE (Table 2), as demonstrated in previous studies [44-46]. This study is a cross-sectional observational study; the causal relationship between CL type or daily duration of CL use and CLADE or CL discontinuation cannot be determined. Therefore, further study is needed to elucidate the associations between them. Our study has several limitations associated with crowdsourced research, as presented in our previous studies [18,24,25]. First, this crowdsourced clinical study was characterized by selection bias for age, socioeconomic factors, and user characteristics because this app was released only for iOS (Apple Inc) devices. Furthermore, participants who were more interested in CLADE and had experienced CLADE symptoms might have completed all surveys and were subsequently included (Multimedia Appendix 3). Therefore, the prevalence of CLADE might have been overestimated. Second, this study might have recall bias because this study employed many self-administered questionnaires. We demonstrated the internal validity of the study [18]; however, considering the health-seeking behavior and cultural factors in Japan, the external validity or generalizability of the findings remains unknown. Additionally, socioeconomic status, education level, cultural background, and some important unmeasured factors related to CLADE were not investigated. In particular, this study found that one of the risk factors for CLADE was mental illness other than depression and schizophrenia, indicating that further precise classification for mental illness is needed. Further updates and development of an Android version of DryEyeRhythm and recruitment of individuals from other countries will reduce these biases. Third, this was a cross-sectional study; therefore, temporal relationships and causality between CLADE and the risk factors cannot be inferred. Additionally, this mobile health app study identified symptomatic dry eye based only on the OSDI questionnaire and might contain false-positives because dry eye examinations, including the Schirmer’s test and measurement of tear film break-up time, were not performed. However, this crowdsourced clinical study using DryEyeRhythm overcame several common participant recruitment–related issues, including diverse cohort and geographic restrictions, thus leading to the collection of real-world medical big data. Notably, it would be difficult to identify non-CLADE without our mobile app. Moreover, DryEyeRhythm also presents a unique opportunity for preventive care by identifying individuals at risk for CLADE earlier than currently possible. The app can be used to supplement traditional hospital-based research, thereby encompassing a broader population.

In conclusion, we identified individuals with CLADE and the associated risk factors using DryEyeRhythm. The various subjective symptoms of CLADE collected and stratified in this study could be used for the future prevention of CLADE.
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Abstract

Background: Self-management of type 1 diabetes (T1D) requires numerous decisions and actions by people with T1D and their caregivers and poses many daily challenges. For those with T1D and a developmental disorder such as autism spectrum disorder (ASD), more complex challenges arise, though these remain largely unstudied.

Objective: This study aimed to better understand the barriers and facilitators of raising a child with T1D and ASD. Secondary analysis of web-based content (phase 1) and telephone interviews (phase 2) were conducted to further expand the existing knowledge on the challenges and successes faced by these families.

Methods: Phase 1 involved a qualitative analysis of publicly available online forums and blog posts by caregivers of children with both T1D and ASD. Themes from phase 1 were used to create an interview guide for further in-depth exploration via interviews. In phase 2, caregivers of children with both T1D and ASD were recruited from Penn State Health endocrinology clinics and through the web from social media posts to T1D-focused groups and sites. Interested respondents were directed to a secure web-based eligibility assessment. Information related to T1D and ASD diagnosis, contact information, and demographics were collected. On the basis of survey responses, participants were selected for a follow-up telephone interview and were asked to complete the adaptive behavior assessment system, third edition parent form to assess autism severity and upload a copy of their child’s most recent hemoglobin A₁c (HbA₁c) result. Interviews were transcribed, imported into NVivo qualitative data management software, and analyzed to determine common themes related to barriers and facilitators of raising a child with both ASD and T1D.

Results: For phase 1, 398 forum posts and blog posts between 2009 and 2016 were analyzed. Common themes related to a lack of understanding by the separate ASD and T1D caregiver communities, advice on coping techniques, rules and routines, and descriptions of the health care experience. For phase 2, 12 eligible respondents were interviewed. For interviewees, the average age of the child at diagnosis with T1D and ASD was 7.92 years and 5.55 years, respectively. Average self-reported and documented HbA₁c levels for children with T1D and ASD were 8.6% (70 mmol/mol) and 8.7% (72 mmol/mol), respectively. Common themes from the interviews related to increased emotional burden, frustration surrounding the amount of information they are expected to learn, and challenges in the school setting.

https://www.jmir.org/2020/6/e17184
Conclusions: Caregivers of children with both T1D and ASD face unique challenges, distinct from those faced by caregivers of individuals who have either disorder alone. Understanding these challenges may help health care providers in caring for this unique population. Referral to the diabetes online community may be a potential resource to supplement the care received by the medical community.
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Introduction

Background

Individuals with type 1 diabetes (T1D) spend over 8000 hours per year self-managing diabetes outside of the medical setting [1]. Optimal management includes numerous daily behaviors and decisions such as checking blood glucose levels, counting carbohydrates, calculating doses of and administering insulin, and changing dietary habits. Following this regimen is challenging for anyone, but for people with developmental disorders, such as autism spectrum disorder (ASD), this complex care can be even more demanding. Individuals with ASD can have impairments in social communication and interaction as well as repetitive or restrictive behaviors and preferences [2]. Behaviors and activities that individuals with ASD perceive as unimportant or do not understand, such as self-care, health and safety awareness, and activities of daily living, can be very difficult for them to manage independently, which can make the complexity of self-managing diabetes even more challenging. In addition, over 30% of people with ASD also have an intellectual disability (ID), which can add additional challenges in the self-management of T1D [3].

T1D prevalence is increasing, affecting 1.25 million people in the United States in 2014, and 5 million people are expected to be affected by 2050 [4-6]. Up to 1 in 59 children in the United States have been identified with ASD [7], and the reported prevalence of ASD is also increasing [3,7]. There is little research regarding the prevalence of individuals with both ASD and T1D in the United States [3,6-8], although a recent study found the prevalence of ASD in the pediatric T1D population in 1 clinic to be 1.16% (95% CI 0.96-1.26) [9]. An additional study reported that among 10,032 participants from the T1D Exchange Clinic Network, 159 (1.58%) had T1D and ASD [10]. These studies suggest that there is no increased prevalence of ASD in children with diabetes. However, research has documented that people with ID alone may be more likely to develop T1D as a result of having genetic conditions such as Down syndrome [11,12]. In addition, 31% of children with ASD also have an ID [3]. Although ASD alone may not lead to increased diabetic ketoacidosis, severe hypoglycemia, or worsening glycemic control [10], T1D patients with both ASD and comorbid ID are more likely to have very poor glycemic control, higher emergency room utilization, and lower rates of achieving national standards of diabetes management, including lower rates of lipid screening and retinopathy screening [11-13]. With this comes greater risk for negative outcomes, and indeed diabetes-related morbidity and mortality have been identified as a particular concern for people with ID [14,15]. As people with ASD and ID live longer, it has become even more important that they achieve better long-term disease management, including glycemic control and control of other modifiable risk factors, to decrease the occurrence of potentially preventable complications as they age. The interplay between ASD with or without ID and impacts on clinical, behavioral, and psychosocial outcomes related to T1D continue to be areas where little has been explored. Many factors may be involved in such interplay and outcomes, including access to social support and social networks [16], which may be valuable resources in raising a child with both T1D and autism.

Although there have been great advances over the last decades in health care delivered to children with chronic conditions, not all children have benefited equally [17]. Although there is a well-developed evidence base regarding diabetes care and education for populations without ASD or ID, very little research has been done to better understand optimal ways to deliver education and behavioral interventions and to align clinical care with the needs of families raising a child with both T1D and ASD, with or without an ID.

Objectives

This study sought to better understand self-management challenges and successes experienced by families with experience in raising a child with both T1D and ASD to lay the groundwork for future studies. This will enable the exploration of interventions to improve diabetes outcomes and reduce health disparities in this special population and other unique populations of children living with diabetes and other chronic medical conditions. To the best of our knowledge, this is the first study that utilizes a qualitative component to allow further exploration of the lived experience of raising a child with both T1D and ASD. We also sought to gather some exploratory information on glycemic control related to the degree of adaptive function in light of the coexisting ASD, hypothesizing that adaptive impairment may be associated with hemoglobin A1c (HbA1c).

Methods

Design and Ethics

This study involved an innovative approach consisting of 2 phases and included the use of social media as well as traditional interviews to capitalize on the strengths of each. In the first phase, secondary data analysis of web-based content was conducted to understand the challenges and successes families raising a child with T1D and ASD experience, similar to our other studies using web-based content to evaluate barriers and
facilitators of living with or raising a child with T1D [18,19]. The themes generated from this study were used to create an interview guide that was used in phase 2 to interview caregivers of children with varying degrees of glycemic control and ASD severity to provide richer exploration of the lived experience in raising a child with both T1D and ASD. This 2-step approach allowed further exploration of initial themes identified from the secondary data analysis of web-based content, with the advantage of being able to ask follow-up questions.

This study was approved by the Penn State College of Medicine institutional review board through expedited review and was considered to be no greater than minimal risk. No procedures or participant interactions took place before receiving this approval.

**Phase 1**

**Recruitment**

No individuals were actively recruited for the first phase of the study, as it consisted of a secondary data analysis of publicly available data. Content from a publicly available forum and 2 blogs were identified through an internet search using the search terms type 1 diabetes and autism and diabetes and autism, which would capture both autism and autism spectrum disorder.

**Analysis**

Qualitative methods are appropriate for generating new knowledge and hypotheses, especially when little is known about the area of investigation [20]. This type of analysis allows the emergence of themes from the data when there are no existing hypotheses to test, such as in this understudied population of children living with both T1D and ASD.

A total of 2 experienced qualitative researchers (TO and SO) undertook data analysis. Content from online forums and blogs were imported into NVivo version 12 qualitative software (QSR International Pty Ltd) post by post. After reviewing blogs and forum posts and noting initial impressions, a codebook was developed and revised through ongoing discussions among the study team. To establish Cohen κ (a measure of intrarater reliability in qualitative coding) [21], the primary coders (TO and SO) each coded 20% of the dataset (κ=0.996). With the established intrarater reliability, the remaining posts and blog comments in the full dataset were coded. The research team employed an exploratory inductive thematic approach to construct emergent themes [22]. Themes from the analysis of web-based content were used to create an interview guide for use in the second phase of the study.

**Phase 2**

**Recruitment**

For the second phase of the study, participants were recruited on the web, through physician referral, and with flyers posted in the waiting room of an academic pediatric endocrinology practice. Participants were considered eligible if they were a caregiver (parent, grandparent, adult sibling, or guardian) to a child aged 5-18 years with both T1D and ASD; able to read, write, and communicate effectively in English; and had telephone and internet access. A summary explanation of the research was provided, including implied consent upon reading the summary of explanation and agreeing to participate.

**Instrument**

The eligibility survey was hosted in Research Electronic Data Capture (REDCap), a secure electronic data collection system [23]. The survey was tested for technological function before distribution, and questions were answered on 1 page. REDCap automatically captures the date of survey completion and completeness of the survey and assigns each participant a unique study code number. Participants were unable to go back in the survey and change their answers. The survey could only be completed once per Internet Protocol address. Participants reported demographics and information related to their child’s conditions and diabetes provider.

**Interview**

Survey participants were also asked if they would consent to a subsequent 30-min telephone interview. The interview guide was developed based on the thematic qualitative analysis of web-based content in phase 1. This included themes that seemed fully or nearly fully contextualized by the web-based data as well as themes that may not have been as fully developed, as the phase 2 interviews were used to assess the potential completeness of the phase 1 themes as well as to elicit deeper and more nuanced exploration of the phase 1 themes. To do this, a random sample of interview participants from online recruitment sources was selected for interviews based on consent and responses to the survey questions. As certain demographic groups (eg, clinic patients) were underrepresented in this sample, we also purposively chose to interview the few clinic patients who completed the survey (n=2). Such a targeted, purposive approach to adding participants is standard in qualitative research, as it is 1 of the distinct features that increases efficiency and yield, thereby minimizing overrepresentation and unneeded effort from participants in groups adequately represented [24]. This strategy enabled an interview sample large enough to reach saturation in the interviews, as is also typical of such qualitative research [24].

Telephone interviews were scheduled based on the earliest convenience of the participant. The interviews lasted approximately 30 min and were conducted by 3 authors (PH, SO, and TO). Interviews were audio recorded on a hand-held device and then transferred to a secure web-based storage location with access limited to the study team and an approved Health Insurance Portability and Accountability Act (HIPAA)-compliant transcriptionist.

After scheduling the interview, participants received a link to the adaptive behavior assessment system, third edition (ABAS-3) parent form [25], also hosted in REDCap, and were instructed to complete it either before or after the telephone interview. The ABAS-3 parent form assesses the functional skills of children and adolescents who display various types of limitations, disabilities, or disorders, much like those subjectively displayed by children with ASD and ID. The items included assess everyday activities required, eg, to function adaptively, respond to environmental demands, care for oneself, and interact with others. The results of the ABAS-3 identify,
among other things, strengths and limitations as well as the need for services and support [25,26]. The general adaptive composite (GAC) scores were derived from all of the adaptive skills areas in the assessment and ranged from 40 to 120. Higher scores indicate a greater level of daily functioning, whereas lower scores suggest impairments in any of a variety of adaptive areas that are assessed by the ABAS-3. The further the GAC score deviates downward from what is considered typical of an individual’s age, the greater the impairment in function. For example, a GAC score of 65 would suggest a greater level of impairment in adaptive behavior than a GAC score of 95.

Participants were also asked to upload a copy of the child’s most recent HbA$_1c$ result (within the past 4 months) into the REDCap survey. After completing all procedures, participants were compensated for their time and effort with a gift card.

**Analysis**

In all, 12 respondents were interviewed. Interviews were transcribed using HIPAA-compliant Penn State transcription services. Interview transcripts were imported into NVivo 12 (QSR International) for analysis and analyzed as detailed above through an exploratory inductive thematic qualitative approach (Cohen $\kappa$ after 20%$=0.942$). Attempts were made to include caregivers of children with varying degrees of glycemic control and varying degrees of function related to their ASD.

Descriptive statistics were calculated for ABAS-3 parent form data and for HbA$_1c$ results were also calculated by subgroups based on HbA$_1c$ being $<$7.5% ($<$58 mmol/mol) or $\geq$7.5% ($\geq$58 mmol/mol) according to then-current American Diabetes Association glycemic target recommendations [27].

**Results**

**Phase 1**

There were 398 posts between 2009 and 2016 from a publicly available forum for caregivers raising a child with both T1D and ASD (117 unique members) and 25 individual blog posts from 2 blogs authored by a caregiver to a child with T1D and ASD. In all, 4 themes emerged from phase 1 (Table 1).
Parents of children with T1D and autism yearned for support and did not feel understood by the autism community or the T1D community; social media provided much needed peer support from families that understood the unique experience of raising a child with both conditions.

Numerous coping techniques were discussed, including focusing on T1D management first, as glucose levels could affect behavior.

Descriptions of the health care experience, including the helpfulness of multidisciplinary teams with endocrinologists and autism specialists jointly developing treatment plans.

Sensory issues precluding the use of technology such as insulin pumps and the utility of tubeless pumps in overcoming some of these challenges.

• “I feel left out of the T1D groups because Aspergers brings a whole new set of concerns. But the Aspie groups are completely afraid of T1D.”
• “Like you said—the autism community is not equipped for our extra needs and the diabetes community just doesn’t get the autism side of it.”
• “I found this group less than a week ago, and WEPT tears of joy that there are other parents out there who know what this is like.”
• “I am so thrilled to have found this group! I knew there were other families like ours but I didn’t know how/where to access them. I am in tears right now because I feel so overwhelmed knowing that there are other people who understand the everyday trials (and victories!) both autism and diabetes bring to your life 24/7.”

• “What has worked is focusing on diabetes management first. When his blood sugars are high he is so irritable and easily set off.”
• “We chose to focus on T1D first because I do believe that has a huge effect on his behavior.”

• “But the Endocrinologists I’ve encountered don’t seem to see it that way. Ours acts like autism and diabetes are as related as a sprained ankle + appendicitis. To them, diabetes is about numbers and autism doesn’t affect those. (Ha!)”
• “Psychiatrists have only a passing familiarity with insulin dependence from an hour or two during med school, and they are mostly only interested in how it intersects with the meds they prescribe. So again, you as the advocate have to navigate the separate systems, trying to educate whoever is willing to listen along the way.”
• “My suggestion would be that the Endo consult with your regular doctor. A treatment and medical management plan should be put into place between the two offices. You may also ask for nutritionist, OT and behavior consultants to help your child learn more about his diabetes and how his anger issues play into his blood glucose levels.”

• “My son is on shots, BTW. We tried a pump for a brief time but he wouldn’t tolerate it. He pulled it off up to three times a day.”
• “We went with the tubeless pump for the reasons that have come up...we were concerned about our son messing with the controls and we also knew that for a kid with sensory issues, the external tubing would be a real problem.”
• “There was NO WAY my son could have dealt with tubing, but he’s not having problems with the tubeless pump, we’ve been very pleased.”
• “There is just no way my sensory son would have tolerated tubing so I am glad we pursued the tubeless pump option.”
• “The one thing that helped with sensory issues for things attached [insulin pump, CGM] was I started putting bandaids on for everything— every shot, bump, bruise, etc. After a few years he hardly noticed them...and as long as the tubing is tucked in he won’t use that as something to self-stimulate with.”

Table 1. Phase 1 themes and representative quotes from analysis of online forums and blogs.

<table>
<thead>
<tr>
<th>Themes</th>
<th>Representative web-based quotes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Parents of children with T1D and autism yearned for support and did not feel understood by the autism community or the T1D community; social media provided much needed peer support from families that understood the unique experience of raising a child with both conditions.</td>
<td></td>
</tr>
<tr>
<td>Numerous coping techniques were discussed, including focusing on T1D management first, as glucose levels could affect behavior.</td>
<td></td>
</tr>
<tr>
<td>Descriptions of the health care experience, including the helpfulness of multidisciplinary teams with endocrinologists and autism specialists jointly developing treatment plans.</td>
<td></td>
</tr>
<tr>
<td>Sensory issues precluding the use of technology such as insulin pumps and the utility of tubeless pumps in overcoming some of these challenges.</td>
<td></td>
</tr>
</tbody>
</table>

Phase 2

In phase 2, 12 participants were selected for a telephone interview from among 29 respondents who completed the eligibility survey. Information related to participant demographics and study variables such as HbA1c and ABAS-3 parent form scores were obtained (Table 2). On average, both interview participants and the broader group of survey respondents were similar in current age, age of child’s diagnosis with T1D, age of child’s diagnosis with ASD, and self-reported HbA1c. For both interview participants and survey respondents, the majority reported that they were white, not Hispanic or Latino, lived in a suburban setting, and visited their child’s provider every 3-6 months. The majority of both groups reported using continuous glucose monitoring (CGM). The majority of survey respondents reported using an insulin pump, whereas interview participants were evenly split.

In the study sample, 8 individuals had the most recent HbA1c >7.5%, with an average of 9.7% (SD 1.89), or 82.5 mmol/mol (SD 20.5); 4 individuals had the most recent HbA1c <7.5%, averaging 6.9% (SD 0.29), or 52.8 mmol/mol (SD 2.9). There was no statistically significant difference in GAC scores between those with HbA1c >7.5% (mean 68.6, SD 14.22) and those with HbA1c <7.5% (mean 76.3, SD 11.73; t₀=0.92; P=.38).

Overall, 3 themes emerged from an inductive thematic analysis of content obtained from interviews during phase 2 (Table 3).
### Table 2. Phase 2 participant characteristics.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Interview participants (n=12)</th>
<th>Survey respondents (not interviewed; n=17)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Child’s current age (years), mean (SD)</td>
<td>12.3 (3.1)</td>
<td>12.6 (3.7)</td>
</tr>
<tr>
<td>Child’s age at diagnosis with T1D(^a) (years), mean (SD)</td>
<td>7.9 (2.8)</td>
<td>7.3 (3.4)</td>
</tr>
<tr>
<td>Child’s age at diagnosis with ASD(^b) (years), mean (SD)</td>
<td>5.6 (3.5)</td>
<td>5.6 (3.8)</td>
</tr>
<tr>
<td>Self-reported HbA(_1c)(^c), % (mmol/mol)</td>
<td>8.6 (70)</td>
<td>7.7 (61)</td>
</tr>
<tr>
<td>Laboratory confirmed HbA(_1c) % (mmol/mol)</td>
<td>8.7 (72)</td>
<td>N/A(^d)</td>
</tr>
<tr>
<td>Country of residence, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>United States</td>
<td>12 (100)</td>
<td>17 (100)</td>
</tr>
<tr>
<td>Gender, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>7 (58)</td>
<td>10 (59)</td>
</tr>
<tr>
<td>Female</td>
<td>5 (42)</td>
<td>7 (41)</td>
</tr>
<tr>
<td>Race, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>11 (92)</td>
<td>16 (94)</td>
</tr>
<tr>
<td>Black</td>
<td>0 (0)</td>
<td>1 (6)</td>
</tr>
<tr>
<td>More than 1 race</td>
<td>1 (8)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Ethnicity, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hispanic or Latino</td>
<td>1 (8)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Not Hispanic or Latino</td>
<td>11 (92)</td>
<td>16 (94)</td>
</tr>
<tr>
<td>Unknown/not reported</td>
<td>0 (0)</td>
<td>1 (6)</td>
</tr>
<tr>
<td>Setting, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Suburban</td>
<td>10 (83)</td>
<td>10 (59)</td>
</tr>
<tr>
<td>Urban</td>
<td>2 (17)</td>
<td>4 (23)</td>
</tr>
<tr>
<td>Rural</td>
<td>0 (0)</td>
<td>3 (18)</td>
</tr>
<tr>
<td>CGM(^e) use, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>8 (67)</td>
<td>13 (77)</td>
</tr>
<tr>
<td>No</td>
<td>4 (33)</td>
<td>4 (23)</td>
</tr>
<tr>
<td>Insulin pump use, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>6 (50)</td>
<td>14 (82)</td>
</tr>
<tr>
<td>No</td>
<td>6 (50)</td>
<td>3 (18)</td>
</tr>
<tr>
<td>Tubeless pump use among subset of pump users, n (%)</td>
<td>5 (83)</td>
<td>7 (50)</td>
</tr>
<tr>
<td>Distance to provider, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0-10 miles</td>
<td>3 (25)</td>
<td>4 (23)</td>
</tr>
<tr>
<td>11-20 miles</td>
<td>2 (17)</td>
<td>3 (18)</td>
</tr>
<tr>
<td>21-50 miles</td>
<td>7 (58)</td>
<td>6 (35)</td>
</tr>
<tr>
<td>&gt;50 miles</td>
<td>0 (0)</td>
<td>4 (23)</td>
</tr>
<tr>
<td>Frequency of provider visits (usual care is every 3 months), n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;3 months</td>
<td>1 (8)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>3-6 months</td>
<td>11 (927)</td>
<td>16 (94)</td>
</tr>
<tr>
<td>&gt;6 months</td>
<td>0 (0)</td>
<td>1 (6)</td>
</tr>
<tr>
<td>ABAS-3(^f) GAC(^g) standard score, mean (95% CI)</td>
<td>71.2 (67.9-74.4)</td>
<td>N/A</td>
</tr>
</tbody>
</table>

\(^a\) T1D: type 1 diabetes.  
\(^b\) ASD: autism spectrum disorder.  
\(^c\) HbA\(_1c\): hemoglobin A\(_1c\).  
\(^d\) N/A: not applicable.  
\(^e\) CGM: continuous glucose monitor.  
\(^f\) ABAS-3: Autism Behavior Assessment System-3.  
\(^g\) GAC: general adaptive competence.
Table 3. Phase 2 themes and representative quotes from analysis of interviews.

<table>
<thead>
<tr>
<th>Theme</th>
<th>Representative interview quotes</th>
</tr>
</thead>
</table>
| Caregivers of children with T1D<sup>a</sup> and autism face emotional burdens that may be more than additive compared with raising a child with only T1D or autism, and they describe the constant monitoring and work required to care for their children. | • “Autism doesn’t go away because of a diabetes diagnosis.”
• “How are we going to do this forever?”
• “I am a nervous wreck every day.”
• “She doesn’t show any signs of being low until she is on the brink of losing consciousness and then all of a sudden she is almost passing out.”
• “There is a different kind of fear when it comes to diabetes than with autism.”
• “Things are very overwhelming—I cried myself to sleep a couple of nights last week.”
• “We are working harder than any other parent in the diabetes clinic and no matter what we do or how much monitoring, or how much insulin we give, it’s like nothing seems to help.”
• “We try so hard and it seems like it’s not doing anything.”
• “He cannot tell me if his blood sugar is low or high so I always have to be right there, constantly monitoring.” |
| Caregivers of children with T1D and autism express frustration surrounding the amount of T1D information they are expected to learn and the manner in which it is presented. | • “Sometimes people should understand that the best learning is from somebody teaching you and not from reading it.”
• One caregiver describes a nurse educator who told her “you should know how to do this already. Just change the insulin. You should know how to do that already,” and her concern “that’s a really dangerous statement.”
• “They showed me how to put it [the CGM] in and sent me on my merry way, which was the hardest thing ever to learn. I had to then put it in on my own and it took me three tries and I ruined two sensors. I felt so bad because I didn’t know how to do it.”
• Another caregiver described how a health care provider “handed me the Pink Panther [reference book regarding type 1 diabetes] and thought I had read it all.”
• “I feel like especially with the hurdles we deal with, a lot more education from the onset would be very helpful.”
• Caregivers offered solutions such as “make step by step videos like the ‘how to’ videos seen on YouTube” and offering “extra appointments and longer appointments.” |
| Caregivers describe numerous challenges surrounding their child’s experience in the school setting. | • “I am literally on call even when she’s at school. Even though she has an aide and there’s a nurse, they will still call me to come help take care of her on a daily basis.”
• “They’ve dealt with her eloping from the classroom for years and they know she’s a good hider. They knew about the diabetes. I mean, I know they’re only human, but my goodness. If you lose a diabetic autistic child, that’s kind of a big deal.”
• “I stepped down from my position as a paralegal to take care of my child and I now work at my daughter’s school, just to make sure that she is okay.”
• Multiple caregivers described how they had to take “time off,” “reduce to part-time,” or even “take jobs at the school to be available to assist with [their] child’s care.”
• “Schools are not doing the best they can to help these kids. Sometimes they think the kids can do it on their own where you know they have more challenges and they need more help.”
• “No one can work together to get us what we need.” |

<sup>a</sup>T1D: type 1 diabetes.

Discussion

Principal Findings

Caregivers raising a child with comorbid T1D and ASD face unique challenges that are not well understood by families with a child with only 1 of the individual conditions or by health care providers, as evident by the themes that emerged from phase 1. Themes were generally related to the combination of T1D and ASD and focused on coping techniques, advice on needles and technology, health care experience, and sensory issues related to technology (e.g., insulin pumps). Themes from phase 2 are complementary. Although some could be interpreted as applying to nearly anyone performing T1D management (with or without coexisting ASD), many of the diabetes-specific challenges were influenced (and generally amplified) by the coexistence of ASD.

To the best of our knowledge, this is the first study with a large qualitative component to better understand the experience of raising a child with both T1D and ASD. The use of both social media and interviews as qualitative data sources in this special population provided a deeper understanding than using either type of data source alone, much like we found in another study using social media and interviews in a sample of adults with T1D [18].
Overall, our study results show that children who have greater impairment in function based on adaptive skills areas do not achieve target HbA1c values. On the basis of the themes that emerged from our interviews (phase 2), this may be due to the additional barriers that come with the comorbidity, overwhelming amount of information to learn, and challenges in the school setting. More detailed comparisons around our exploratory aim were not conclusive due to the small sample size, not surprisingly.

Caregivers who shared the many challenges they face in raising a child with T1D and ASD might benefit from expanded social networks to provide social support, including emotional, instrumental, informational, and appraisal support. Both in-person support and referral to components of the online caregiver community specific to comorbid T1D and ASD could be valuable resources, as supportive ties may enhance well-being and health of the caregivers, which has been shown to lead to positive outcomes in children with T1D [28-34]. Social networks can provide much needed emotional support, exemplified by 1 participant who, upon finding such a web-based resource, “WEPT tears of joy that there are other parents out there who know what this is like.” Instrumental support might result if caregivers to a child with comorbid T1D and ASD find they are geographically able to provide assistance such as babysitting services, because finding caregivers for any child with T1D presents challenges, and these challenges may be significantly increased in a child with both T1D and ASD [19]. This study shows that caregivers identified numerous coping techniques, including focusing on T1D management first, establishing concrete rules and routines, advice on types of needles and technology, and suggestions for health care appointments. Prioritizing disease-specific tasks when diabetes coexists with other health conditions has been reported elsewhere [35]. Referral to social networks where this kind of informational support can be shared may be highly valuable. Appraisal support in the form of feedback may be especially useful to caregivers with a child newly diagnosed with either T1D or ASD in the setting of having previously been diagnosed with the other condition, as receiving feedback that the challenges they are facing are real and being handled to the best of the caregiver’s ability may help the caregiver in coping with the added new diagnosis.

A modified conceptual model for the relationship of social networks and social support to health can be applied to this unique population (Figure 1, adapted from Glanz et al [16]). Pathway 1 shows that through the expansion of social networks, the supportive ties developed may enhance caregiver health and well-being, which is linked in multiple studies to improved diabetes outcomes in their youth. Pathway 2 represents the hypothesized effect of social networks and social support on individuals’ coping resources. By being able to access new contacts and information to help solve the unique challenges faced by families raising a child with T1D and ASD, there may be a sense or perception of increased control that may also improve the physical and mental health of caregivers. The community of health care providers caring for these children should consider referral to web-based caregiver sites specific for families raising children with both T1D and ASD. By providing resources to these families to strengthen their social networks, the community of health care providers caring for these children may also feel more empowered in caring for this challenging population, as shown in pathway 4. Pathways 2a and 4a demonstrate the buffering effect, whereby the negative effects of the stressful experience of raising a child with T1D and ASD described in this study may be diminished through an expanded social network and having health care providers who understand the potential role of peer support in coping. Pathway 3 illustrates how receiving information through an expanded social network may reduce the amount of stress experienced, which, in turn, can lead to improved mental and physical health in caregivers of children with T1D and ASD. Finally, pathway 5 describes the potential effects of social networks and support on health behaviors. By exchanging information and support, caregivers to a child with T1D and ASD may be more supported in health behaviors that improve the care of their child and themselves as well.
Figure 1. A modified conceptual model for the relationship of social networks and social support to health, specific to type 1 diabetes and autism spectrum disorder. ASD: autism spectrum disorder; HCP: health care practitioner; T1D: type 1 diabetes.

Comparison With Previous Work

Our study demonstrated that the majority of survey respondents (8/12, 67%) and interview participants (13/17, 77%) had a child who used CGM technology. However, 82% (14/17) of the survey respondents reported their child using an insulin pump, compared with only 50% (6/12) of interview participants. Among those using insulin pumps, the majority use tubeless pumps (12/20, 60% overall, 5/6, 83% of interviewees and 7/14, 50% of survey respondents).

These findings complement the work of Stanek et al [9] and Bethin et al [10], who found that CGM use was the same among children with T1D and ASD as it was among those with T1D but without ASD, whereas insulin pump use was lower for those with both T1D and ASD. This qualitative work adds some explanatory context, as caregivers identified that sensory issues can preclude the successful use of insulin pumps and that successful solutions for some have included the use of tubeless pumps and desensitization techniques, such as the routine use of band-aids before attempting to use diabetes technology.

HbA1c among study participants was not statistically correlated with the degree of function related to ASD, but it was limited by sample size. However, the trends of 2 comparisons (mean GAC scores of those achieving target HbA1c vs those not achieving target HbA1c and correlation of GAC scores with HbA1c) were both in the direction that one would expect: children who scored higher in skills of daily living had improved HbA1c values (<7.5%). It is not surprising that this study did not achieve statistical significance, as it was not powered to do so and the sample size was chosen for the greater qualitative focus here. This also echoes comments by Bethin et al [10] and Stanek et al [9] that further work is needed to be able to better support these children and their families. From this study specifically, we propose that further research with larger sample sizes is needed to continue to explore the potential relationships between the degree of functioning related to ASD and glycemic control.

Limitations

Limitations of this study include the lack of representation of caregivers from diverse ethnic backgrounds and rural areas. In addition, although attempts were made to recruit both from an endocrinology clinic and the diabetes online community (DOC), a minority of participants were recruited through the clinic. An additional limitation is that the search strategy included autism to capture ASDs but did not specifically include Asperger and may, therefore, have limited the scope of search returns. However, this would not fully exclude representation of Asperger’s-related content as it is an ASD, and it would also tend to skew the sample toward more severe levels of impairment, increasing the ability to identify challenges within the sample. This study aligns with previous work involving the DOC that demonstrates a larger web presence of white individuals living in suburban or urban areas, which is not likely representative of the greater population with comorbid T1D and ASD [36]. This may represent a health disparity whereby those in rural areas or from diverse ethnic backgrounds may not be aware of the DOC, may not have access, or may not feel welcome or included in that space.
Conclusions
Raising a child with both ASD and T1D presents significant self-management challenges. However, caregivers of this population identify various coping techniques and strategies and find support in social media sites specific to this unique population. Further research is needed to develop new ways for the health care community to partner with this population.
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Abstract

Background: Social media are an increasingly commonly used platform for delivering health promotion interventions. Although recent research has focused on the effectiveness of social media interventions for health promotion, very little is known about the optimal content within such interventions, and the active ingredients to promote health behavior change using social media are not clear. Identifying which behavior change techniques (BCTs) are reported may help to clarify the content of interventions using a generalizable terminology that may facilitate future intervention development.

Objective: This study aimed to identify which BCTs are reported in social media interventions for promoting health behavior change in adults.

Methods: We included 71 studies conducted with adult participants (aged ≥18 years) and for which social media intervention was considered interactive in a Cochrane review of the effectiveness of such interventions. We developed a coding manual informed by the Behavior Change Technique Taxonomy version 1 (BCTTv1) to identify BCTs in the included studies. We identified BCTs in all study arms (including control) and described BCTs in the group and self-directed components of studies. We characterized the dose of delivery for each BCT by low and high intensity. We used descriptive analyses to characterize the reported BCTs.

Results: Our data consisted of 71 studies published from 2001 to 2017, mainly conducted in high-income countries (n=65). Most studies (n=31) used tailored, interactive websites to deliver the intervention; Facebook was the most used mainstream platform. In developing our coding manual, we adapted some BCTTv1 instructions to better capture unique nuances of how BCTs were operationalized in social media with respect to likes, retweets, smiles, congratulations, and badges. Social support ( unspecified), instruction on how to perform the behavior, and credible source were most frequently identified BCTs in intervention arms of studies and group-delivery settings, whereas instruction on how to perform the behavior was most commonly applied in self-directed components of studies, control arms, and individual participant settings. Instruction on how to perform the behavior was also the most frequently reported BCT in both intervention and control arms simultaneously. Instruction on how to perform the behavior,
social support (unspecified), self-monitoring of behavior, information about health consequences, and credible source were identified in the top 5 BCTs delivered with the highest intensity.

**Conclusions:** This study within a review provides a detailed description of the BCTs and their dose to promote behavior change in web-based, interactive social media interventions. Clarifying active ingredients in social media interventions and the intensity of their delivery may help to develop future interventions that can more clearly build upon the existing evidence.

(J Med Internet Res 2020;22(6):e16002) doi:10.2196/16002
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health behavior; taxonomy; social media; health promotion; public health

**Introduction**

**Background**

With more than 4 billion users worldwide and a projected yearly growth of 7% [1], the internet has become a central means of delivering health promotion interventions [2,3]. In particular, the advent and widespread use of social media have fostered a novel setting in which to deliver public health and health equity–oriented interventions [2,3]. These interventions greatly differ in their health aims, including HIV testing [4], mental health [5], physical activity [6], smoking cessation [7], and vaccination [8]. Social media can be characterized as consisting of “activities, practices, and behaviors among communities of people who gather online to share information, knowledge, and opinions using conversational media...that make it possible to create and easily transmit content in the form of words, pictures, videos, and audios” [9]. A primary goal of these social media interactions in health promotion is to change health behavior.

Interactions among participants in web-enabled interventions can lead to better health outcomes [10,11]. The past decade of research suggests that social media interventions may be effective in promoting health behavior change [12,13]. Earlier research has highlighted the need to improve the assessment of the design, implementation, and effectiveness of health promotion interventions delivered through social network technologies [14]. The findings from a recent review have revealed the diversity of social media features used in health-focused interventions delivered through the internet [15]. These features support several functions, including identity representation, peer grouping, and web-based social networking [15]. However, it is currently unclear which specific techniques are delivered within social media interventions, that is, which active ingredients are leveraged to promote behavior change in this new medium [11,12]. The active ingredient of an intervention that aims to change behavior can be defined as a behavior change technique (BCT), which consists of “an observable, replicable, and irreducible component of an intervention designed to alter or redirect causal processes that regulate behaviour” [16]. It is, therefore, important to describe the content of interventions delivered in social media and unpack their active ingredients to determine (1) what is actually being delivered in both intervention and control groups, (2) gaps and opportunities to consider integrating underrepresented BCTs, and (3) if this delivery mode of social media presents new BCTs or novel ways of operationalizing BCTs. Using a shared language to describe the intervention content, including which BCTs are used and how they are employed within an intervention, can help elucidate the development of future effective interventions.

Identification of BCTs using an agreed taxonomy ensures consistent comparison of techniques across studies, building toward a cumulative evidence base for informing terminology and for chartering the active ingredients of social media interventions. The Behavior Change Technique Taxonomy version 1 (BCTTv1) was developed to identify such active ingredients and to characterize the components of strategies that aim to change behavior [16-18]. The BCTTv1 with its 93 individual BCTs grouped into 16 categories [16] provides a standardized approach to classifying the content of health promotion interventions that involve behavior change. The taxonomy has been used extensively to clarify the active ingredients of health behavior change interventions in systematic reviews across several settings [19-21]. In addition, the effectiveness of health behavior change interventions in other areas has been shown to be associated with the inclusion of particular BCTs [22-24]. The findings from a systematic review that assessed the behavioral mechanisms of social media interventions on adolescent diet suggested that BCTs such as goal setting and self-monitoring of behavior may have a positive impact on changing dietary habits in adolescents [25]. However, the authors highlight the need to improve the description of BCTs delivered in social media interventions [25].

**Objectives**

In this study within a review (SWAR) [26], we aimed to gain a better understanding of the active ingredients of social media interventions by identifying and describing BCTs and assessing the applicability of the BCT framework to studies considered for a Cochrane review of the effectiveness of interactive social media interventions [27].

**Methods**

**Identification of Studies**

The details of the systematic review methods, including the search strategy, are available in our published protocol [27]. We searched the following major electronic databases: Cochrane Central Register of Controlled Trials (CENTRAL), Medical Literature Analysis and Retrieval System Online, or MEDLARS Online (MEDLINE), EMBASE, Cumulative Index to Nursing and Allied Health Literature (CINAHL), and PsyCINFO. We also conducted a focused search for unpublished studies or reports within Google Scholar and Web of Science. The search was also extended to websites of public health governmental
and nongovernmental organizations, such as the Public Health Agency of Canada, the World Health Organization (WHO), and international development agencies such as the Asian Development Bank and the Inter-American Development Bank. Clinical trial registries and the WHO International Clinical Trials Registry Platform were also searched for relevant studies. We also searched the reference lists of the included studies. Multimedia Appendix 1 provides a sample of the search strategy and results from MEDLINE. In brief, we included studies focused on individuals from the general population who were aged ≥18 years with no limitations on their health status. We only included social media interventions that allowed two-way communication and interaction between and among participants. Some examples consisted of interventions supported through major (as of 2019) social media outlets, such as Facebook, Instagram, Twitter, and YouTube. However, interventions implemented through these platforms had to allow peer interaction to be considered in this review.

Study comparators included usual care, no intervention, or an active comparison (eg, one type of social media compared with another). The primary outcomes included validated measures of health-related behaviors, physical health, well-being, and psychological health. Studies were not excluded based on the outcome. The literature search was limited to studies that were published between January 2001 and March 2017 as most of the commonly used social media platforms were developed in 2001 or later (eg, Facebook and Twitter), and our overview showed no earlier studies using these (currently) widely used social media platforms [3]. The types of included studies consisted of randomized controlled trials (RCTs), controlled before-and-after studies, interrupted time series, and RCTs with stepped-wedge designs.

We excluded interventions that used one-way communication or one-to-one communication between a user and practitioner. For example, we excluded studies that assessed mobile health apps (eg, apps that track clinical information with contact between an individual and their health care provider) and studies with content that is transmitted unidirectionally (eg, text message reminder interventions in which the recipient is unable to reply and podcasts in which health information is provided with no opportunity for two-way communication) or which only allows for comments without sharing functionality, such as blogs. We also excluded studies that assessed web-based interventions that are based on the exchange between a single care provider and an individual participant, such as web-based cognitive behavioral therapy. Advertisements on social media (eg, Facebook) without interactive functionality and virtual gaming interventions were also excluded.

Coding and Analysis Strategies

For each eligible study, 2 trained coders (JT and RS) used BCTTv1 as a basis for coding BCTs. Coders completed BCTTv1 training and met the requirements for accurate and reliable coding. Following training, coders calibrated their coding by independently coding 3 included studies to resolve any initial discrepancies and to inform the development of a contextualized coding manual to supplement the BCTTv1. This was an iterative process to adapt the instructions if needed, which were applied to previously coded and future studies for testing. We developed a coding manual and identified any BCTs that were unique to social media. Multimedia Appendix 2 provides more details on the coding and analysis strategies related to this review.

We also distinguished between low- and high-intensity use to allow a balanced characterization of BCTs in interventions. In this review, we defined low-intensity BCT delivery as a given BCT delivered using one modality at one time. We coded high-intensity BCT delivery as a given BCT delivered more than once using the same or different modalities. Multimedia Appendix 2 provides examples of BCT statements coded as high or low intensity.

The titles of the included studies were entered in an Excel sheet, which contained all 93 BCTs organized under their respective categories. Our coding process captured the distribution of BCTs in interactive social media and self-directed components of the included studies. Interactive social media were defined as two-way communication and interaction between and among participants. Self-directed activities consisted of those carried out by participants outside of social media, such as tracking steps in a diary or using a pedometer. BCTs were extracted in both intervention and control arms in reported papers, appendices, websites, and other references indicated by the authors. We also recorded BCTs applied to participants in a group and individual participants. An interrater reliability score of kappa value 0.60 was used before starting to code [25]. Reviewers convened weekly to reconcile coding discrepancies. A third researcher (J Presseau) was consulted when discrepancies could not be resolved. Frequency counts were performed separately to quantify the categories of BCTs recorded and the intensity with which these were applied. A descriptive analysis was conducted on the identification and application of BCTs in interactive social media interventions.

Results

Characteristics of the Included Studies

Studies were identified using the search strategy specified in the systematic review protocol [27]. Our team screened more than 25,000 records and assessed 282 full-text studies for eligibility criteria. After applying the eligibility criteria, 71 studies were retained eligible for analysis. The majority of the studies consisted of RCTs (60 studies). As shown in Table 1, the studies reviewed were mainly conducted in high-income countries, which hosted 92% (65/71) of the interventions. Only 5 interventions were conducted in upper–middle-income countries. There was only 1 study identified in lower–middle-income countries.
Interactive social media attributes were identified in both the experimental and control arms of the included studies. In studies with active comparators, study arms were distinguished by changing the intensity of BCTs delivered [28,29], varying web-based social interactivity [6,30], or applying different BCTs in each arm [31,32]. The authors used a variety of interactive platforms to deliver interventions. The types of social media reported were distributed as follows: tailored, interactive websites (31 studies); Facebook only (23 studies); and a combination of tailored websites and other social media components (13 studies). Although not the focus of this review, self-directed strategies used in the intervention arms of the studies were noted. These included sharing informational and educational materials through means such as email [33-35] and video recordings [36,37]. Participants also had access to noninteractive aids such as pedometers [38,39] and used text messages [40,41] and personal diaries [42] to support their offline activities.

The included studies cover a variety of population groups, including college students [43], men who have sex with men [44], parents [45], patients with chronic diseases [46,47], and pregnant women [42,48].

We classified the outcomes of interest for the systematic review into 4 main categories: (1) health-related behaviors, (2) physical health, (3) well-being, and (4) psychological health. Health-related behaviors and physical health were the most reported outcomes and were identified in 40 and 25 studies, respectively. Health-related behaviors referred to the activities or practices taken by an individual, which either enhanced or deteriorated their health. It included measures such as physical activity [6,30,32,33,38,39,41,43,46,47,49-67], diet/nutrition [47,49,52,54,56,58,59,66,68,69], screening/testing [35,44,70-72], smoking [7,73-77], and medication adherence [45,78,79]. Physical health was used to describe any physiological measure such as BMI [32,41,56,58,63,67] and weight [38,40,48-50,52,59,65-67,69,80-84] but not biochemical markers of physiological health.

Well-being and psychological health were reported in 11 and 8 studies, respectively. Well-being was used to classify measures of quality of life [46,50,57,59,61,68,85], whereas psychological health was used to classify measures of psychological functioning, including depression [47,49,57,86,87], stress/distress [49,68,88], and anxiety [49,86].

**Capturing Behavior Change Techniques Unique to Social Media**

As shown in the examples in Table 2, in identifying BCTs across studies, 3 nuanced operationalizations of existing BCTs emerged that did not fit neatly within the existing taxonomy specifications without losing content. Our new instructions allowed us to capture overt endorsement and virtual rewards noted in specific interventions [67,89]. Overt endorsement consists of open approval of a message by participants, and it can be observed in behaviors such as forwarding emails and comments, likes, and retweets on Facebook and Twitter [47,48]. Virtual rewards consist of a system that allows collecting prizes in the form of...
smiles, congratulations, badges, virtual gifts, or stars to encourage participants in their progress toward achieving their goals [47,48].

Virtual rewards (by design), although in principle consistent with the rewards (behavior) BCT, have a level of nuance within the web-based environment that we decided it was worth making an explicit distinction in coding instructions for that BCT. Namely, we coded all statements that described overt endorsement such as likes, smiles, virtual gifts, Twitter posts, and public post on profile page wall as social support (unspecified) when these statements came from participants themselves in a natural manner. However, we coded these same statements as nonspecific reward or social reward when they were embedded in the design of the intervention to acknowledge the achievement of participants.

Table 2. Application of newly created rules for capturing virtual rewards.

<table>
<thead>
<tr>
<th>New instructions</th>
<th>Representative example of coded statements</th>
<th>Behavior change technique taxonomy version 1 code</th>
</tr>
</thead>
<tbody>
<tr>
<td>Overt endorsement (from participants)</td>
<td>“Participants in this intervention were free to post their own relevant messages through videos, text, pictures and so on. They could engage in relevant discussions via commenting.” [90]</td>
<td>Social support (unspecified)</td>
</tr>
<tr>
<td>Virtual rewards (by design)</td>
<td>“It included gamification features, such as awards for individual and team step-logging and step-count achievements and the ability to send virtual gifts to teammates.” [61]</td>
<td>Social reward</td>
</tr>
<tr>
<td>Virtual rewards (by design)</td>
<td>“Engagement was rewarded in the intervention group with points, badges and gradual revealing of graphic-level images and other virtual elements.” [89]</td>
<td>Nonspecific reward</td>
</tr>
</tbody>
</table>

Identification of Behavior Change Techniques in the Studies

We identified 46 out of 93 techniques from the BCTTv1 across the 71 included studies, which are displayed in Multimedia Appendix 3. BCTs were mainly reported in the Methods section of the studies (68 studies). We also identified BCTs from additional sources, such as protocols (11 studies), study appendices (4 studies), and author-identified companion papers (4 studies).

Behavior Change Techniques Applied in Interactive Social Media and Self-Directed Components

More than 55% (26/46) of the BCTs identified were applied in the interactive social media component of interventions (two-way communication and interaction between and among participants). The top 15 BCTs applied across interactive social media and self-directed components of studies (one-way communication or no social interaction) are displayed in Table 3. As expected, social support (unspecified) was the most common BCT identified in interactive social media components (51 studies) [6-8,28,30,32,35,36,38,39,41,44-47,50-55,57,59,61, 63-66,69-73,75,77-80,82,83,85,87-95], followed by instruction on how to perform the behavior (21 studies) [28,36,37, 46-49,52,61,64,68,72,76,77,82,84,85,91,95-97], credible source (16 studies) [7,28,30,35,36,39,47,55,64,69,72,76,79,94,95,97], social comparison (8 studies) [36,43,48,54,61,65,80,82], and information about health consequences (8 studies) [28,43,64,68,72,83,90,95]. On the other hand, instruction on how to perform the behavior was the most commonly identified BCT in the self-directed component of interventions (39 studies) [6-8,30,32,33,38-41,44-45,46,48,50,51,54-58,60,63-66, 69,76,79,81-84,92,98], followed by self-monitoring of behavior (32 studies) [6,30,32,33,38-41,44,45,46,48,50,51,54-58,60,63-66, 69,76,79,81-84,92,98], credible source (29 studies) [8,32,34,38,41,44,45,48,50,53,56,58,59,62,65,66,68, 74,75,77,80-82,85,88,90,92,93,96], goal-setting behavior (25 studies) [6,30,32,38,39,41,48,50,51,54,55,57-60,65-67,74,75, 81-84,98], and adding objects to the environment (24 studies) [30,32,38-41,46,48-51,56-61,66,70,80,81,83,93,98].
Table 3. Top 15 behavior change techniques captured in the components of interventions (n=71).

<table>
<thead>
<tr>
<th>Behavior change techniques</th>
<th>Social media, n(^a) (%)</th>
<th>Self-directed, n(^a) (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.1 Goal setting (behavior)</td>
<td>7 (10)</td>
<td>25 (35)</td>
</tr>
<tr>
<td>1.2 Problem solving</td>
<td>6 (8)</td>
<td>13 (18)</td>
</tr>
<tr>
<td>1.4 Action planning</td>
<td>N/A(^b)</td>
<td>19 (27)</td>
</tr>
<tr>
<td>2.2 Feedback on behavior</td>
<td>3 (4)</td>
<td>19 (27)</td>
</tr>
<tr>
<td>2.3 Self-monitoring of behavior</td>
<td>5 (7)</td>
<td>32 (45)</td>
</tr>
<tr>
<td>2.4 Self-monitoring of outcome(s) of behavior</td>
<td>2 (3)</td>
<td>N/A</td>
</tr>
<tr>
<td>3.1 Social support (unspecified)</td>
<td>51 (72)</td>
<td>12 (17)</td>
</tr>
<tr>
<td>3.2 Social support (practical)</td>
<td>7 (10)</td>
<td>17 (24)</td>
</tr>
<tr>
<td>3.3 Social support (emotional)</td>
<td>3 (4)</td>
<td>N/A</td>
</tr>
<tr>
<td>4.1 Instruction on how to perform the behavior</td>
<td>21 (30)</td>
<td>39 (55)</td>
</tr>
<tr>
<td>5.1 Information about health consequences</td>
<td>8 (11)</td>
<td>17 (24)</td>
</tr>
<tr>
<td>6.1 Demonstration of the behavior</td>
<td>7 (10)</td>
<td>11 (15)</td>
</tr>
<tr>
<td>6.2 Social comparison</td>
<td>8 (11)</td>
<td>N/A</td>
</tr>
<tr>
<td>7.1 Prompts/cues</td>
<td>7 (10)</td>
<td>21 (30)</td>
</tr>
<tr>
<td>8.7 Graded tasks</td>
<td>N/A</td>
<td>14 (20)</td>
</tr>
<tr>
<td>9.1 Credible source</td>
<td>16 (23)</td>
<td>29 (41)</td>
</tr>
<tr>
<td>11.1 Pharmacological support</td>
<td>N/A</td>
<td>9 (13)</td>
</tr>
<tr>
<td>12.2 Restructuring the social environment</td>
<td>5 (7)</td>
<td>N/A</td>
</tr>
<tr>
<td>12.5 Adding objects to the environment</td>
<td>N/A</td>
<td>24 (34)</td>
</tr>
</tbody>
</table>

\(^a\)Behavior change techniques applied in interactive social media components and self-directed components.

\(^b\)N/A: not applicable.

Behavior Change Techniques Applied in the Intervention and Control Arms

The top 5 BCTs applied in intervention arms of the included studies: social support (unspecified: 56 studies) [6-8,28,30-36,38-41,44-47,52,62,64-66,69,70,72,73,75,77-83,85-97], instruction on how to perform the behavior (37 studies) [8,28,37-40,44-48,52,53,56-58,61,64,67,68,72,75,77,79,81-87,89,91,93-97], credible source (35 studies) [7,8,28,34-36,39,41,44,45,47,48,53,56,58,59,62,64,65,68,69,72,75,77,79,81,82,85,88,92-97], self-monitoring of behavior (25 studies) [6,32,39,40,45-48,56-58,61,64,65,69,76,78-84,88,92], and prompts/cues (24 studies) [33,39-41,43,47,48,52,55,56,58,61,64,65,69,73,78,79,81,82,89,92,93,97]. The content of the control arms was generally reported as usual care. Only 9 different BCTs were uniquely applied in the control arms of the studies. Instruction on how to perform the behavior, social support (unspecified), and information about health consequences constituted the most commonly applied BCTs in control arms only and were identified in 8 [7,29,34,38,39,41,59,66], 3 [50,51,63], and 2 [38,63] studies, respectively. The top 15 BCTs applied to the intervention and control arms of the included studies are displayed in Table 4.

Across the included studies, 14 of the top 15 BCTs applied in intervention arms only were also used in studies with BCTs applied in both arms. The exception was social comparison, which was solely identified in the intervention arms of 11 studies [32,33,36,43,48,54,58,61,65,80,82]. As shown in Table 4, the ranking of BCTs also changed with the simultaneous application of BCTs in both study arms in comparison with application in intervention arms only.
Table 4. Top 15 behavior change techniques in the study arms (n=71).

<table>
<thead>
<tr>
<th>Behavior change techniques</th>
<th>Intervention, n(^a) (%)</th>
<th>Control, n(^a) (%)</th>
<th>Intervention and control, n(^a) (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.1 Goal setting (behavior)</td>
<td>19 (27)</td>
<td>N/A(^b)</td>
<td>13 (18)</td>
</tr>
<tr>
<td>1.2 Problem solving</td>
<td>13 (18)</td>
<td>1 (1)</td>
<td>5 (7)</td>
</tr>
<tr>
<td>1.4 Action planning</td>
<td>14 (20)</td>
<td>1 (1)</td>
<td>6 (8)</td>
</tr>
<tr>
<td>2.2 Feedback on behavior</td>
<td>16 (23)</td>
<td>N/A</td>
<td>6 (8)</td>
</tr>
<tr>
<td>2.3 Self-monitoring of behavior</td>
<td>25 (35)</td>
<td>1 (1)</td>
<td>11 (15)</td>
</tr>
<tr>
<td>3.1 Social support (unspecified)</td>
<td>56 (79)</td>
<td>3 (4)</td>
<td>4 (6)</td>
</tr>
<tr>
<td>3.2 Social support (practical)</td>
<td>18 (25)</td>
<td>N/A</td>
<td>6 (8)</td>
</tr>
<tr>
<td>4.1 Instruction on how to perform the behavior</td>
<td>37 (52)</td>
<td>8 (11)</td>
<td>15 (21)</td>
</tr>
<tr>
<td>5.1 Information about health consequences</td>
<td>15 (21)</td>
<td>2 (3)</td>
<td>8 (11)</td>
</tr>
<tr>
<td>6.1 Demonstration of the behavior</td>
<td>14 (20)</td>
<td>N/A</td>
<td>4 (6)</td>
</tr>
<tr>
<td>6.2 Social comparison</td>
<td>11 (25)</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>7.1 Prompts/cues</td>
<td>21 (30)</td>
<td>N/A</td>
<td>7 (10)</td>
</tr>
<tr>
<td>8.7 Graded tasks</td>
<td>9 (13)</td>
<td>N/A</td>
<td>5 (7)</td>
</tr>
<tr>
<td>9.1 Credible source</td>
<td>35 (49)</td>
<td>1 (1)</td>
<td>9 (13)</td>
</tr>
<tr>
<td>11.1 Pharmacological support</td>
<td>N/A</td>
<td>N/A</td>
<td>4 (6)</td>
</tr>
<tr>
<td>11.3 Conserving mental resources</td>
<td>N/A</td>
<td>1 (1)</td>
<td>N/A</td>
</tr>
<tr>
<td>12.5 Adding objects to the environment</td>
<td>13 (18)</td>
<td>N/A</td>
<td>11 (15)</td>
</tr>
<tr>
<td>13.2 Framing/reframing</td>
<td>N/A</td>
<td>1 (1)</td>
<td>N/A</td>
</tr>
</tbody>
</table>

\(^a\)Behavior change techniques applied in intervention arms only, control arms, and intervention and control arms simultaneously.

\(^b\)N/A: not applicable.

Behavior Change Techniques Applied to Group and Individual Participants

Social support (unspecified) was the most commonly applied BCTs to a group of participants (50 studies) [6,8,28,30,32,33,38-41,43,44,47,49,51,59-61,65,66,68,69,71,74,75,77-79,81,83,86,89,91,94]. It was then followed by instruction on how to perform the behavior (24 studies) [36,37,44,45,48,52,53,55-58,62,64,67,72,76,82,84,85,87,93,95-97], credible source (23 studies) [7,30,35,36,39,44,45,47,53,55,56,58,64,69,72,75,77,79,85,90,94,95,97], demonstration of the behavior (12 studies) [6,36,52,53,55,56,58,62,64,76,93,94], and social support practical (11 studies) [7,32,33,39,48,52,53,58,68,72,76]. When BCTs were applied to individuals, instruction on how to perform the behavior was the most frequent (36 studies) [6,8,28,30,32,33,38-41,43,44,47,49,51,59-61,65,66,68,69,71,74,75,77-79,81,83,86,89,91,94], followed by self-monitoring of behavior (34 studies) [6,30,32,33,38-41,46-48,50,51,54-58,60,61,63,65,66,69,76,83,88,92,98], goal-setting behavior (30 studies) [6,30,32,38,39,41,46-48,50,51,54-55,57-60,65-67,74-77,81-84,86,98], adding objects to the environment (24 studies) [30,32,38-41,46-48,51,56-61,66,70,80,81,83,93,98], and credible source (22 studies) [8,28,32,34,38,41,48,50,59,62,65,66,68,74,77,80-82,88,92,93,96]. Table 5 shows the most frequent BCTs applied to group and individual participants.
Table 5. Top 15 behavior change techniques in participant settings (n=71).

<table>
<thead>
<tr>
<th>Behavior change techniques</th>
<th>Group setting, n(^a) (%)</th>
<th>Individual setting, n(^a) (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.1 Goal setting (behavior)</td>
<td>N/A(^b)</td>
<td>30 (42)</td>
</tr>
<tr>
<td>1.2 Problem solving</td>
<td>5 (7)</td>
<td>14 (20)</td>
</tr>
<tr>
<td>1.4 Action planning</td>
<td>5 (7)</td>
<td>16 (23)</td>
</tr>
<tr>
<td>1.5 Review behavior goal(s)</td>
<td>N/A</td>
<td>10 (14)</td>
</tr>
<tr>
<td>2.2 Feedback on behavior</td>
<td>N/A</td>
<td>19 (27)</td>
</tr>
<tr>
<td>2.3 Self-monitoring of behavior</td>
<td>3 (4)</td>
<td>34 (48)</td>
</tr>
<tr>
<td>2.8 Feedback on outcome(s) of behavior</td>
<td>N/A</td>
<td>7 (10)</td>
</tr>
<tr>
<td>3.1 Social support (unspecified)</td>
<td>50 (70)</td>
<td>13 (18)</td>
</tr>
<tr>
<td>3.2 Social support (practical)</td>
<td>11 (15)</td>
<td>13 (18)</td>
</tr>
<tr>
<td>3.3 Social support (emotional)</td>
<td>3 (4)</td>
<td>N/A</td>
</tr>
<tr>
<td>4.1 Instruction on how to perform the behavior</td>
<td>24 (34)</td>
<td>36 (51)</td>
</tr>
<tr>
<td>5.1 Information about health consequences</td>
<td>6 (8)</td>
<td>19 (27)</td>
</tr>
<tr>
<td>5.3 Information about social and environmental consequences</td>
<td>3 (4)</td>
<td>N/A</td>
</tr>
<tr>
<td>6.1 Demonstration of the behavior</td>
<td>12 (17)</td>
<td>N/A</td>
</tr>
<tr>
<td>6.2 Social comparison</td>
<td>9 (13)</td>
<td>N/A</td>
</tr>
<tr>
<td>7.1 Prompts/cues</td>
<td>9 (13)</td>
<td>19 (27)</td>
</tr>
<tr>
<td>8.1 Behavioral practice/rehearsal</td>
<td>4 (6)</td>
<td>N/A</td>
</tr>
<tr>
<td>8.7 Graded tasks</td>
<td>N/A</td>
<td>13 (18)</td>
</tr>
<tr>
<td>9.1 Credible source</td>
<td>23 (32)</td>
<td>22 (31)</td>
</tr>
<tr>
<td>12.2 Restructuring the social environment</td>
<td>6 (8)</td>
<td>N/A</td>
</tr>
<tr>
<td>12.5 Adding objects to the environment</td>
<td>N/A</td>
<td>24 (34)</td>
</tr>
</tbody>
</table>

\(^a\)Behavior change techniques applied to individuals in the group setting and individual participants.

Low- and High-Intensity Use of Behavior Change Techniques

We characterized the intensity of delivering BCTs by identifying the modalities used to expose participants to a BCT. BCTs that were delivered using at least two modalities were coded as high intensity. Participants were exposed to BCTs through interactive social media and self-directed components in intervention or control arms of the studies and in a group or individually. The top 5 BCTs that were delivered with high intensity included instruction on how to perform the behavior (35 studies) [7,28,32,34,36-38,40,45,48,49,52,53,55-59,62,65-69,72,74,75,77,79,80,83,85,93,95,96], social support (unspecified; 28 studies) [7,8,28,32-35,37,40,41,45,50,51,56,61-67,71,73-75,77,81,86], self-monitoring of behavior (16 studies) [32,50,51,54,57,58,60,63,64,66,67,69,78,82,92,96], information about health consequences (13 studies) [7,32,34,36,38,48,50,56,59,80,81,95,96], and credible source (13 studies) [7,32,34,36,38,48,50,56,59,80,81,95,96]. The top 15 most frequent BCTs coded for high-intensity delivery are displayed in Table 6.
Table 6. Top 15 behavior change techniques coded for high-intensity delivery (n=71).

<table>
<thead>
<tr>
<th>Behavior change techniques</th>
<th>Value, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.1 Goal setting (behavior)</td>
<td>10 (14)</td>
</tr>
<tr>
<td>1.2 Problem solving</td>
<td>5 (7)</td>
</tr>
<tr>
<td>1.4 Action planning</td>
<td>8 (11)</td>
</tr>
<tr>
<td>1.5 Review behavior goal(s)</td>
<td>3 (4)</td>
</tr>
<tr>
<td>12.5 Adding objects to the environment</td>
<td>8 (11)</td>
</tr>
<tr>
<td>2.2 Feedback on behavior</td>
<td>8 (11)</td>
</tr>
<tr>
<td>2.3 Self-monitoring of behavior</td>
<td>16 (23)</td>
</tr>
<tr>
<td>3.1 Social support (unspecified)</td>
<td>28 (39)</td>
</tr>
<tr>
<td>3.2 Social support (practical)</td>
<td>4 (6)</td>
</tr>
<tr>
<td>4.1 Instruction on how to perform the behavior</td>
<td>35 (49)</td>
</tr>
<tr>
<td>5.1 Information about health consequences</td>
<td>15 (21)</td>
</tr>
<tr>
<td>6.1 Demonstration of the behavior</td>
<td>6 (8)</td>
</tr>
<tr>
<td>6.2 Social comparison</td>
<td>3 (4)</td>
</tr>
<tr>
<td>7.1 Prompts/cues</td>
<td>3 (4)</td>
</tr>
<tr>
<td>9.1 Credible source</td>
<td>13 (18)</td>
</tr>
</tbody>
</table>

Discussion

Principal Findings

We found that the BCTTv1 was applicable to studies promoting health behaviors using social media in a web-based environment. Given that all these studies focused on interactive web-based platforms, it is surprising that relatively few studies have reported leveraging the full spectrum of social comparison and social support BCTs. Furthermore, few studies have reported using BCTs that have been associated with effective behavior change in other settings (eg, goal setting and action planning) [99,100].

We made 3 adaptations to the coding structure to accurately and specifically code overt endorsement and virtual rewards, which we decided to be a type of social support when provided by peers through the internet and a type of social reward when provided by intervention designers. We also developed a method for coding the intensity of BCTs, which allowed us to identify studies with more intense use of BCTs. We added to the description of some BCTs to capture these nuances of interactive social media. Kadushin [101] and Southwell [102] highlighted the potential of overt endorsement and virtual rewards in influencing individual attitudes and health-related behaviors. We also noted that these techniques were reported in other studies as a measurement of engagement with participants and reach of interventions [67,90].

The interventions were mainly delivered through tailored, interactive platforms (ie, platforms developed by the research team). At the time of conducting this research, Facebook remained the most commonly used platform among the mainstream social media outlets for intervention studies and was used either alone or in combination with other social media components. Nonetheless, this does not dismiss the popularity of other social media platforms implemented in other countries. Social media platforms usually allow social interactions beyond geographical boundaries. We noted that none of the included studies had a global focus, that is, all were conducted within a specific country or region. In addition, with the widespread digital technologies, we expected to see more than one study from low- and middle-income countries. Resource settings [103] and research capacity [104,105] might be explored when assessing possible reasons for limited implementation internationally.

Almost all the studies used a variety of BCTs to deliver interventions through social media. The identified BCTs were applied in both the intervention and control arms of the studies. For this reason, it is essential to identify the intensity with which BCTs are applied. Identifying the intensity can help to determine if the extent of exposure makes a difference in the impact of changing behavior. Even after considering intensity, caution should still be applied when assessing the role of BCTs in changing the behavior of participants because some BCTs were applied with almost equal intensity in the control and intervention arms. This was observed for the BCT instruction on how to perform the behavior.

In addition, the content of control arms was mainly reported as usual care, with often no accompanying details on the features of such conditions. This situation makes it difficult to adequately characterize the content of control arms and warrants more analysis in attributing effectiveness to BCTs applied in intervention arms [52]. The types of BCTs applied to individuals in a group setting and those applied to individual participants varied greatly. This provides opportunities to explore which BCTs are optimal in a group setting and to identify which ones are inherently appropriate for individual activity only. Additional research can help elucidate the mechanisms of action of BCTs in interventions and further contribute to their optimal use to foster behavior change.

http://www.jmir.org/2020/6/e16002/
Limitations

One limitation of this research is that we relied on what was reported in the source studies. We attempted to check the web-based sites, but a lot had changed since the publication of the studies in the review. Therefore, the relative paucity of some BCTs (eg, social comparison and goal setting) may be related to insufficient detail in the published papers to code these aspects of the intervention. We encourage future reports of interventions to provide screenshots or access to the version of the platform used at the time of the intervention as additional files or links. In addition, the use of validated tools such as the Consolidated Standards of Reporting Trials eHealth can help improve the description and reporting of web-based interventions, thereby facilitating their implementation and replication to improve health outcomes [106].

Future research can also contribute to better characterize BCTs applied to foster social support in interactive social media interventions. Social support (unspecified) was the most commonly applied BCT in the studies analyzed. The definition of this BCT is comprehensive enough to allow the identification of social assistance with no specific descriptors, whereas BCTs such as social support (practical) and social support (emotional) allow capturing what social assistance entails. A better characterization of social support in interventions could help to distill in what ways this particular social interaction makes a difference in the behavior of participants.

Comparisons With Prior Work

A recent review that focused on social media features in web-based interventions reported that communication in the form of forums is the most common social media feature for sustaining behavior change [15]. These results are aligned with those of this SWAR, which shows that generic social support is the most common BCT used in interactive social media interventions, which was mainly captured in interventions that use discussion forums, group activities, and other exchanges to foster mutual support among participants.

Future Work

In this study, we provide an overview of the most commonly reported BCTs applied in social media intervention studies. As social media interventions continue to increase in popularity, it may be useful in future work to assess how the presence of particular BCTs or a combination of BCTs is associated with effects on health behavior change.

Conclusions

Our newly developed coding instructions along with BCTTv1 were useful in characterizing behavior change content in social media interventions and evaluating its effectiveness. This assessment of BCTs identified nuances in the operationalization of the BCTTv1 to characterize the unique features of interactive social media interventions for health promotion. These characteristics may be considered when designing social media platforms aimed at promoting public health. Our coding could further help deconstruct the complexity of interventions that use digital technologies and provide further understanding of the role of specific BCTs on behavior change. Although other studies highlighted the effectiveness of BCTs, such as goal setting and action planning, very few of the included studies used them. Increasing the use of BCTs is known to be effective in improving social media interventions.
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Abstract

Background: In recent years, flavored electronic cigarettes (e-cigarettes) have become popular among teenagers and young adults. Discussions about e-cigarettes and e-cigarette use (vaping) experiences are prevalent online, making social media an ideal resource for understanding the health risks associated with e-cigarette flavors from the users’ perspective.

Objective: This study aimed to investigate the potential associations between electronic cigarette liquid (e-liquid) flavors and the reporting of health symptoms using social media data.

Methods: A dataset consisting of 2.8 million e-cigarette–related posts was collected using keyword filtering from Reddit, a social media platform, from January 2013 to April 2019. Temporal analysis for nine major health symptom categories was used to understand the trend of public concerns related to e-cigarettes. Sentiment analysis was conducted to obtain the proportions of positive and negative sentiment scores for all reported health symptom categories. Topic modeling was applied to reveal the topics related to e-cigarettes and health symptoms. Furthermore, generalized estimating equation (GEE) models were used to quantitatively measure potential associations between e-liquid flavors and the reporting of health symptoms.

Results: Temporal analysis showed that the Respiratory category was consistently the most discussed health symptom category among all categories related to e-cigarettes on Reddit, followed by the Throat category. Sentiment analysis showed higher proportions of positive sentiment scores for all reported health symptom categories, except for the Cancer category. Topic modeling conducted on all health-related posts showed that 17 of the top 100 topics were flavor related. GEE models showed different associations between the reporting of health symptoms and e-liquid flavor categories, for example, lower association of the Beverage flavors with Respiratory compared with other flavors and higher association of the Fruit flavors with Cardiovascular than other flavors.

Conclusions: This study identified different potential associations between e-liquid flavors and the reporting of health symptoms using social media data. The results of this study provide valuable information for further investigation of the health effects associated with different e-liquid flavors.

doi:10.2196/17496
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Introduction

Background

Electronic cigarette (e-cigarette) is an electronic nicotine delivery system (ENDS) that vaporizes electronic cigarette liquid (e-liquid), a solution that contains a number of substances [1]. E-cigarette is promoted as a tobacco substitute, which usually delivers nicotine, flavorings, and other additives via an inhaled aerosol. Since the first device publicly marketed in 2003,
the e-cigarette market has experienced a significant growth in prevalence among all age groups [2].

The flavored e-cigarette market has grown extremely rapidly and has become increasingly popular among teenagers and young adults. A recent study identified 7764 distinct e-liquid flavors in 2014, and the number doubled to 15,586 in 2017 [3]. Adolescents and young adults prefer electronic cigarettes (e-cigarettes) over conventional tobacco because they are more affordable, accessible, convenient, and, especially, come with a variety of flavors [1]. A recent examination of the Population Assessment of Tobacco and Health (PATH) Wave 2 data found that more than 75% of youth e-cigarette users used a flavored e-cigarette with Fruit being the most popular e-cigarette flavor category, followed by the Candy/Sweet flavor category [4]. Nearly two-thirds of the adult e-cigarette users vape (ie, the behavior of inhaling vaporized aerosol) a flavored e-cigarette with Menthol or Mint as the most popular flavor category, followed by the Fruit flavor category [4]. The 2019 National Youth Tobacco Survey showed that current e-cigarette consumption among high school students increased from 1.5% in 2011 to 27.5% in 2019, with an estimated 72% of high school e-cigarette users using a flavored e-cigarette [5]. In addition, the number of e-cigarette users in middle school (grades 6-8) increased from 3.3% in 2017 to 10.5% in 2019, with nearly 60% of the middle school e-cigarette users using a flavored e-cigarette [5].

With the increasing popularity of e-cigarettes, it becomes important to understand the health symptoms associated with e-cigarettes and flavored e-cigarette consumption. There were claims that e-cigarettes are 95% safer than conventional tobacco, and nicotine released into the environment, if the e-cigarette liquid contains any, is negligible [6]. A previous study has shown that nonsmokers, such as children and pregnant women, had cardiovascular and other diseases due to passive vaping [7]. E-cigarette flavorings could damage human blood vessel cells in a laboratory environment, even in the absence of nicotine [8]. A number of studies have shown the association of vaping with some respiratory diseases or symptoms, including wheezing and asthma [9-12]. The cinnamon-flavored vaping products had the most potent cytotoxicity, leading to significantly decreased cell viability, increased reactive oxygen species levels, and other health symptoms [8]. Exposure to ENDS aerosol resulted in decreased metabolic activity and cell viability, whereas flavors significantly affected the toxicity of ENDS aerosol, with menthol, coffee, and strawberry flavors having the most significant impact on the overall cytotoxicity of e-cigarette products [13].

**Objectives**

E-cigarettes and e-cigarette use experiences are widely discussed on social media. Thus, the association of user-reported health risks with e-cigarette flavorings could be explored from social media posts. A recent review on e-liquid flavors using the JuiceDB data from 2013 to 2017 found that Fruity and Sweet were the two most popular e-liquid flavors and have more positive sentiments from users [14]. However, possible associations of e-liquid flavors with health risks have not been well investigated using social media data. Therefore, we aimed to examine probable associations between e-liquid flavors and the reporting of health symptoms using social media data through a data-driven approach.

Reddit was chosen as our main online data source. Reddit is a platform for any user (older than 13 years) to discuss, connect, and share their experiences and opinions online [13]. Besides not allowing the unwelcome content (eg, illegal, sexual, and confidential information), Reddit prohibit users from asking for votes or engaging in vote manipulation. As one of the biggest social media platforms in the United States, Reddit operates like a forum with divided communities called subreddits, such that each one focuses on a specific topic such as sports and politics. Empirically, Reddit contains fewer advertisements and promotions but more self-reporting discussions from vapers (ie, people who vape), making it a desired source to reflect users’ experiences and opinions [13]. In addition, discussions about e-liquid flavors have been shown to be one of the most prevalent topics about e-cigarettes on Reddit [13], with Fruit, Sweet, and Cream being the most prevalent flavors discussed among Reddit users [18]. A keyword list was generated by combining the keywords used in a previous e-cigarette–related social media study [19] and was used to filter out non-e-cigarette posts. To analyze the textual contents and users’ opinions, topic modeling (Latent Dirichlet Analysis [LDA]) and sentiment analysis were conducted. We applied generalized estimating equation (GEE) models to quantify the potential associations between e-liquid flavors and major related health symptoms based on the e-cigarette–related discussions from Reddit users. Our study provides valuable information about the potential health effects of different e-liquid flavors, which could guide future research on flavored e-cigarettes.

**Methods**

**Data Collection**

We obtained the Reddit posts between January 01, 2013, and April 30, 2019, from pushshift.io [20]. We curated a list of e-cigarette–related terminologies (eg, vape, e-cig, e-liquid, and e-juice) from a prior study [19] on related topics as a preliminary list for keyword matching to generate an e-cigarette–related dataset. To account for typos and abbreviations, we applied Frequent Itemset Mining (FIM) based on the first iteration of the keyword-filtered dataset. FIM accepts all posts as input, and it outputs the combinations of most frequently appearing words in the dataset. We then manually selected high-frequency keywords to enrich the initial keyword list.

To investigate the e-cigarette–related health concerns discussed by Reddit users, we further generated a health-related subset (referred to as the health subset) from the e-cigarette dataset. A preliminary health keyword list was curated from a related prior study [21]. The list mostly comprised medical terminologies; thus, we applied FIM after filtering the preliminary list to include relevant conversational terms that frequently appear in our dataset. Similarly, a flavor-related subset (referred to as the flavor subset) was generated by using a flavor-related keyword list. The flavor keywords were generated by crawling the top e-cigarette manufacturers’ websites to collect brand names, e-cigarette products’ marketing names, and key ingredients.
All datasets were validated and denoised. We manually examined the noisy keywords (eg, blue, hard, and life can be flavor names or have other semantic meanings) from the keyword lists and removed the related posts if such keywords result in low precision during the filtering process. For keywords that were less semantically generic and noisy, we applied an additional filter to clean the data. For example, the flavor keyword “tobacco” contributes to a noisy flavor subset, which contains posts only about conventional tobacco products. We discovered a filter rule that filters out most of the undesired data while maintaining a decent level of recall to ensure the completeness of the dataset, by selecting 10 flavor-related keywords such as “flavor” and “e-liquid,” which were found to frequently appear when users talk about tobacco-flavored e-cigarettes rather than conventional tobacco products. As a result, posts were classified as tobacco flavor-related when at least one sentence of the post contains both tobacco and one of the 10 flavor-related keywords. To examine the accuracy of our filter, we selected our top 10 flavor-related keywords, randomly picking 100 posts for each keyword. We then highlighted the sentences that contained the flavor-related keyword and manually examined whether the sentences were about discussions on e-cigarette–related topics. The accuracy of filtering was then calculated and is shown in Multimedia Appendix 1. Most flavor-related keywords have an accuracy between 0.8 and 0.9, which can be considered as clean.

Finally, we curated an e-cigarette keyword list of 20 terms (“e-cig,” “e-cigs,” “ecig,” “ecigs,” “electroniccigarette,” “ecigarette,” “ecigarettte,” “vape,” “vapers,” “vaping,” “vapes,” “e-liquid,” “ejuice,” “eliquid,” “e-juice,” “vapercon,” “vapeon,” “vapelfam,” “vapenation,” and “juul”) and constructed the e-cigarette dataset consisting of 2,865,467 posts from 623,258 unique users. For data preprocessing, all URLs, email addresses, and non-English posts were removed to form a cleaner dataset. We created the health subset by applying 144 health keywords from nine health categories (Multimedia Appendix 1) and obtained 337,482 health-related posts from 138,448 unique users after filtering. Similarly, the flavor subset was generated with a flavor list of 1229 flavors (Multimedia Appendix 1) from 123 e-cigarette brands under 7 flavor categories including Fruit, Menthol or Mint, Tobacco, Sweet, Beverage, Mixed, and Other, containing 446,440 posts from 111,869 unique users.

**Temporal Analysis**

A temporal analysis was conducted to investigate longitudinal changes in the discussions about e-cigarettes on Reddit from January 2013 to April 2019. In addition, discussions about e-liquid flavors and health symptoms associated with e-cigarettes were examined using temporal analysis. A temporal trend for the percentage of Reddit posts for each reported health symptom was calculated as the number of Reddit posts mentioning each reported health symptom divided by the total number of e-cigarette related Reddit posts in each month.

**Sentiment Analysis of Posts With Health Symptom Category Mentions**

Sentiment analysis is a contextual analysis of sentences and paragraphs, which can extract subjective attitudes and opinions from the source documents. The Valence Aware Dictionary and Sentiment Reasoner (VADER) was used as the sentiment analyzer to extract users’ opinions when discussing about health symptoms in each category on Reddit [22]. We calculated the sentiment score for each Reddit post and the average sentiment score for each health category. As some health-related keywords have negative sentiments (eg, headache), such keywords were replaced by a sentiment-neutral word “X.” Such a process better reflects users’ opinions about e-cigarettes. Sentiment propensity was then computed for each post with the suggested threshold from VADER. We classified posts with sentiment scores between +0.05 to +1.00 as positive posts, posts with sentiment scores between −0.05 to +0.05 (not including −0.05 and +0.05) as neutral, and posts with sentiment scores between −1.00 to −0.05 as negative. We normalized the numbers of positive, neutral, and negative posts by the total number of posts in each category to reflect the distribution of sentiment results. In addition, we compared the proportions of positive and negative posts within each health category using two proportion Z-tests in statistical analysis software R to determine the significant differences between the proportion of positive sentiments and the proportion of negative sentiments for each health category. We set the significance level for all tests at 5% and adjusted the original P values using the Bonferroni method to control for multiple testing error rate.

**Topic Modeling**

Topic modeling, specifically the LDA model, was applied to identify e-cigarette–related topics that were most frequently discussed [23]. LDA is a generative model for unsupervised topic modeling that can be regarded as a three-layer Bayesian distribution of words (or terms), topics, and documents such that each word in a document is expected to be allocated to a specific topic, where words in each topic are given a certain weight representing the possibility of appearance.

We applied topic modeling to the health subset. After data cleaning, all uppercase characters were converted to lowercase to ensure consistency, and words were lemmatized using spaCy to its stem form because different tenses will not be considered in the model. In addition, we removed stop-words (eg, you, I, and) using the Natural Language ToolKit. As the LDA model considers each word’s possibility of occurrence in a topic, we converted frequent phrases into one word so that a phrase can be considered as an element of a document, rather than a combination of separated words. For example, “throat” and “hit” are often mentioned together; thus, topics that contains both words as a “term” could be regarded as one element. We processed the dataset to find frequent bigrams (eg, panic attack, blood pressure, and lipid pneumonia) and trigrams (eg, food drug administration) using the Gensim package and then converted them into a single term.

**Associations Between E-Liquid Flavors and Health Symptoms**

To determine possible associations between e-liquid flavors and the reporting of health symptoms, we applied GEE models based on binomial distributions with logistic link functions. The within-user correlations were considered through the compound symmetry variance-covariance matrices under the GEE model.
framework. The GEE models were conducted using the statistical analysis software SAS v9.4 (SAS Institute Inc).

From the e-cigarette dataset, we selected posts with only one flavor-related keyword and at least one health-related keyword. If one selected post contained more than one health keyword, each health-flavor keyword pair was regarded as one unique entry. In total, 3336 entries were included in the dataset. From the GEE models, the probability of comentioning each flavor category with each health category was estimated, and the Tukey method [24] was used to adjust for multiplicity in pairwise comparisons between flavors.

The estimated probabilities of associations represent the probabilities that one flavor category and one health symptom category were comentioned by the same user. By performing pairwise comparisons, significant differences in the probabilities of association were identified within each health category. A heatmap was created to highlight the probabilities of associations between e-cigarette flavors and the reporting of health symptoms. All tests were two-sided with a significance level of 5%.

**Results**

**Classification of Health Symptoms**

To better understand the potential association of e-liquid flavors with the reporting of health symptoms, we grouped 144 health keywords collected from Reddit into nine health categories, such as Respiratory, Neurological, and Cardiovascular (Multimedia Appendix 1). By counting the number of times mentioned in 337,482 Reddit posts, we found that Respiratory was the most mentioned health category (94,691/337,482, 28.06%), followed by Other (75,102/337,482, 22.25%), Mouth (44,212/337,482, 13.10%), Neurological (33,650/337,482, 9.97%), Throat (33,151/337,482, 9.82%), Psychological (31,041/337,482, 9.20%), Cardiovascular (15,460/337,482, 4.58%), and Digestive (6876/337,482, 2.04%) categories. Cancer was the least mentioned health category on our Reddit dataset at only 0.97% (3299/337,482).

**Temporal Analysis of Health Symptom Category Mentioned on Reddit**

To determine whether the frequency of each health symptom category mentioned on Reddit changes over time, we examined their longitudinal trend. Our results showed that the number of e-cigarette–related Reddit posts were steadily increasing over time since 2013 (Multimedia Appendix 2). We observed a spike in the temporal trend in June 2016 due to an increase in community discussion around the release of the Federal Food, Drug and Cosmetic (FD&C) Act on tobacco products and its substitutes, which prohibited e-cigarette and peripheral products to be sold to people aged under 18 years [7]. By examining the frequency of each health symptom category mentioned on Reddit over time, we observed that each health symptom category has a similar uptrend (Figure 1), which is similar to all e-cigarette–related posts. We observed that the Respiratory category mentions were consistently the highest among all health categories, whereas the Cancer category was the lowest. Spikes were also observed in the unnormalized temporal trend in June 2016 for all health categories due to the increased discussion on the FD&C Act. After normalization to the number of e-cigarette–related posts in each month, the percentage of health-related keywords mentions was relatively consistent over time, with one exception that the Psychological category had a noticeable growth from June 2016 to April 2019 (Figure 1).
Sentiment Analysis of Posts With Mentions of Health Categories

Sentiment analysis was conducted applied to the health-related subset posts to understand users’ opinions regarding health symptoms in the discussion of e-cigarettes. Most health categories have a positive average sentiment score, whereas the Cancer category yields a negative average sentiment score (Table 1). For most health categories, the proportions of positive sentiment posts were significantly higher than the proportions of negative sentiment posts ($P<.001$), except for the Cancer category (Multimedia Appendix 3). Posts in the Cancer category had mostly negative sentiments, with over 70% of the posts identified with negative sentiment scores ($P<.001$). Example
posters used in sentiment analysis are shown in Multimedia Appendix 1. For all categories, significantly more positive and negative sentiment posts were identified in comparison with neutral posts, suggesting that posts on Reddit usually had polarized opinions.

Table 1. Total post count and average sentiment score of posts in health categories.

<table>
<thead>
<tr>
<th>Health category</th>
<th>Total post count</th>
<th>Average sentiment score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Respiratory</td>
<td>93,259</td>
<td>0.197</td>
</tr>
<tr>
<td>Cardiovascular</td>
<td>20,111</td>
<td>0.1889</td>
</tr>
<tr>
<td>Neurological</td>
<td>49,351</td>
<td>0.2862</td>
</tr>
<tr>
<td>Psychological</td>
<td>41,454</td>
<td>0.2104</td>
</tr>
<tr>
<td>Digestive</td>
<td>9123</td>
<td>0.1296</td>
</tr>
<tr>
<td>Mouth</td>
<td>62,011</td>
<td>0.2186</td>
</tr>
<tr>
<td>Throat</td>
<td>36,250</td>
<td>0.3062</td>
</tr>
<tr>
<td>Cancer</td>
<td>4983</td>
<td>−0.333</td>
</tr>
</tbody>
</table>

Potential Associations Between E-liquid Flavors and Health Categories

The LDA topic model was applied to the health-related subset posts to reveal content-wise insights from the discussions on e-cigarette–related health symptoms. As we used the health subset, the majority of the contents were health related. Noticeably, 17 out of 100 topics were mostly related to e-liquid flavors (Textbox 1). A number of representative posts are also provided for positive and negative sentiment posts in each health category to show the topics of discussions on Reddit using a qualitative approach (Multimedia Appendix 1).

Textbox 1. Examples of top 100 topics observed from health-related posts on Reddit.

Health related (n=7)
- Pain, symptom, relief, work, migraine, chronic, doctor, nausea, pill, and stomach
- Throat, vape, cold, allergy, irritate, sore, sensitive, sick, reaction, and irritation
- Smoking, vape, healthy, lung, alternative, bad, vaping, smoke, compare, and unhealthy
- Anxiety, depression, medication, attention-deficit/hyperactivity disorder, med, calm, panic attack, mental, symptom, and anxious
- Lung, cancer, die, kill, vape, death, tar, smoking, year, and chronic obstructive pulmonary disease
- Feel, vape, headache, sick, give, head, buzz, make, stomach, and feeling
- Cough, lung, asthma, breath, breathe, breathing, inhaler, clear, phlegm, and smoke

Flavor related (n=10)
- Juice, flavor, menthol, vendor, taste, order, vapor, bottle, sample, and Mt Baker Vapor, a major flavor concentrate wholesale for e-liquid DIY (MBV)
- Flavor, taste, strawberry, sweet, candy, favorite, fruit, juice, milk, and custard
- Vape, “flavour,” “vapour,” liquid, find, bit, UK, good, give, and taste
- Hit, throat, harsh, smooth, propylene glycol (PG), ratio, high, burn, vegetable glycerin, strong
- Flavor, taste, tongue, vapor, juice, strong, sweet, tasting, sense, and burn
- High, tetrahydrocannabinol, strain, cannabidiol, effect, anxiety, edible, cannabis, indica, and sativa
- Lung, popcorn, diacetyl, chemical, case, cigarette, inhale, amount, juice, and find
- Liquid, ingredient, propylene glycol, flavoring, safe, chemical, nicotine, e-liquid, PG, and flavor
- Flavor, taste, strawberry, sweet, candy, favorite, fruit, juice, milk, and custard
- Flavor, sweet, recipe, mix, taste, note, The Flavor Apprentice, a major flavor concentrate wholesale for e-liquid DIY (TFA), cream, cap, and candy

The probability of each health category being simultaneously mentioned with e-liquid flavors was calculated from GEE models to examine the potential associations of e-liquid flavors with the reporting of health symptoms. The associations between some e-liquid flavors and some health symptoms were not investigated due to small sample sizes, which left us with the associations between six e-liquid flavors and six health symptoms (Figure 2). As shown in Figure 2, the Respiratory...
category had high probabilities of association with most flavors, including Menthol or Mint (0.200), Tobacco (0.197), Sweet (0.169), and Mixed (0.169). The Fruit flavor category (0.080) had a relatively higher probability of association with the Cardiovascular category than the other flavor categories. Both the Fruit (0.079) and Mixed (0.086) flavor categories had a relatively higher probability of association with the Neurological category than other flavor categories. The Mixed flavor (0.106) category had a relatively higher probability of association with the Psychological category than other flavors. The Sweet flavor (0.085) category had a relatively higher probability of association with the Digestive category than other flavors. The Throat category had relatively high probabilities of association with all flavor categories, with Menthol or Mint (0.344), Sweet (0.301), and Beverage (0.279) being the highest.

Figure 2. Heatmap of the estimated probabilities of associations between e-liquid flavors and health symptoms on Reddit.

To test whether any e-liquid flavors have significantly higher probabilities of association with a certain health category than other flavors, we performed pairwise comparisons among e-liquid flavor categories on their associations within each health category (Multimedia Appendix 4). The Tobacco flavor category had a significantly higher probability of association with Respiratory than both Fruit and Beverage flavors. Both the Menthol or Mint and Mixed flavor categories had significantly higher probabilities of association with the Respiratory category than Beverage. Fruit flavor had higher probabilities of association with the Cardiovascular category than Menthol or Mint and Sweet. In the Neurological category, Mixed flavor had a significantly higher probability of association than the Tobacco flavor. For the Psychological category, Mixed flavor had a significantly higher probability of association than other flavor categories, except for Fruit flavor. Sweet flavor had higher probabilities of association than tobacco in the Digestive category. In the Throat category, a number of flavor categories had significantly higher probabilities of association than other categories (Menthol or Mint over Fruit, Mixed, and Tobacco; Sweet over Mixed and Tobacco; and Beverage over Fruit). No significant pairwise comparisons were observed between e-liquid flavors for the Cancer or Mouth category.

**Discussion**

**Principal Findings**

By examining the frequency of health keywords mentioned on Reddit, we showed that Respiratory was the most dominant health category, followed by Mouth, Throat, and Neurological categories. A previous social media study showed that the Mouth and Throat (combined), Respiratory, and Neurological health categories were the most frequently mentioned health symptoms on Reddit [25]. These frequency differences could be a result of different health-related keywords used, as our study included more keywords (n=23) in the Respiratory category than the mentioned previous study (n=4). E-cigarette consumption could lead to decreased exhaled nitric oxide, increased respiratory impedance, and increased flow respiratory resistance after short-term e-cigarette use, all of which are indications of immediate adverse physiological effects [26]. Adolescent e-cigarette users have increased rates of chronic bronchitis symptoms [9]. Using the PATH Wave 2 national survey data, e-cigarette use has been shown to be associated with wheezing and other related respiratory symptoms [10]. A recent cross-sectional study using the combined Behavioral Risk Factor...
Surveillance System 2016 and 2017 national survey data showed a significant association between e-cigarette use and asthma in US adults who never smoked combustible cigarettes [11]. The dominant temporal trend of the Respiratory category shown in our results, along with the previously reported effects of e-cigarettes on respiratory symptoms, suggests that respiratory diseases are highly related to e-cigarette use.

Our study analyzed users’ opinions on e-cigarettes from posts containing mentions of health keywords using sentiment analysis. Most health categories were dominated by positive sentiment posts, except that the Cancer category was dominated by negative sentiment posts. These results indicated a generally positive opinion toward e-cigarettes when Reddit users mentioned health-related keywords during discussion. As a forum consists of mostly teenagers and young adults, most users seem to advocate novel products such as e-cigarettes. This demographic characteristic could contribute to the average positive sentiments. In terms of the average negative sentiment on the Cancer category, we found that most posts discussed about the anecdotes of relatives or friends contracting cancer in the past with consumption of conventional tobacco products. This is reasonable considering the relatively young age of majority of the Reddit users, as cancer is not a prevalent disease in this age group (age: 13 to 32 years) [27]. We also noticed that a great proportion of posters were comparing e-cigarettes with conventional tobacco products, most of whom argued about the benefits of the former over the latter, thus contributing to the rather positive sentiment of most health keyword categories. A previous investigation on health-related effects reported by e-cigarette users in online forums also identified positive effects on the respiratory system, which is consistent with our study [21]. The sentiment analyses from this study are consistent with the sentiment analyses from a previous study using Reddit posts, which found a 60.7% provaping rating using textual analysis [17]. A recent investigation on online forum posts related to the health effects associated with e-cigarettes from 2008 to 2015, however, found that negative sentiment posts were dominant in almost all health categories [28]. This discrepancy might be due to the differences in the time frame, sentiment analysis methods, and data sources. Overall, the average positive sentiment scores across most categories reflect the provaping attitude of teenagers and young adults.

This study investigated the potential associations between e-liquid flavors and the reporting of health symptoms. Other than the Mouth and Cancer categories, some e-liquid flavor categories were identified to have significantly higher association with some health symptom categories compared with other flavor categories. For example, the Mixed flavors had a higher association with the Psychological category than other flavors except Fruit, suggesting that the Mixed e-liquid flavors might lead to a higher risk of psychological symptoms than other flavors. Using monocytes, one previous study showed that mixed flavors had greater cytotoxicity and higher levels of reactive oxygen species than individual flavors, which suggests that mixed flavors might be more harmful to e-cigarette users in psychological symptoms [29]. For the Throat category, Menthol or Mint had higher associations than other flavors, which is consistent with the previous finding that Menthol or Mint flavors lead to strong throat hit. For the Respiratory category, Menthol or Mint and Tobacco flavors had higher associations than other flavors, but this needs further exploration through both epidemiological and experimental studies. Previous studies have shown that some flavoring chemicals such as acetaldehyde (in buttery flavor) and maltol (in candy flavor) can induce inflammatory responses and impair epithelial barrier function in human bronchial epithelial cells [30]. It has been shown that diacetyl, contained in buttery or creamy e-liquid [31,32], might be associated with respiratory disorders [33,34]. Cinnamaldehyde in cinnamon-flavored e-liquid has been shown to correlate with respiratory diseases and lung irritations [35-37]. In addition, benzaldehyde in cherry flavor and furfural in sweet flavor might lead to the irritation of respiratory airways [38]. Our results also showed a high probability of association (0.14-0.17) between Fruit, Mixed, and Sweet flavors and respiratory symptoms, which is consistent with previous studies. Although these associations between e-liquid flavors and health categories require further clinical validation, our results provided a systematic investigation on the association of e-liquid flavors and health symptoms using social media data and some valuable guidance for further studies.

Limitations

Due to the characteristics of social media platforms, the user demographic information (including age, gender, etc.) as well as other factors associated with e-cigarettes such as Propylene Glycol/Vegetable Glycerin ratio and nicotine concentrations were not included in our data analysis. In addition, the Reddit data provide information from users’ perspectives, not from controlled laboratory experiments or clinical trials. Although such data provide us with the first-hand experience of e-cigarette users, they need to be further validated by well-designed laboratory or clinical studies. The measures including e-liquid flavors and health symptoms in this study were just mentions by Reddit users, which did not necessarily mean that the users were using these e-liquid flavors or having these health symptoms. In addition, as e-cigarettes have become increasingly popular in recent years, the research field in e-cigarettes has rapidly evolved. More health effects related to e-cigarettes have been identified. The new research findings might affect people’s opinions on e-cigarettes and their association with health symptoms. Meanwhile, a scare story related to e-cigarettes might also cause a flurry of health posts. This analysis did not consider the effects of this evolvement, which we will explore in our future studies.

Conclusions

Using social media data from Reddit, our study quantitatively measured potentially different associations between e-liquid flavors and health symptoms. Temporal analysis revealed that mentions of keywords in most health categories were increasing, as the Psychological category had the most significant increase. Sentiment analysis showed that most health categories have a positive average sentiment score, whereas the Cancer category yields a negative average sentiment score. This study also investigated the potential associations between the reporting of health symptoms and e-liquid flavors. Other than the Mouth and Cancer categories, some e-liquid flavor categories were
identified to have a significantly higher association with some health symptom categories compared with other flavor categories. With e-cigarette being prevalent worldwide and more e-liquid flavors being available, the health risks associated with e-cigarettes with different flavors should be further investigated. The results from this study could provide guidelines for future clinical and social media studies on the potential associations between e-liquid flavors and health symptoms as well as valuable guidance in future research on flavored e-cigarettes.
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Abstract

Background: Adolescents and young adults in the age range of 13-24 years are at the highest risk of developing HIV infections. As social media platforms are extremely popular among youths, researchers can utilize these platforms to curb the HIV epidemic by investigating the associations between the discourses on HIV infections and the epidemiological data of HIV infections.

Objective: The goal of this study was to examine how Twitter activity among young men is related to the incidence of HIV infection in the population.

Methods: We used integrated human-computer techniques to characterize the HIV-related tweets by male adolescents and young male adults (age range: 13-24 years). We identified tweets related to HIV risk and prevention by using natural language processing (NLP). Our NLP algorithm identified 89.1% (2243/2517) relevant tweets, which were manually coded by expert coders. We coded 1577 HIV-prevention tweets and 17.5% (5372) of general sex-related tweets (including emojis, gifs, and images), and we achieved reliability with intraclass correlation at 0.80 or higher on key constructs. Bivariate and multivariate analyses were performed to identify the spatial patterns in posting HIV-related tweets as well as the relationships between the tweets and local HIV infection rates.

Results: We analyzed 2517 tweets that were identified as relevant to HIV risk and prevention tags; these tweets were geolocated in 109 counties throughout the United States. After adjusting for region, HIV prevalence, and social disadvantage index, our findings indicated that every 100-tweet increase in HIV-specific tweets per capita from noninstitutional accounts was associated with a multiplicative effect of 0.97 (95% CI [0.94-1.00]; P=.04) on the incidence of HIV infections in the following year in a given county.

Conclusions: Twitter may serve as a proxy of public behavior related to HIV infections, and the association between the number of HIV-related tweets and HIV infection rates further supports the use of social media for HIV disease prevention.

(J Med Internet Res 2020;22(6):e17196) doi:10.2196/17196

KEYWORDS
HIV/AIDS; social media; youth; natural language processing; surveillance

Introduction

The highest burden of new HIV infections has been reported in adolescents and young adults between the ages of 13 and 24 years, with 37.1% of the new HIV infections occurring in this age group in the United States [1]. Among the youths in this age group, 87% of the individuals diagnosed with HIV infection were reported to be young men, and 51% of these young men
were identified as African American, while 25% of these young men were identified as Hispanic/Latino [1]. With the rapid increase in the usage of social media over the last 15 years, Twitter has emerged as a popular social networking platform. Studies have shown that Twitter is used by 32% of the adolescents and 44% of the young adults, with Black youths reporting higher levels of use than their white and Latino peers [2,3]. Since Twitter is used to discuss health-related and risk-related topics [4-6], this platform offers a distinct opportunity to investigate the attitudes, beliefs, and behaviors of the youths via their publicly shared posts that they have created or to which they have responded. This unique content may provide additional insights into the sentiments and discourses of youths [7] beyond what can be identified in traditional formative research methods, particularly at the national level. Analysis of Twitter, for example, might offer insight into the HIV-related beliefs and attitudes of youths of different races/ethnicities and help inform interventions that are designed to curb the HIV epidemic among youths.

The popularity of Twitter and the high volume of public tweets provide unprecedented access to discourses about sexual health and HIV by youths across a country. Although youths use social media platforms such as Twitter to share and seek sexual health information and to communicate with romantic and sexual partners [8], research on tweets related to alcohol, marijuana, cancer, and vaccines has shown that Twitter is also used to promote risky behaviors, spread misinformation, and reinforce HIV- and sexually transmitted infection (STI)-related stigmas [4,5,9,10]. Several studies have also considered social media messages as surveillance data to monitor the incidence of influenza, depression, Zika virus infections, and substance use [11-13]. Similar techniques have been used to assess the associations between social media messages on sex and HIV and the risk behavior and HIV incidence [14].

Several studies have shown evidence of a correlation between HIV-related tweets and HIV prevalence in a population [8,14,15]. Two studies [14,15] showed that future-oriented and action-based tweets regarding HIV were associated with decreased incidence of HIV infections at the county level in the United States. In contrast, Young et al [8] found that there was a statistically significant positive association between HIV-related tweets and HIV prevalence. However, these studies [8,14,15] did not distinguish between the source of the tweet; instead, they combined tweets from individual users and institutions such as public health agencies in their analyses. Importantly, studies on HIV and social media focus on certain keywords such as “sex,” “HIV testing,” and “discrimination.” Although the use of these keywords is useful for examining the associations between HIV-related tweets and HIV prevalence, studies often have reduced sensitivity to retrieve relevant tweets for analysis and intervention [16]. Since the abovementioned studies have provided promising evidence that tweets may be associated with HIV risk, there is a need for in-depth contextualized analysis of Twitter messages on risky sexual behavior and health, including analyses of message source variations. Therefore, the goal of our study was to explore how Twitter activity is related to HIV incidence and whether message characteristics such as content and source can reveal the incidence of HIV infection in a population and the future risks associated with HIV. Twitter messages may serve as a signal of the real-time dynamics in HIV epidemiology. In this study, we combined in-depth content analysis of HIV-related tweets with automated machine learning techniques to analyze the county-level associations between HIV-related tweets and new HIV infections in the United States.

Methods
Sample
Using the Twitter “fire hose” application programming interface, which provides broad access to public Twitter data, we drew a random sample of 1% of publicly available tweets posted between January 1, 2016 and December 31, 2016. We sampled tweets from users who tweeted at least 500 words in 2016 and who were geolocated in a county in the United States. To determine the geolocation, we used two types of data: tweet-specific latitude/longitude coordinates and the self-reported location information in Twitter user profiles. The distribution of the geolocated tweets by county approximate the US population density [17]. Duplicate tweets, bots, and non-English tweets were removed [18,19]. After we produced age and gender affiliation estimates for each user with HIV-related tweets, based on our tested algorithms [20,21], we limited our sample to users with predicted age (range, 13-24 years) and predicted gender (males only). Using previous literature [22] and input from our young researchers, we developed a keyword list of HIV-related terms such as HIV, AIDS, HIV testing, condoms, multiple sexual partners, STI, risky sexual behavior, and pre-exposure prophylaxis (PrEP). PrEP is an effective HIV prevention medication taken prior to exposure to the virus. This keyword list was used to identify relevant tweets, and we extracted 9707 HIV-related tweets from 6439 users from the age/gender stratified sample. We also removed pornographic tweets by developing a classifier to identify pornography and excluded those tweets from our data set. Our final data set included 6949 tweets by 1541 young male adults and male adolescents in the United States, and these tweets contained at least one relevant keyword. Figure 1 shows the number of messages and users retained at each step of the above described process.
Content Analysis

Data analysis was conducted with a sample of HIV-related tweets posted on Twitter. We manually coded a sample of HIV-related tweets by oversampling tweets with HIV-specific keywords. To accomplish this, we grouped our keywords into 2 broad categories: HIV prevention-specific tweets (n=1577) and general sex-related tweets (n=5372). We initially included a third category, namely, risk-related, which included risk behavior-promoting (n=6) tweets. However, we excluded this category from our analysis owing to the small number of tweets in this category. From the final data set, we took the full sample of 1577 prevention-related and a 17.5% (940/5372) random sample of general sex-related tweets, yielding 940 general sex-related tweets for manual content analysis.

The final data set (2517 tweets by 596 users) was coded by 4 expert coders for 19 nonexclusive categories. To capture the context, we expanded the coding unit beyond the initial tweet. The coders read the 5 tweets that proceeded from the tweet and the 5 tweets that followed the tweet. They also reviewed the images or webpages linked to the tweet. The coders achieved reliability by using a separate training data set of tweets, which was created through the same procedure used for the sample data set. We used a training set to train the coders without depleting the main data set. During training, the coders reconciled the differences in the code interpretations and coding approaches as a team. After the coding schema was finalized, the 4 coders achieved intercoder reliability on key constructs assessed with an intraclass correlation at 0.80 or higher. Approximately 20% (500/2517) of the final data set was coded by at least two coders.

Measures

The HIV incidence—the outcome variable—was assessed as the number of new cases of HIV infections in a given county in 2017. These data were sourced from the Centers for Disease Control and Prevention AtlasPlus data platform [23]. Counties with suppressed data owing to low case counts were assigned a value of 2, which represented the midpoint between the lowest possible suppressed value of 1 and the highest possible suppressed value of 4.

Twitter messages were classified into the following 3 categories in 2016: risk-specific Twitter activity, prevention-specific Twitter activity, and HIV-specific Twitter activity. Risk-specific Twitter activity is the sum of all the tweets categorized with a risk-related code (eg, multiple partners, pro risk-taking, substance use, transactional sex, and unprotected sex) in a given county, per 100,000 residents. Prevention-specific Twitter activity is the sum of all the tweets categorized as prevention-related (eg, antirisk taking, condoms, HIV testing, HIV/AIDS, PrEP, research, education, and news) in a given county, per 100,000 residents. HIV-specific Twitter activity is the sum of the risk-specific and prevention-specific Twitter activities, in addition to the tweets that were tagged as related to LGBTQ content. All users in our data set were identified as either an individual or an institution based on the manual review
of the user profile and recent posting activity. Institutions included public health agencies, social service organizations, and advocacy groups, and typically included the organization name in the username or user description. Our final measures of the tweets consisted of 3 Twitter activity categories (risk, prevention, or HIV-specific) from individuals or institutions, resulting in 6 Twitter variables.

We accounted for 3 geographic control variables: HIV prevalence, social disadvantage, and census region. HIV prevalence in a geographic area is the key epidemiological factor linked to the number of new cases in that area [24]. We used county-level HIV prevalence rates in 2015 to account for the existing patterns of HIV infection. Counties with suppressed data owing to low case counts were assigned case counts of 6, which represented the midpoint between the lowest possible suppressed value of 1 and the highest possible suppressed value of 11. Studies have also shown that socioeconomic factors measured at the city-wide level are the key drivers of new HIV infections [25]. To capture the combined effect of multiple dimensions of socioeconomic disadvantage, we calculated the social disadvantage index at the county level for the counties in our study (Cronbach α= .82) [26]. This index was calculated by summing the z-scores for the percentage of the population living in poverty, the percentage of the population with a high school degree or equivalent, the median household income, and the percentage of the population lacking health insurance. These measures were obtained from the US Census Bureau Small Area Income and Poverty Estimates and the American Community Survey [27]. Negative weights were applied to high school education and median income, yielding an index that reflected greater social disadvantage for high values of the index and lesser social disadvantage for low values of the index. Census region was included to account for the regional variations in the HIV epidemic. The four regions, that is, northeast, south, Midwest, and west regions of the United States, were treated as the control variables in the models.

Statistical Analysis

General sex-related tweets were given sample weights of 6.25 for all the analyses to reflect the random samplings performed to reduce the data for coding. We used the Wilcoxon rank sum test with continuity correction for large samples to compare county tweet outputs based on the message source (ie, tweets from individuals vs institutions). We used negative binomial regression to estimate the effects of Twitter activity on HIV incidence at the county level. Our outcome of interest for this analysis was the rate of new diagnoses of HIV infections per capita at the county level. To model this rate variable, we included an offset term for the county population in 2017 in our regression analysis [28]. Negative binomial regression was chosen because our county outcome variables showed significant overdispersion from the Poisson distribution. Unadjusted models were run first for each of the 6 Twitter variables and the 3 control variables. Separate multivariate models were run for each of the Twitter variables, thereby adjusting for all the control variables. Variance inflation factors were examined for all final models, and none showed evidence of multicollinearity. Analyses were performed in R-3.5.1 [29] using the MASS package [30] glm.nb() function for negative binomial regression.

Results

Descriptive and Geospatial Data

Our data included 2517 tweets that were identified as potentially relevant to HIV risk (eg, unprotected sex) and prevention tags (eg, condom use, HIV testing, research, education), and these tweets originated in 109 counties across the United States. Of these, 940 were general sex-related tweets (including emojis, gifs, and images) and were given a sample weight to reflect our random sampling procedure. Each tweet in our data set represents 100 tweets in the real world as our data was drawn from 1% of publicly available tweets. However, we have reported all our results in units of true tweets, which were calculated by multiplying our results by 100. In 2016, 321 HIV-specific tweets, on average, originated from individuals in each county. Counties had an average of 143 prevention-related and 118 risk-related tweets from individuals. An average of 944 HIV-specific tweets, 843 prevention-related tweets, and 31 risk-related tweets originating from institutions were sourced to each county. Institutions tweeted significantly more HIV-related (U=67,812; P<.001) and prevention-related messages (U=62,711; P<.001) and significantly less risk-related messages as compared to individuals (U=63,879; P<.001).

Within counties that had at least one potentially relevant tweet, the median number of new HIV cases diagnosed in 2017 was 70 per county (range: 0-1530). HIV prevalence in these counties ranged from 6.02 to 2590 per 100,000 residents, with a median prevalence rate of 306 per 100,000 residents. The social disadvantage index ranged from −6.52 to 7.53 (Table 1).

The crude incidence rate ratios (IRRs) for each variable of interest of HIV incidence in 2017 were calculated using negative binomial regression with an offset for the county population (Table 2).

HIV prevalence in 2017 was positively associated with HIV prevalence in 2015 and social disadvantage index in 2015 (IRR 1.104, 95% CI 1.075-1.134; P<.001). Compared to that in the Midwest region, significantly higher HIV incidence was observed in the northeast (IRR 1.286, 95% CI 0.985-1.683; P<.001) and south (IRR 2.126, 95% CI 1.711-2.630; P<.001) regions of the United States. We did not observe a significant difference (IRR 0.967, 95% CI 0.749-1.250; P=.99) in the counties in the west region of the United States. The large number of prevention tweets from individuals in 2016 was significantly associated with the high incidence of HIV in the following year (IRR 1.082, 95% CI 1.003-1.183; P=.048). No other significant bivariate associations were found between HIV-related tweets and HIV incidence for combinations of tweet category and user type.
Table 1. Descriptive statistics at the county level (n=109).

<table>
<thead>
<tr>
<th>Descriptive statistics</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean (SD)</td>
</tr>
<tr>
<td>HIV prevalence case count, 2017</td>
<td>173 (260)</td>
</tr>
<tr>
<td>HIV prevalence case count, 2015</td>
<td>484 (500)</td>
</tr>
<tr>
<td>County population, 2017</td>
<td>832,000 (1,090,000)</td>
</tr>
<tr>
<td>Social disadvantage index, 2015</td>
<td>0.251 (3.06)</td>
</tr>
</tbody>
</table>

Table 2. Crude incidence rate ratios (bivariate models).a

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Crude incidence rate ratio</th>
<th>95% CI</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Upper</td>
<td>Lower</td>
</tr>
<tr>
<td>HIV tweets 2016, person</td>
<td>1.006</td>
<td>0.975</td>
<td>1.043</td>
</tr>
<tr>
<td>Prevention 2016, person</td>
<td>1.082</td>
<td>1.003</td>
<td>1.183</td>
</tr>
<tr>
<td>Risk tweets 2016, person</td>
<td>0.976</td>
<td>0.931</td>
<td>1.024</td>
</tr>
<tr>
<td>HIV tweets 2016, institution</td>
<td>1.006</td>
<td>0.998</td>
<td>1.016</td>
</tr>
<tr>
<td>Prevention tweets 2016, institution</td>
<td>1.006</td>
<td>0.997</td>
<td>1.018</td>
</tr>
<tr>
<td>Risk tweets 2016, institution</td>
<td>1.155</td>
<td>0.876</td>
<td>1.651</td>
</tr>
<tr>
<td>HIV prevalence, 2015</td>
<td>1.002</td>
<td>1.001</td>
<td>1.002</td>
</tr>
<tr>
<td>Social disadvantage index</td>
<td>1.104</td>
<td>1.075</td>
<td>1.134</td>
</tr>
</tbody>
</table>

Region of the United States

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Crude incidence rate ratio</th>
<th>95% CI</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Midwest</td>
<td>Refb</td>
<td>Ref</td>
<td>Ref</td>
</tr>
<tr>
<td>Northeast</td>
<td>1.286</td>
<td>0.985</td>
<td>1.683</td>
</tr>
<tr>
<td>South</td>
<td>2.126</td>
<td>1.711</td>
<td>2.630</td>
</tr>
<tr>
<td>West</td>
<td>0.967</td>
<td>0.749</td>
<td>1.250</td>
</tr>
</tbody>
</table>

a All tweet variables are reported in units of 100 tweets.
b Ref: reference.

Multivariate Analyses

Multivariate models were used to test the adjusted effects for each of the 3 categories of tweets, for individuals and institutions separately, on HIV incidence in the following year. These models are summarized in Tables 3 and 4.

In all 6 models, HIV prevalence in 2017 was positively associated with HIV prevalence in 2015 and social disadvantage index. Additionally, all 6 models showed a significant difference in HIV incidence between the south and Midwest regions. Only one model, Model 1, showed statistically significant effect for a tweet variable on HIV incidence. In Model 1, HIV-specific tweets originating from individuals were negatively associated with HIV incidence at the county level in the following year, after adjusting for region, HIV prevalence, and social disadvantage index. Each additional 100 HIV-specific tweets per capita that originated from an individual in a given county was associated with a 3% decrease in the incidence rate of HIV in the following year, after adjusting for covariates.
### Table 3. Multivariate models for tweets from individuals.\(^a\)

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Model 1: HIV-specific tweets</td>
<td>P value</td>
<td>Incidence rate ratio (95% CI)</td>
<td>P value</td>
<td>Incidence rate ratio (95% CI)</td>
<td>P value</td>
</tr>
<tr>
<td>HIV-specific Twitter activity, 2016</td>
<td>0.97 (0.94-1.00)</td>
<td>.04</td>
<td>N/A(^b)</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Prevention-specific Twitter activity, 2016</td>
<td>N/A</td>
<td>N/A</td>
<td>0.95 (0.90-1.01)</td>
<td>.13</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Risk-specific Twitter activity, 2016</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>1.03 (0.86-1.24)</td>
<td>.73</td>
</tr>
<tr>
<td>HIV prevalence, 2015</td>
<td>1.00 (1.00-1.00)</td>
<td>&lt;.001</td>
<td>1.00 (1.00-1.00)</td>
<td>&lt;.001</td>
<td>1.00 (1.00-1.00)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Social disadvantage index</td>
<td>1.04 (1.02-1.06)</td>
<td>&lt;.001</td>
<td>1.04 (1.02-1.06)</td>
<td>&lt;.001</td>
<td>1.04 (1.02-1.06)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

**Census region**

<table>
<thead>
<tr>
<th></th>
<th>Midwest</th>
<th>North</th>
<th>South</th>
<th>West</th>
</tr>
</thead>
<tbody>
<tr>
<td>HIV incidence per capita, 2017</td>
<td>Ref(^c)</td>
<td>.30</td>
<td>1.41 (1.20-1.67)</td>
<td>.55</td>
</tr>
<tr>
<td>Risk-specific Twitter activity, 2016</td>
<td>0.90 (0.73-1.10)</td>
<td>.29</td>
<td>0.90 (0.73-1.11)</td>
<td>.56</td>
</tr>
<tr>
<td>HIV prevalence, 2015</td>
<td>1.04 (1.02-1.06)</td>
<td>&lt;.001</td>
<td>1.04 (1.02-1.06)</td>
<td>.51</td>
</tr>
</tbody>
</table>

\(^a\)All tweet variables are reported in units of 100 tweets.
\(^b\)N/A: not applicable.
\(^c\)Ref: reference.

### Table 4. Multivariate models for tweets from institutions.\(^a\)

<table>
<thead>
<tr>
<th>Predictors</th>
<th>HIV incidence per capita, 2017</th>
<th></th>
<th>Model 5: Prevention-specific tweets</th>
<th></th>
<th>Model 6: Risk-specific tweets</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Model 4: HIV-specific tweets</td>
<td>P value</td>
<td>Incidence rate ratios (95% CI)</td>
<td>P value</td>
<td>Incidence rate ratios (95% CI)</td>
<td>P value</td>
</tr>
<tr>
<td>HIV-specific Twitter activity, 2016</td>
<td>1.00 (0.99-1.00)</td>
<td>.92</td>
<td>N/A(^b)</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Prevention-specific Twitter activity, 2016</td>
<td>N/A</td>
<td>N/A</td>
<td>1.00 (0.99-1.01)</td>
<td>.996</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Risk-specific Twitter activity, 2016</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>1.03 (0.86-1.24)</td>
<td>.73</td>
</tr>
<tr>
<td>HIV prevalence, 2015</td>
<td>1.00 (1.00-1.00)</td>
<td>&lt;.001</td>
<td>1.00 (1.00-1.00)</td>
<td>&lt;.001</td>
<td>1.00 (1.00-1.00)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Social disadvantage index</td>
<td>1.04 (1.02-1.06)</td>
<td>&lt;.001</td>
<td>1.04 (1.02-1.06)</td>
<td>&lt;.001</td>
<td>1.04 (1.02-1.06)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

**Census region**

<table>
<thead>
<tr>
<th></th>
<th>Midwest</th>
<th>North</th>
<th>South</th>
<th>West</th>
</tr>
</thead>
<tbody>
<tr>
<td>HIV incidence per capita, 2017</td>
<td>Ref(^c)</td>
<td>.34</td>
<td>1.41 (1.18-1.68)</td>
<td>.51</td>
</tr>
<tr>
<td>Risk-specific Twitter activity, 2016</td>
<td>0.90 (0.73-1.11)</td>
<td>.34</td>
<td>0.90 (0.73-1.11)</td>
<td>.51</td>
</tr>
<tr>
<td>HIV prevalence, 2015</td>
<td>1.04 (1.02-1.06)</td>
<td>&lt;.001</td>
<td>1.04 (1.02-1.06)</td>
<td>.51</td>
</tr>
</tbody>
</table>

\(^a\)All tweet variables are reported in units of 100 tweets.
\(^b\)N/A: Not applicable.
\(^c\)Ref: reference.
Discussion

Principal Findings

In this study, we analyzed the association between geolocated HIV-related tweets within the United States and the future incidence of HIV infection. HIV-specific tweets were more likely to emerge in those locations in the United States that had a high incidence of HIV. The number of HIV-specific tweets made by institution-associated accounts was higher than that of individual tweets. Interestingly, risk-related information in institution-associated tweets was lesser than that in tweets made by individual users. However, we did not observe significant associations between the number of HIV-specific tweets made by institutions and county-level HIV incidence. In contrast, increased numbers of HIV-specific tweets made by individual users were significantly associated with the decreased number of HIV cases in the following year at the county level, even when controlling for the geographic location. These findings suggest that the source of the tweet plays an important role, with individuals tweeting less about prevention, and these individual tweets showed a strong association with the future outcomes of HIV infections.

Geolocated conversations regarding HIV infections were negatively associated with county-level HIV incidence. These findings suggest that locations with few HIV-related Twitter posts and conversations by individuals may indicate those that require targeted interventions. Thus, counties with high incidence of HIV infections and few tweets may indicate an opportunity for increased investigation and potential intervention.

There are several possible reasons for our observation of low incidence of HIV infections in counties with large numbers of HIV-related tweets in the previous year. Increased numbers of HIV-related tweets at the county level could indicate increased community involvement, policy initiatives, and resource utilization in a given county [31]. Additionally, increased numbers of HIV-related tweets by individuals could reflect increased activities in addressing various determinants of HIV risks, including limited institutional support and reduced access to health care [32]. Although studies have sought to incorporate real-time analysis of Twitter data in association with localized HIV incidence, up-to-date HIV epidemiological data is limited or inaccessible to researchers. It is critical that public health professionals and computer scientists collaborate to develop novel approaches in analyzing Twitter data in accordance with the available HIV epidemiological data.

Our findings corroborate those of Ireland et al [15] but they are in contrast to those reported by Young et al [8] who found a positive association between HIV-related tweets and HIV prevalence. Although our study was similar in concept to that conducted by Young et al [8], we used a more specific definition of HIV-related tweets by excluding keywords that were less sensitive in our training sample (eg, “fuck”) and including a variety of slang terms that were compiled by our young researchers. Moreover, our study may have some slight differences from that of Young et al [8] because of the time period in our study—we may have identified a more recent phenomena in the prevalence of HIV infections. Two previous studies [14,15] analyzed the association between the HIV-related tweets and the corresponding epidemiological data in the same time period as considered in our study, whereas Young et al [8] analyzed the Twitter data with the epidemiological data of the previous year. The analyses in this study mirror those reported by Young et al [8] because we also analyzed the epidemiological data from the year after obtaining our specified frame of tweets in 2016.

Our findings suggest that discourses on HIV and risky sexual behavior on Twitter may serve as a signal of sexual health outcomes at the aggregate level. However, the low effect size and nonsignificant results of some of the models make it difficult to state this fact conclusively. It is clear that HIV-related discourse is geographically concentrated, and in coordination with epidemiological surveillance efforts, it may be used to inform intervention efforts. Despite the relative rarity of direct discussion of HIV on Twitter, this social media platform is still an important medium for conversations regarding HIV and health behaviors. Given its wide user base, Twitter can serve as a platform for discussing useful HIV prevention strategies, and such platforms deserve further investment as tools to end the HIV epidemic.

This study has several strengths. Our analysis combined NLP and manual coding, thereby allowing for coding of a large number of tweets for in-depth meaning, while preserving context. Our use of geolocated tweets allowed for location-based analysis with epidemiological and census data. These aspects of our study allowed for contextualized analysis of Twitter data, which may be useful for targeted interventions across the United States.

Limitations

This study has several limitations. First, we did not evaluate model significance by using multiple correction comparisons. Our study only used a set of geolocated tweets from 2016, which greatly reduced the available sample. This analysis included 10.8% (339/3141) of all the counties and there may have been different Twitter discourses in other regions that were not included in this analysis. It is possible that tweets that were not geolocated in that year could have revealed additional information about the nature of HIV-specific tweets relative to HIV incidence. Second, we excluded Spanish tweets, which limited our ability to capture the web-based discourse among Latino men. Third, since we focused on deidentified Twitter data, our study does not contain information on individual characteristics or behaviors.

Conclusion

With the increase of public discourse through Twitter, public health efforts leveraging this social medium are needed. Social media platforms such as Twitter offer an opportunity for health professionals to monitor population health and promote HIV disease prevention. We observed a negative association between HIV-specific tweets made by individual users and HIV incidence in the following calendar year at the county level. Our study underscores the importance of social media as a crucial aspect in the lives of individuals, as these discourses might unearth
the youths’ knowledge, attitudes, and beliefs related to HIV. Public health efforts seeking to use social media as a tool for HIV surveillance and intervention are warranted.
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Abstract

Background: The number of electronic cigarette (e-cigarette) users has been increasing rapidly in recent years, especially among youth and young adults. More e-cigarette products have become available, including e-liquids with various brands and flavors. Various e-liquid flavors have been frequently discussed by e-cigarette users on social media.

Objective: This study aimed to examine the longitudinal prevalence of mentions of electronic cigarette liquid (e-liquid) flavors and user perceptions on social media.

Methods: We applied a data-driven approach to analyze the trends and macro-level user sentiments of different e-cigarette flavors on social media. With data collected from web-based stores, e-liquid flavors were classified into categories in a flavor hierarchy based on their ingredients. The e-cigarette–related posts were collected from social media platforms, including Reddit and Twitter, using e-cigarette–related keywords. The temporal trend of mentions of e-liquid flavor categories was compiled using Reddit data from January 2013 to April 2019. Twitter data were analyzed using a sentiment analysis from May to August 2019 to explore the opinions of e-cigarette users toward each flavor category.

Results: More than 1000 e-liquid flavors were classified into 7 major flavor categories. The fruit and sweets categories were the 2 most frequently discussed e-liquid flavors on Reddit, contributing to approximately 58% and 15%, respectively, of all flavor-related posts. We showed that mentions of the fruit flavor category had a steady overall upward trend compared with other flavor categories that did not show much change over time. Results from the sentiment analysis demonstrated that most e-liquid flavor categories had significant positive sentiments, except for the beverage and tobacco categories.

Conclusions: The most updated information about the popular e-liquid flavors mentioned on social media was investigated, which showed that the prevalence of mentions of e-liquid flavors and user perceptions on social media were different. Fruit was the most frequently discussed flavor category on social media. Our study provides valuable information for future regulation of flavored e-cigarettes.

(J Med Internet Res 2020;22(6):e17280) doi:10.2196/17280
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Introduction

Background
An electronic cigarette (e-cigarette) is a product for users to consume nicotine-related aerosols by heating a solution comprising propylene glycol or glycerol, nicotine, and flavoring chemicals [1]. The first e-cigarette product appeared in the market in 2003 and became popular in the United States in 2006-2007 [2]. E-cigarette products are commonly used as substitutes for conventional cigarettes. Consequently, conventional cigarette consumption in the United States has been decreasing in recent years [3]. The number of adult smokers declined from 20.9% in 2005 to 15.5% in 2016 [4]. Recently, people have tended to use e-cigarette products over conventional tobacco products, especially among adolescents and young adults [5]. According to the 2019 National Youth Tobacco Survey, among middle school students, the prevalence of e-cigarette use increased from 4.9% in 2018 to 10.5% in 2019, and for high school students, the number increased from 20.8% in 2018 to 27.5% in 2019 [6]. Approximately 72.2% of high school and 59.2% of middle school exclusive e-cigarette users used flavored e-cigarettes [6]. Flavored e-cigarette use among current young adult users (aged between 18 and 24 years) exceeds that of current older adult users (aged 25 years), and 81.5% of students aged between 12 and 17 years, used e-cigarettes because they came with attractive flavors [7]. Fruit, menthol or mint, candy, desserts, or other sweets were the most popular flavors among high school and middle school students [8].

Although perceived as safe to be ingested, flavorings in e-cigarettes remain to be a health concern, especially for adolescents, as they might not be safe to inhale. Different electronic cigarette liquid (e-liquid) flavors contain different flavoring chemicals [9]. Exposure to e-cigarette aerosols with flavorings could cause DNA damage, increased oxidative stress, inflammatory cytokine release, and epithelial barrier dysfunction [10,11]. A recent study showed that treating monocytic cells with different flavoring chemicals and flavored e-liquids without nicotine could cause different cytotoxicities [11]. E-cigarette flavorings could damage endothelial cells that line the interior of human blood vessels and may increase the risk of heart disease [12]. In particular, cinnamon and menthol flavors were more harmful than other flavors [11]. Diacetyl and 2,3-pentanedione, 2 of the most common flavoring ingredients in e-cigarettes, were found to have adverse effects on lung cells, which can impair lung function and cause a popcorn lung [9]. Another study suggested that the complexity of e-cigarettes on human health goes beyond respiratory and cardiac systems and may have significant implications on oral health [13].

Objective
Although most studies focus on the health effects of different e-liquid flavors, it has become very important to understand the relative proportions of mentions of different e-liquid flavors and user perceptions to reduce their potential health effects. Krusmann et al [14] constructed an e-liquid flavor wheel based on flavor classifications using terms associated with e-cigarettes and flavors in research articles. Wang et al [15] investigated the e-cigarette content on Reddit without analyzing preferences and sentiments. A Twitter-related study focused on analyzing sentiments of general e-cigarette posts among different groups of users without considering e-cigarette flavors [16]. Currently, there have been few discussions about the e-liquid flavor classification, sentiment analysis, and trend analysis from the perspective of e-cigarette users on social media, which we explored in this study using Reddit and Twitter data.

With the emergence of new e-liquid flavors, the prevalence of mentions of e-liquid flavors might evolve over time, which needs to be monitored in a timely manner. In addition, it is important to understand how the perception of e-liquid flavors correlates with their prevalence. In this study, we employed a data-driven approach to characterize the dynamic changes in mentions of e-liquid flavors over time and to correlate them with the users’ perceptions of each flavor category on social media. With the development of technology, social media have become popular in our daily lives. The number of American adults using social networking sites increased from 7% in 2005 to almost 65% in 2015 and is still increasing [17]. We collected data from Reddit, which is one of the most popular social media platforms [18]. Reddit posts usually contain more information because they have a much higher character limit compared with other social media platforms such as Twitter, thus allowing the discussions on Reddit to focus more on the opinions and experiences of users. Twitter posts have a lower character limit than Reddit posts. This advantage makes it easier to locate flavor-related sentences, which can lead to a more accurate sentiment analysis compared with using Reddit data. Therefore, we downloaded Twitter data using the public Twitter app programming interface to explore people’s attitudes toward each flavor category. This study investigated the trends of mentions of e-liquid flavors and their perception on social media and provided some guidance for future research on the associations between the prevalence of e-cigarette flavors and user perceptions.

Methods

Electronic Cigarette Liquid Flavor Data Collection and Preprocessing
To obtain a full list of e-liquid flavor names, we searched the 3 major e-cigarette web-based stores, including electric Tobacconist.com, myvaporstore.com, and ecig-city.com. The information on e-liquid flavors, including e-liquid brands, flavor names, and flavor ingredients, was manually recorded and curated. In addition to the unique flavor names (brand flavor names) from e-cigarette companies (eg, Lava Flow from Naked 100 and Green Goblin Salt from Oh My Gush), specific flavor names (eg, mango, cotton candy, coffee) were also added to the list as people tend to mention specific flavor names more frequently on social media instead of using specific brand names. A total of 129 e-liquid brands and 1198 e-liquid flavors were collected.

Electronic Cigarette Liquid Flavor Classification
We applied a data-driven approach to construct a hierarchical e-liquid flavor classification, including 3 levels: major flavor
categories (column 1 in Table 1), subcategories (column 2 in Table 1), and specific flavors (column 3 in Table 1). Specific flavor names were first standardized based on the flavor components and key ingredients because different brands or websites may use different names for the same flavor. As some specific e-cigarette flavor names mentioned in Reddit posts were sparse, the specific flavors were classified into several major categories. Similar to categories mentioned in the study by Krüsemann et al [14], 7 major flavor categories were generated: fruit, tobacco, menthol or mint, sweets, beverage, mixed, and others (Multimedia Appendix 1). Within each major flavor category, specific flavors were merged into several subcategories (middle level). For example, in the fruit flavor category, there are tropical, berry, melon, mixed fruit, and others flavor subcategories. In each subcategory, specific fruit flavors were listed. E-liquid flavors that contain more than one flavor ingredient in multiple categories were classified into the mixed category. All other flavors that could not be classified into previous categories were classified into the others flavor category.

Table 1. Classification of electronic cigarette liquid flavors.

<table>
<thead>
<tr>
<th>Flavor categories and subcategories</th>
<th>List of specific flavors</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Fruit</strong></td>
<td></td>
</tr>
<tr>
<td>Berry</td>
<td>Wildberry, currant, blackcurrant, blackberry, grape, raspberry, blueberry, strawberry, etc</td>
</tr>
<tr>
<td>Tropical</td>
<td>Mango, lychee, guava, passion fruit, pineapple, etc</td>
</tr>
<tr>
<td>Citrus</td>
<td>Grapefruit, lime, orange, lemon, etc</td>
</tr>
<tr>
<td>Melon</td>
<td>Cantaloupe, honeydew, melon, watermelon, etc</td>
</tr>
<tr>
<td>Mixed fruits</td>
<td>Mango apricot, apple melon, nana berry, etc</td>
</tr>
<tr>
<td>Others</td>
<td>Pomelo, papaya, apricot, dragon fruit, pomegranate, cucumber, kiwi, pear, cherry, peach, coconut, banana, apple, etc</td>
</tr>
<tr>
<td><strong>Sweets</strong></td>
<td></td>
</tr>
<tr>
<td>Dessert</td>
<td>Mochi, pie, waffle, donut, mixed, cake, s’more, muffin, ice cream, cream, custard, macaron, granola, pastry, meringue, bread, cheesecake, cookie, etc</td>
</tr>
<tr>
<td>Candy</td>
<td>Lollypop, mixed, jelly bean, gummy bear, cotton candy, marshmallow, bubble gum, chocolate, etc</td>
</tr>
<tr>
<td>Others</td>
<td>Cereal, honey, caramel, etc</td>
</tr>
<tr>
<td><strong>Beverage</strong></td>
<td></td>
</tr>
<tr>
<td>Coffee</td>
<td>Latte, mocha, cappuccino, espresso, coffee</td>
</tr>
<tr>
<td>Tea</td>
<td>Chai, tea, etc</td>
</tr>
<tr>
<td>Juice</td>
<td>Limeade, lemonade, apple juice, etc</td>
</tr>
<tr>
<td>Milk</td>
<td>Yogurt, milkshake, milk</td>
</tr>
<tr>
<td>Soft drinks</td>
<td>Cola, coke, soda, etc</td>
</tr>
<tr>
<td>Others</td>
<td>Energy drink, smoothie, etc</td>
</tr>
<tr>
<td><strong>Tobacco</strong></td>
<td></td>
</tr>
<tr>
<td>Tobacco</td>
<td>Classic tobacco, Virginia tobacco, cigar, etc</td>
</tr>
<tr>
<td><strong>Menthol or mint</strong></td>
<td></td>
</tr>
<tr>
<td>Menthol</td>
<td>Menthol</td>
</tr>
<tr>
<td>Mint</td>
<td>Mint, peppermint, spearmint</td>
</tr>
<tr>
<td><strong>Mixed</strong></td>
<td></td>
</tr>
<tr>
<td>Mixed</td>
<td>Fruit + mint, fruit + sweets, fruit + beverage, fruit + beverage, sweets + other, sweets + mint, sweets + tobacco, fruit + tobacco, etc</td>
</tr>
<tr>
<td><strong>Others</strong></td>
<td></td>
</tr>
<tr>
<td>Alcohol</td>
<td>Margarita, whiskey, rum, bourbon, cocktail, etc.</td>
</tr>
<tr>
<td>Nuts</td>
<td>Walnut, pecan, pistachio, hazelnut, almond, peanut butter, etc</td>
</tr>
<tr>
<td>Spice</td>
<td>Vanilla, cinnamon, etc</td>
</tr>
<tr>
<td>Others</td>
<td>Pure VG(^a), pure PG(^b), PG/VG, etc</td>
</tr>
</tbody>
</table>

\(^a\)VG: vegetable glycerin.  
\(^b\)PG: propylene glycol.
Reddit

**Reddit Data Collection and Preprocessing**

Reddit posts from January 2013 to April 2019 were downloaded from pushshift.io (a website that publishes archive Reddit data) [19]. E-cigarette–related Reddit posts were obtained using keyword matching based on a list of e-cigarette–related keywords, including e-cig, e-cigs, ecig, ecigs, electroniccigarette, ecigarette, ecigarettes, vape, vapers, vaping, vapes, e-liquid, ejuice, eliquid, e-juice, vaporcon, vapercon, vapefam, vapenation, and juul [20]. As a result, 2,865,467 e-cigarette–related Reddit posts were collected.

We further extracted e-liquid flavor–related Reddit posts from the e-cigarette dataset we collected. We applied the constructed flavor classification scheme and used the flavors and flavor names as the keywords to obtain posts that discuss e-liquid flavors. We observed that some flavor names were very likely to cause confusion and introduce noises such as contact and punched; thus, a denoise procedure was performed to filter out noisy flavor keywords [21]. For each confusing flavor name, sample posts were generated and manually labeled. The goal of the denoise procedure was to optimize the precision to 90% while maintaining an acceptable recall of ≥75%. If flavor names did not achieve the goal, they were excluded from further data analysis. After filtering out noisy flavor keywords, the final flavor subset contained 904,045 posts (Multimedia Appendix 1).

**Temporal Analysis of Reddit**

A temporal analysis was conducted to investigate the longitudinal trend of the intensity of discussion about each e-cigarette flavor category using the monthly post counts from January 2013 to April 2019. To further investigate competitions and substitutions between flavors, data were further normalized by the total number of flavor subset post counts in each month.

Twitter

**Twitter Data Collection and Preprocessing**

Using the same e-cigarette–related keywords, Twitter streaming data were downloaded from May 31 to August 22, 2019, leading to a collection of 2,757,860 e-cigarette–related Twitter posts.

To obtain e-cigarette flavor–related feedback from e-cigarette users instead of e-cigarette promotions from official accounts, promotion-related Twitter posts were filtered out in 2 steps. First, Twitter IDs that contain promotion-related keywords were eliminated, including dealer, deal, store, supply, e-cig, e-cigs, ecig, ecigs, electroniccigarette, ecigarette, ecigarettes, vape, vapers, vaping, vapes, e-liquid, ejuice, eliquid, e-juice, vaporcon, vapercon, vapefam, vapenation, and juul. Second, Twitter posts that contain promotion-like keywords (eg, customer, promotion, discount, sale, and free shipping) were eliminated. After these 2 filtering procedures, a subset of 2,530,048 e-cigarette–related posts remained. To obtain an accurate result on the Twitter sentiment analysis of each flavor category, another flavor-related filtering was conducted by using keywords from the previous e-liquid flavor list Multimedia Appendix 1). As a result, we obtained an e-liquid flavor–related Twitter subset that contains 21,389 posts, and each post contains only 1 flavor keyword.

The complete procedures of Twitter data preprocessing are shown in Multimedia Appendix 2.

**Sentiment Analysis of Electronic Cigarette Liquid Flavors on Twitter**

A sentiment analysis is a contextual analysis of sentences and paragraphs, which can extract subjective attitudes and opinions from the source material. The Valence Aware Dictionary and Sentiment Reasoner was used as the sentiment analyzer to extract the thoughts and opinions of e-cigarette users on each flavor category from Twitter posts [22]. We obtained a sentiment score for each tweet, and the average sentiment score was calculated for each flavor category. On the basis of the suggested threshold for determining the sentiment (positive, neutral, and negative), tweets with sentiment scores in the range of −1.00 to −0.05 were classified as negative posts, tweets with sentiment scores in the range of −0.05 to +0.05 (not include −0.05 and +0.05) were classified as neutral posts, and tweets with sentiment scores in the range of +0.05 to +1.00 were classified as positive posts [22]. The number of posts for each flavor category with positive, neutral, and negative sentiments was normalized by the total number of posts for each flavor category to explore the distribution of the sentiment results for each flavor category. In addition, comparisons between the proportions of positive and negative Twitter posts within each flavor category were conducted using 2 proportion z tests in SAS version 9.4 (SAS Institute Inc) to determine the significant differences between the proportion of positive sentiments and the proportion of negative sentiments. All tests were two sided, with a significance level of 5%. The original P values were adjusted using the Bonferroni method to account for multiplicity.

**Results**

**Prevalence of Electronic Cigarette Flavors Mentioned on Reddit**

E-liquid flavors were classified into different flavor categories. Table 1 provides an overview of the multiple levels of classifications, including major flavor categories, subcategories, and specific flavors. The proportions of hierarchical 3-layer flavor classifications are shown in Multimedia Appendix 1. Using the filtered Reddit data, Table 2 shows the percentage distribution of major flavor categories as well as detailed percentage distributions of 4 major flavor subcategories. As shown in Table 2, the fruit and sweets categories were the most mentioned and popular flavor categories on Reddit, followed by beverage, menthol or mint, tobacco, others, and mixed. In addition, berry was the dominant subcategory with a percentage of 45.84% (7,27,404/15,86,926) over all fruit-related subcategories; dessert was dominant in the sweets subcategory with a percentage of 47.43% (1,89,446/400,500). Coffee (118,129/2,77,005, 42.65%) and tea (1,07,449/2,77,005, 38.79%) were the most popular subcategories in the beverage flavor category. In the menthol or mint flavor category, the menthol (1,73,641/2,29,817, 75.56%) subcategory was more popular than the mint (56,176/2,29,817, 24.44%) subcategory. The percentage of post count for specific flavors in Multimedia Appendix 1 showed that the strawberry flavor was the most
mentioned in the *fruit* category, and the *vanilla* flavor had the most mentions in the *sweets* category.

Table 2. Percentage distribution of e-liquid flavors mentioned on Reddit.

<table>
<thead>
<tr>
<th>Flavor categories and subcategories</th>
<th>Count, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fruit</td>
<td>1,586,926 (58.15)</td>
</tr>
<tr>
<td>Berry</td>
<td>727,404 (45.84)</td>
</tr>
<tr>
<td>Others</td>
<td>374,886 (23.62)</td>
</tr>
<tr>
<td>Tropical</td>
<td>190,639 (12.01)</td>
</tr>
<tr>
<td>Melon</td>
<td>138,876 (8.75)</td>
</tr>
<tr>
<td>Mixed fruit</td>
<td>102,618 (6.47)</td>
</tr>
<tr>
<td>Citrus</td>
<td>52,503 (3.31)</td>
</tr>
<tr>
<td>Sweets</td>
<td>400,500 (14.67)</td>
</tr>
<tr>
<td>Dessert</td>
<td>189,946 (47.43)</td>
</tr>
<tr>
<td>Others</td>
<td>113,688 (28.39)</td>
</tr>
<tr>
<td>Candy</td>
<td>96,866 (24.18)</td>
</tr>
<tr>
<td>Beverage</td>
<td>277,005 (10.15)</td>
</tr>
<tr>
<td>Coffee</td>
<td>118,129 (42.64)</td>
</tr>
<tr>
<td>Tea</td>
<td>107,449 (38.80)</td>
</tr>
<tr>
<td>Milk</td>
<td>21,764 (7.85)</td>
</tr>
<tr>
<td>Juice</td>
<td>21,117 (7.62)</td>
</tr>
<tr>
<td>Soft drink</td>
<td>5377 (1.94)</td>
</tr>
<tr>
<td>Others</td>
<td>3169 (1.14)</td>
</tr>
<tr>
<td>Menthol or mint</td>
<td>229,817 (8.42)</td>
</tr>
<tr>
<td>Menthol</td>
<td>173,641 (75.56)</td>
</tr>
<tr>
<td>Mint</td>
<td>56,176 (24.44)</td>
</tr>
<tr>
<td>Tobacco</td>
<td>163,377 (5.99)</td>
</tr>
<tr>
<td>Others</td>
<td>43,922 (1.61)</td>
</tr>
<tr>
<td>Mixed</td>
<td>24,769 (0.91)</td>
</tr>
</tbody>
</table>

**Temporal Analysis of Mentions of Electronic Cigarette Liquid Flavors on Reddit**

With the availability of new e-liquid flavors and the changes in the perception of users on e-liquid flavors over time, it is important to examine the temporal changes of e-liquid flavors mentioned on social media, so that the appropriate regulation of e-liquid flavors could be applied. To address this, we used the Reddit data collected from January 2013 to April 2019. By examining the number of Reddit posts on each e-liquid flavor, we observed a relatively increasing trend on the *fruit* category, whereas it remained relatively constant for the other flavor categories (Figure 1). The temporal analysis also showed a significant spike for each flavor category in June 2016 (Figure 1). This spike coincided with the US Food and Drug Administration (FDA), extending its regulatory authority to all tobacco products, including e-cigarettes and pipe tobacco on June 16, 2016. The number of posts mentioning e-liquid flavors on Reddit after June 2016 was much less than that before June 2016 but still showed an upward trend. After normalization to all posts mentioning flavors, the *fruit* flavor category had a steady upward trend from January 2013 to June 2016 and then showed some fluctuation. Most of the other flavor categories did not show significant trends, with *sweets* and *mixed* categories having a relatively noticeable decreasing trend.
Figure 1. The longitudinal trend of e-liquid flavors mentioned on Reddit, including the number of Reddit posts and the proportion of Reddit posts of each flavor category from January 2013 to April 2019. The proportion is normalized by the monthly total flavor-related post count. e-liquid: electronic cigarette liquid.

Sentiment Analysis of Electronic Cigarette Liquid Flavors Mentioned on Twitter

Although there are more than 7000 e-liquid flavors available on the market, it is important to examine the perception of public users to different e-liquid flavors, which will help us understand their prevalence on social media. As the character limit of Reddit subreddits is 40,000, it was difficult to locate the sentences only about e-liquid flavors in long Reddit messages. In this case, sentiment analysis precision for e-liquid flavors on Reddit cannot be ensured. Thus, Twitter data with a character limit of 280 were used instead for the sentiment analysis for more precise results. To obtain the most recent sentiments toward e-liquid flavors, we decided to use Twitter data from May 31
to August 22, 2019. As the total post counts in the others (276 posts) and the mixed (126 posts) flavor categories are much lower than other flavor categories and because e-cigarette flavors in these 2 categories were miscellaneous and diverse, we excluded these 2 categories in the sentiment analysis. The sentiment analysis on each e-liquid flavor category using Twitter data showed that, on average, the posts with the sweets, menthol or mint, and fruit flavor categories had positive sentiments, whereas the posts with the tobacco and beverage flavor categories showed negative sentiments (Table 3).

Table 3. Sentiment analysis of flavor categories on Twitter.

<table>
<thead>
<tr>
<th>Flavor category</th>
<th>Total post count, N</th>
<th>Average sentiment score, mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fruit</td>
<td>9852</td>
<td>0.074 (0.453)</td>
</tr>
<tr>
<td>Menthol or mint</td>
<td>4582</td>
<td>0.128 (0.379)</td>
</tr>
<tr>
<td>Sweets</td>
<td>3190</td>
<td>0.156 (0.442)</td>
</tr>
<tr>
<td>Beverage</td>
<td>1805</td>
<td>−0.090 (0.451)</td>
</tr>
<tr>
<td>Tobacco</td>
<td>1555</td>
<td>−0.134 (0.440)</td>
</tr>
</tbody>
</table>

On the basis of thresholds of +/- 0.05 for positive and negative sentiments, each post was classified into positive, negative, or neutral sentiments. Within each flavor category, the proportion of posts with different sentiments was calculated (Figure 2). The fruit, menthol or mint, and sweets flavor categories had a significantly higher proportion of positive posts than negative posts ($P<.001$). In contrast, the beverage and tobacco flavor categories had a significantly higher proportion of negative posts than positive posts ($P<.001$).

Discussion

Principal Findings

In this study, by mining e-cigarette–related posts on social media (Reddit and Twitter), we showed that fruit and sweets flavors were the most popular flavors mentioned on social media, which remained to be the top popular flavors mentioned on social media over time. In addition, the sentiment analysis result showed significant positive attitudes toward fruit and sweets flavor categories. Although there were significant negative attitudes toward tobacco and beverage flavor categories, these 2 flavors were less mentioned on social media. Therefore, the perception of e-cigarette flavors on social media positively correlates with their popularity, that is, a positive sentiment correlates with high popularity on social media.

Our temporal studies showed that fruit and sweets have constantly been the most frequently mentioned e-liquid flavors on social media from 2013 to 2019, suggesting that the prevalence of e-liquid flavors mentioned on social media has not changed much over time. However, with the implementation of the e-cigarette flavor enforcement policy by the FDA on February 6, 2020, which bans all cartridge-based–flavored e-cigarettes except tobacco and menthol flavors, the popularity of e-liquid flavors will change accordingly. In addition, with the availability of other flavored e-cigarette products (such as disposable e-cigarette devices) on the market after the FDA
flavor enforcement policy, it is hard to predict which flavors will become popular, which warrants further investigation.

In this study, we provided a way to timely monitor the prevalence of e-liquid flavors mentioned on social media as well as to identify the positive correlation between the perception of e-liquid flavors and their prevalence. With the power of this surveillance system, current regulation on flavored e-cigarettes could be modified or updated in a timely manner, and more importantly, the epidemic of e-cigarette use, especially among the youth, could be ameliorated to protect public health.

**Comparison With Prior Work**

Compared with the previous flavor wheel that was based on manually reviewed papers, the proposed e-liquid flavor classification in this study has better coverage of the up-to-date e-liquid flavors with practical frequency distributions because it was constructed based on products on the web and discussions on social media [14]. As a result, we revised the flavor classification in several ways. First, the major flavor categories were merged from 13 into 7 categories [14]. For example, we combined the candy, dessert, and other sweets categories into the other sweets category of sweets as most of these flavors have sweetener ingredients. In addition, subcategories were created to form a more detailed flavor classification. For example, within the fruit flavor category, besides the existing second-level subcategories tropical, berry, citrus, and others, a melon subcategory was added because of the frequent mentions of melon-related flavors on social media. Together, the revised flavor classification contains more complete and the most up-to-date e-cigarette flavors.

A previous study showed the prevalence of the mentions of e-liquid flavor use on Reddit [15]. Instead of showing the yearly nominal post counts of each flavor category, our temporal analysis used the total flavor-related Reddit post counts to normalize the monthly data to see the trend of mentions of e-liquid flavors. Similar to previous findings [15], our results showed that the fruit flavor category was the dominant flavor on Reddit, followed by sweets. Another study showed that the fruit flavor category was mentioned most frequently on Facebook, followed by sweet and cream (classified as the sweets flavor category in our study) [23]. Compared with the findings from the previous study [15], the beverage flavor had a slightly larger portion of mentions recently. The percentage distribution of the beverage flavor increased from 7% to 10% from 2015 to 2019. Although this increase is small, which could be because of random error, there might be 2 other reasons. First, it could be caused by increased discussions about the beverage flavors on Reddit. Second, our beverage flavor-filtering keyword list contains more flavors. Besides the coffee and tea flavors, we added the juice, soft drinks, and energy drinks flavor subcategories in the beverage category, which might cause the beverage flavor category to have a larger percentage of mentions on Reddit [15].

On June 16, 2016, the FDA finalized a rule that extended its regulatory authority to all tobacco products, including e-cigarettes and pipe tobacco, as part of its goal to improve public health. This new rule also restricted youth access to newly regulated tobacco products [24]. Due to this new rule released by the FDA, more flavor-related e-cigarette Reddit posts were mentioned during that month, causing a significant spike in Figure 1. These data also demonstrated that social media data could accurately and timely reflect what happens in real life. There was a slightly increasing trend in the fruit category in Figure 1, which suggests that people tend to talk about fruit-related e-liquid flavors more frequently on Reddit compared with other flavor categories. A recent study using the Population Assessment of Tobacco and Health Wave 3 data showed that 52.8% of youths used fruit-flavored electronic nicotine delivery systems, which is consistent with our findings on the prevalence of fruit flavors (58%) mentioned using Reddit data [25]. Our sentiment analysis showed positive attitudes toward the fruit flavor category. Thus, our data suggest that the regulation of e-cigarette use should focus on the restriction of e-cigarette use with fruit flavors.

There have been few studies on flavor sentiment analysis on social media [16,26]. One study focused on e-cigarette–related Twitter post sentiments among users with respect to different genders and age ranges [16]. However, flavor-related sentiments were not discussed. Another study showed the sentiments on e-liquid flavors mentioned on JuiceDB, but only focusing on the 2 most popular flavors, fruit and sweet flavors [26]. Our results were similar to the sentiment analysis from JuiceDB, showing that the overall sentiments for those 2 flavors were positive. More importantly, our results performed a sentiment analysis on other flavor categories, thus providing a more comprehensive picture of the perception of e-liquid flavors on social media.

**Limitations**

In this study, Reddit and Twitter data were used to answer different questions considering their characteristics. A Reddit post has a relatively large character limit, which makes it an ideal data source to examine the experience users have with e-cigarettes. In addition, Reddit posts were available from January 2013 to April 2019, which made it possible to examine the temporal changes in popular e-liquid flavors. However, as Reddit posts have a 40,000-character limit, it is difficult to obtain accurate sentiment results for specific e-liquid flavors. Twitter posts have a much smaller character limit (280 characters) compared with Reddit, which makes it ideal for a sentiment analysis. Switching social media platforms from Reddit to Twitter in the process of a sentiment analysis may create some bias. The attitudes of users toward e-cigarette flavors on Twitter might be slightly different from those on Reddit.

Although there are more than 7000 e-liquid flavors on the market [27], just over 1000 specific e-liquid flavors were included in our dataset. In the future, more e-liquid brands and flavors will be collected for a more complete dataset, which can generate more detailed flavor classification. More analyses could be conducted by using additional social media platforms, such as Facebook and Instagram.

User demographic information, including gender, age, and ethnicity, is not available from social media data, which might limit further analysis of the prevalence of e-liquid flavors mentions among different demographic groups.
In general, the information from social media data is noisy, which could bias the results. However, our results are consistent with the results from the national survey data, which indicate the reliability of our conclusions.

With the announcement of the e-cigarette flavor enforcement policy by the FDA at the beginning of 2020, the prevalence of e-cigarette flavors will likely evolve as most flavors (such as fruit and sweets) are banned and as disposable e-cigarette devices with different flavors become available on the market. Understanding which flavors are the most popular after the flavor enforcement policy will be very important, which awaits further investigation.

Conclusions

Although the popularity of e-liquid flavors has been reported in previous studies, this study showed the longitudinal changes in the prevalence of mentions of e-liquid flavors as well as the perceptions users have of different e-liquid flavors. The findings from this study will provide the most updated information about the popular e-liquid flavors mentioned on social media and how the perceptions of different e-liquid flavors are correlated with their prevalence on social media, which could guide further regulation of e-cigarette flavors. Our results showed that the prevalence and perceptions of different flavors on social media were different. The findings of this study have several valuable applications. Social media data can be used to inform researchers or policymakers about the prevalence of mentions of different e-liquid flavors in a timely manner and provide some guidance on the regulation of flavored e-cigarettes. Although the FDA has restricted the sale of unauthorized flavored cartridge-based e-cigarettes, flavored e-cigarettes in other formats still exist in the market, such as disposable e-cigarette devices. Here, we provided a cost-effective surveillance system to monitor the prevalence of e-liquid flavors over time.
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Abstract

Background: To improve working conditions and prevent illness and deaths related to overwork, the Taiwanese government in 2015, 2016, and 2018 amended regulations regarding working time, overtime, shifts, and rest days. Such policy changes may lead to a rising public awareness of overwork-related issues, which may in turn reinforce policy development.

Objective: This study aimed to investigate to what extent public awareness of overwork-related issues correlated with policy changes.

Methods: Policies, laws, and regulations promulgated or amended in Taiwan between January 2004 and November 2019 were identified. We defined 3 working conditions (overwork, long working hours, and high job stress) related to overwork prevention, generated a keyword for each condition, and extracted the search volumes for each keyword on the Google search engine as proxy indicators of public awareness. We then calculated the monthly percentage change in the search volumes using the Joinpoint Regression Program.

Results: Apparent peaks in search volumes were observed immediately after policy changes. Especially, policy changes in 2010 were followed by a remarkable peak in search volumes for both overwork and working hours, with the search volumes for overwork increased by 29% per month from June 2010 to March 2011. This increase was preceded by the implementation of new overwork recognition guidelines and media reports of several suspected overwork-related events. The search volumes for working hours also steadily increased, by 2% per month in September 2013 and afterward, reaching a peak in January 2017. The peak was likely due to the amendment to the Labor Standards Act, which called for “1 fixed and 1 flexible day off per week,” in 2016. The search volumes for job stress significantly increased (P<.026) but only by 0.4% per month since March 2013.

Conclusions: Over the past 15 years, Taiwanese authorities have revised and implemented several policies to prevent overwork-related health problems. Our study suggests a relationship between the implementation of policies that clearly defined the criteria for overwork and working hours and the rising public awareness of the importance of overwork prevention and shorter working hours.

Introduction

Overwork—including long hours or high physical or psychological effort or strain—may lead to the occurrence of cerebrovascular and cardiovascular diseases, mental disorders, and even karoshi (occupational sudden death) [1-3]. The first karoshi case was reported in Japan in 1969: the death of a 29-year-old male worker in a shipping department due to a stroke [4]. An increasing number of overwork-related events have been reported ever since in Japan, South Korea, and...
Taiwan, where the culture of long working hours is prevalent and even valued [5].

In Taiwan, several apparent overwork-related cases were reported in the period between 2009 and 2011 but their workers’ compensation claims were disapproved by the Bureau of Labor Insurance. The ways the labor insurance authorities handled such disputes ignited public criticisms. Finally, these workers’ family members turned to legislators for help, pushing the governments to revise their policies and regulations concerning overwork [6]. In response to societal concerns, the Taiwanese government has modified both the policies for workers’ compensation benefits and the prevention policies for overwork [6]. With regard to workers’ compensation, the government has loosened the recognition guidelines since the late 2010 to allow more cases to be compensated by the labor insurance system. With regard to prevention of overwork problems, the government adopted new prevention measures in the Occupational Safety and Health Act in 2013; revised legal regular working hour limit stipulated in the Labor Standards Act in 2015 from 84 hours over 2 weeks to 40 hours per week; and twice—in 2016 and again in 2018—amended regulations pertaining to regular working time, overtime, annual leave, shifts, and rest days. Through these actions, the government has demonstrated its commitment to preventing overwork by shortening working hours and improving working conditions.

In addition to regulatory reforms, for the prevention of overwork problems, it is important to enhance public awareness of health risks associated with overwork and other adverse working conditions, such as long working hours and high job stress [7,8]. On the one hand, policy changes may be the results of increased social concerns. On the other hand, the development of policies could further enhance social awareness. According to the knowledge, attitude, and practice theory [9], it can be expected that higher social awareness will lead to the acquisition of information and knowledge and the cultivation of better attitudes toward preventative practices. For example, clear regulation of a company’s working hours could facilitate better understanding of how to prevent overwork among its employees. However, public awareness levels are not easily assessed.

The use of internet and online search engines such as Google, Yahoo!, and Bing has become one of the most popular means to obtain knowledge on specific topics, which further enhance people’s attitudes, behaviors, and decisions [10]. A previous study has identified that in 2012, around 55% of internet users in the United States used search engines to obtain health-related information [11]. Among all search engines, Google is the most popular in many countries, and in Taiwan about 94% of internet users use Google as their primary search engine [12]. The Google Trends website reports on recorded Google search volumes, and has been widely used to measure public awareness and interest in specific issues, such as cancer screening and crude oil prices [13,14], to assess the impact of celebrity on public behavior [15], and to conduct health assessment studies [16]. Thus, Google search volumes extracted from the Google Trends platform can be a proxy indicator of public awareness of overwork-related issues.

Previous studies in Japan and South Korea have mentioned that public awareness of overwork is likely to be enhanced both by reports of the occurrence of overwork-related diseases and by recent changes in overwork-related policy [7,17]. While this assumption has been proposed, no study has yet demonstrated whether or not public awareness has been influenced by policy changes and reported overwork incidents. We hypothesized that public awareness increased following changes in policies which clearly address overwork-related risk factors. We therefore aimed to use Google search volumes to investigate whether and to what extent the public’s awareness of overwork prevention has been influenced by policy changes and the occurrence of overwork-related events.

Methods

Study Process

Figure 1 shows our study process. We searched for policies, laws, and regulations promulgated or amended in Taiwan during the period between January 2004 and November 2019. We then identified 2 working conditions related to the aforementioned policy changes: (1) overwork, which has no official definition in Taiwan but is understood to describe both working too long (too many hours) and as working too hard (physically or psychologically); and (2) long working hours, which are regulated through both regular working time and overtime policies. We further identified a third working condition related to the 2004–2019 policy changes but had no direct quantitative measure: (3) high job stress. We treated overwork and long working hours as the main topics of interest, and high job stress as a reference topic (relevant to overwork but not addressed in the amendments of Labor Standards Act). To measure these 3 working conditions, we identified a keyword for each condition.

We used the keywords to extract search volumes from the Google Trends platform [18], which is used to record big data related to search volumes. The data on search volumes were scaled on a range of 0-100, with the scaled number shown as relative proportional to all searches. The website has 4 filter options: region, time, category, and search type; for these filter options, we selected Taiwan, January 2004–November 2019, all categories, and web search, respectively.

We noticed the variability of search volumes while we repeatedly searched on the Google Trends platform. The Google Trends sampled data on searches correspond to billions of Google searches per day. However, the algorithms behind the platform were not available to the general public [19]. We, therefore, developed our search strategy, repeated data extraction, and smoothed data by taking averages. We extracted one search volume data set every 5 minutes and repeated five times for each keyword. We then calculated the average of search volumes for each keyword and analyzed search volume trends using the Joinpoint Regression Program [20]. Next, we identified the turning points and peaks of search volumes that followed policy implementations. For points or peaks that did not follow policy changes, we used Google’s search engine to explore related events before the turning points and peaks.
Study Period

Our study period was from January 2004 to November 2019. January 2004 was the earliest data we could access from the Google Trends platform, and 2004 was also the year when Taiwan’s Recognition Guidelines for Overwork-Related Diseases were first amended.

Data Analysis

First, we calculated the average monthly search volume for each keyword. Second, we used the Joinpoint Regression Program to estimate the web search volume trends over time [20]. The Joinpoint Regression Program allows us to analyze trend data and test joinpoints (or apparent changes or peaks) across the whole study period. Data captured as 0 were adjusted to 0.5 to fit all data on a log-linear Poisson regression model. Bayesian information criterion was used to identify turning points and
select the best model. The monthly percentage change of search volumes of each segment during the study period was estimated by the following equation:

\[
\log(V_t) = \beta_0 + \beta_1 \times t \tag{1}
\]

where \(\log(V_t)\) is the natural log of the average number of relative search volumes at time \(t\); \(\beta_0\) indicates the intercept of the model; \(\beta_1\) is the slope of the model, which was later used to estimate the monthly percentage change of search volumes of each segment [20]; and \(t\) is the time variable, indicating the month (from January 2004 to November 2019, indicated as 1 to 191).

### Results

Figure 2 shows the policy changes and the search volume trends for the keywords of the 3 working conditions. The red line shows overwork trends, the blue line shows working hours trends, and the gray line shows job stress trends. A higher search volume represents relatively higher public awareness of the topic.

Comparing the relative average search volumes of the 3 working conditions between January 2004 and November 2019, we found the highest volume was for working hours (average volumes=37), followed by overwork (average volumes=13) and job stress (average volumes=11). Most of the observed peaks occurred in 2 periods: the first from the middle of 2010 to early 2011, and the second from the middle of 2015 to early 2018. The first period included peaks in search volumes for both overwork and working hours. The first overwork peak—indicated as the filled circle on the red line—appeared in September 2010, following a death of an engineer in January 2010 that was suspected to be an overwork-related event. Then, a dramatic increase and peak for overwork appeared in March 2011—indicated as the inverted triangle on the red line, following media reports on an increase in suspected overwork-related events and the second revision of Taiwan’s Recognition Guidelines for Overwork-Related Diseases in December 2010 (dashed line R2). This phenomenon also urged the government to include more occupations (preschool educator, medical personnel, and hotel and motel bedmaker) among those covered by the Labor Standards Act Articles 30 and 32 in order to regulate their normal working hours and overtime hours. This is indicated as the filled square on the blue line in November 2011.

The second peak period appeared to be attributed mainly to policy changes related to working hours: most peaks on working hours searches matched the policy changes, such as the 12th revision of the Labor Standards Act in May 2015, and its implementation in January 2016 (dashed line L2); the 16th amendment of the Labor Standards Act, stipulating 1 fixed and 1 flexible day off per week, in December 2016, and its implementation in January 2017 (dash line L3); and the 18th amendment of the Labor Standards Act, which was implemented in March 2018 (dashed line L4). Over the entire period, the search volume for job stress remained relatively lower and more stable than those for overwork and working hours.

Table 1 presents the monthly percentage change of search volumes for the 3 working conditions, with obvious and significantly increasing trends for both overwork and working hours. From June 2010 to March 2011, the monthly percentage change of search volumes for overwork significantly increased by 28.97% per month (95% CI 19.25-39.49; \(P<.001\)), following (1) the frequent reports of suspected overwork-related events, especially among engineers and security personnel (Figure 2, inverted triangle), and (2) the second amendment of Recognition Guidelines for Overwork-Related Diseases in 2010 (Figure 2, line R2).

For working hours, the monthly percentage change of search volumes significantly increased from September 2013 to October 2016 by 1.78% per month (95% CI 1.14-2.43; \(P<.001\)). This trend occurs after the 12th amendment of the Labor Standards Act (ie, reduce 2 hours for normal working hours per week) and the disputes for 16th Labor Standards Act revision (regarding 1 fixed and 1 flexible day off per week); the search volumes peaked in concert with the implementation of the 16th amendment in January 2017.

Slightly increasing trends appeared for job stress from the middle of 2013 to the end of 2019, by 0.39% per month (95% CI 0.05-0.73; \(P=.026\)), but 84% of the number of search volumes per month was still lower than 10. This trend occurs after the new revision of Occupational Safety and Health Act in July 2013, which added the “overwork prevention statute.”
Figure 2. Policy changes and search volume trends for working hours, overwork, and job stress from January 2004 to November 2019.

Table 1. Trends and monthly percentage change of search volumes for the 3 working conditions.

<table>
<thead>
<tr>
<th>Working conditions and their periods studied</th>
<th>Trend (P value)</th>
<th>Monthly percentage change of search volumes (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Overwork</td>
<td></td>
<td></td>
</tr>
<tr>
<td>January 2004 to June 2010</td>
<td>↓ (P&lt;.001)</td>
<td>−1.08 (−1.45 to −0.71)</td>
</tr>
<tr>
<td>June 2010 to March 2011</td>
<td>↑ (P&lt;.001)</td>
<td>28.97 (19.25 to 39.49)</td>
</tr>
<tr>
<td>March 2011 to July 2011</td>
<td>↓ (P=.014)</td>
<td>−36.06 (−55.14 to −8.87)</td>
</tr>
<tr>
<td>July 2011 to November 2015</td>
<td>↓ (P=.004)</td>
<td>−0.99 (−1.66 to −0.32)</td>
</tr>
<tr>
<td>November 2015 to December 2017</td>
<td>↑ (P=.006)</td>
<td>2.99 (0.86 to 5.16)</td>
</tr>
<tr>
<td>December 2017 to November 2019</td>
<td>↓ (P=.020)</td>
<td>−2.50 (−4.55 to −0.41)</td>
</tr>
<tr>
<td>Working hours</td>
<td></td>
<td></td>
</tr>
<tr>
<td>January 2004 to September 2013</td>
<td>↔ (P=.768)</td>
<td>0.02 (−0.11 to 0.15)</td>
</tr>
<tr>
<td>September 2013 to October 2016</td>
<td>↑ (P&lt;.001)</td>
<td>1.78 (1.14 to 2.43)</td>
</tr>
<tr>
<td>October 2016 to January 2017</td>
<td>↔ (P=.470)</td>
<td>19.07 (−26.00 to 91.59)</td>
</tr>
<tr>
<td>January 2017 to May 2017</td>
<td>↔ (P=.194)</td>
<td>−14.22 (−32.00 to 8.22)</td>
</tr>
<tr>
<td>May 2017 to November 2019</td>
<td>↔ (P=.121)</td>
<td>−0.59 (−1.34 to 0.16)</td>
</tr>
<tr>
<td>Job stress</td>
<td></td>
<td></td>
</tr>
<tr>
<td>January 2004 to January 2008</td>
<td>↓ (P&lt;.001)</td>
<td>−0.93 (−1.45 to −0.41)</td>
</tr>
<tr>
<td>January 2008 to April 2008</td>
<td>↔ (P=.810)</td>
<td>12.49 (−57.19 to 195.55)</td>
</tr>
<tr>
<td>April 2008 to March 2013</td>
<td>↓ (P&lt;.001)</td>
<td>−1.64 (−2.10 to −1.18)</td>
</tr>
<tr>
<td>March 2013 November 2019</td>
<td>↑ (P=.026)</td>
<td>0.39 (0.05 to 0.73)</td>
</tr>
</tbody>
</table>
Discussion

Principal Findings

Over the past 15 years, Taiwanese authorities have revised and implemented several policies to prevent overwork-related health problems. By treating search volumes for overwork-related keywords as proxy indicators of public awareness, our findings suggest that increasing public awareness of the importance of overwork prevention and shorter working hours was observed after Taiwan’s recent policy changes related to overwork prevention. Such increased awareness is expected to contribute to better attitudes and practices regarding overwork prevention among the general public [9].

Public awareness of overwork significantly increased ($P < .001$) following the 2010 revision and implementation of the Recognition Guidelines for Overwork-Related Diseases, as well as the frequent media reports in 2009–2011 of suspected overwork-related incidents. Public awareness of working hours increased from 2013 and peaked twice, in the end of 2015 and early 2017, along with the two amendments (12th and 16th) of the Labor Standards Act.

Overwork

The search volumes for overwork increased from June 2010 to March 2011, a period which saw frequent reports of suspected overwork-related incidents prompt public realization of the seriousness of the problem. During the same period, more overwork cases were recognized by the 2010 Recognition Guidelines for Overwork-Related Diseases, which encouraged public confidence in overwork-related policy. After the revised recognition policy was implemented in 2010, the average number of working hours per month of those employed in the industry and service sectors in Taiwan decreased by 9.1 hours from 178.7 hours in 2011 to 169.6 hours in 2016 [21]. The amendment to the recognition guidelines followed the sudden death, in January 2010, of an engineer in Taiwan by cardiogenic shock and hypertrophic cardiomyopathy. Although some of the disease cases could not be officially recognized as related to overwork right out, they exerted influences because a nongovernmental organization (Taiwan Labour Front) and a legislator (Ms Sue - Ying Huang) organized several press conferences on behalf of families of deceased to promote social awareness via social media, and finally intervene in the decision making of the Ministry of Labor in Taiwan [6]. These activities had aroused public awareness about the strenuous working conditions of elite image engineers. When the 2010 Recognition Guidelines for Overwork-Related Diseases were implemented, cerebrovascular and cardiovascular diseases related to working conditions with long-term excessive overtime became the first recognized overwork disease [6]. Social media together with efforts of Legislator Huang and nongovernmental organizations appeared to have a strong influence on the policy changes in Taiwan [6,22]. Based on this understanding, one way to significantly enhance public awareness of overwork is to cooperate with legislators and nongovernmental organizations and to encourage more media reports on policy changes via social media.

Working Hours

Public awareness about working hours significantly increased ($P < .001$) from September 2013 and reached a peak in January 2017, which included 2 relevant policy amendments to the Labor Standards Act. Among all search volume peaks in this period, the highest were observed in January 2017, aligned with the start of implementation of the 16th amendment, which called for “1 fixed and 1 flexible day off per week.” That this policy change would call forth such a high search volume might be due to presidential influence. The theme of overwork was a hot issue during Taiwan’s 2016 presidential election. Among all presidential candidates, one candidate (Dr Ing-Wen Tsai, who later won the election) was most committed to preventing overwork problem in Taiwan and even claimed to have prepared related policies that would improve working conditions. This candidate went on to get most of the labor unions’ support. Along with their candidate’s victory in the presidential election, union workers now look forward to the corresponding policy changes [23], which they expect to provide better working conditions. Since President Tsai was inaugurated in May 2016, the Labor Standards Act has been revised seven more times between November 2016 and May 2019 [24].

Policies and Public Awareness

In our study, we observed higher search volumes around the months when policies were revised and implemented. Revision and implementation are the 2 phases wherein the public can participate in the policy change process (comprised from invention, estimation, selection [revision], implementation, evaluation, to termination) [25]. High search volume observed during policy revision and implementation periods may be attributable to the healthy democracy in Taiwan, which allows for public participation in the policy change process, promotes mutual understanding among stakeholders, and emphasizes the legitimacy of governance [26].

Public awareness on both overwork and working hours was enhanced along with the related policy changes and frequent reports of suspected overwork-related events. However, the search volume trends on overwork and working hours differ. The trend of increasing search volumes on overwork (June 2010 to March 2011) lasted for only 10 months, following the reporting of suspected overwork-related events. By contrast, the trend of increasing search volumes on working hours (September 2013 to October 2016) lasted for 38 months, following the amendments of the Labor Standards Act. Our results suggest that public awareness caused by events is short lived, whereas public awareness induced by policy exists for a longer time, likely because social media continues to provide new information and discussion on the topic [27,28]. Therefore, we suggest that developing overwork-related policies that clearly address risk factors contributes to increasing the public awareness of overwork prevention.

As a reference outcome, public awareness of job stress was lower than public awareness of overwork and working hours over the past 15 years. Given the fact that high job stress is one of the major reasons for overwork [29], we suggest that policies should also target overwork caused by job stress, similar to
European policies for psychosocial risk management in the workplace [30].

Limitations

There are some limitations to our study. First, we identified one keyword with the highest search volume as the representative keyword for each working condition. The general public might use other unpopular keywords (synonyms) to search for more knowledge on each working condition. That is, each working condition could be described using different keywords. Thus, our choice of high-volume keywords might underestimate the effect of policy changes on public awareness.

Second, we could not get an absolute value for search volume on Google Trends. Data obtained from Google Trends are a relative search volume (search volume range from 0 to 100). For cross-keyword and overtime comparisons, we could only compare search volumes for up to 5 keywords at once. Our choice of 3 keywords ensured the comparability of search volumes in our results. Future studies that attempt to expand the number of keywords compared will warrant the development of advanced adjustment methods.

Third, search volumes on Google Trends have been used to explore and predict behaviors on the outpatient visits and people’s awareness of health care [16,31-33], but have been shown to be less predictive of public opinions on elections and referendums in low-internet-use or low-freedom-of-speech regions [34]. Our study focuses on searches in Taiwan, where over 80% of the population uses the internet and people have a high degree of freedom to speak their personal opinions [35,36]. The advantages of using Google Trends should also be highlighted, including reducing the time and cost associated with the traditional measures of public awareness and acting as a supplement and complement to traditional polls or surveillance systems [37], especially in countries with high internet penetration and freedom of speech. Although Google is the most commonly used search engine in Taiwan, there are other types of search engines that may be used by different sectors of population, thus may generate different search patterns. Yet, comparative analyses of search patterns across different search engines are beyond the scope of this study. A separate study involving the collection and comparison of data from different search engines can help explore the diverse patterns.

As described in a 2014 review about big data’s features [38], the 4V concept—related to the high volume, velocity, variety, and veracity of information—was developed, along with the understanding that transforming data into value requires specific technology and analytical methods. Search volumes obtained from Google Trends are relative, and some might doubt if these search volumes should be considered big data. However, Google Trends data fit the aforesaid 4 features, and some earlier studies have set precedents for considering Google Trends data as online big data [39]. Moreover, the novel way in which Google Trends presents data largely reduces equipment requirements for big data analysis and can be used in many fields. Google Trends can in fact help government officials quickly clarify fast-changing events that raise public concern [40,41] and collect large volumes and a variety of past data in a short period, which is hard to achieve through traditional public polls.

What our study contributes to the global society, particularly labor policymakers, is that a clear policy will lead to rising public awareness, and such an increase in public awareness will reinforce policy change—leading to a virtuous circle. In addition, study findings from Taiwan, a democratic society, highlight the importance of communication capacity in informing and engaging citizens. We believe that our approach enabled a reasonable representation of countries with similar internet access, freedom of participation in political and public affairs, and government responsiveness; by contrast, countries with different political environments warrant separate analyses. We encourage the country’s citizens to have more access and freedom to engage in public affairs, particularly labor and public health issues.

Conclusions

Overwork-related health problems due to long working hours, heavy workloads, hectic work pace, and insufficient rest time are major occupational health concerns in many East Asian countries, and in certain occupational groups of Western societies. Regulations concerning working hours, overtime pay, paid leave, and rest time have long been central issues in labor and health protection policies. While in Taiwan, the labor and health authorities have made efforts by revising laws and implementing new policies to improve work quality and to reduce overwork-related health risks, there are still controversies and debates with respect to their regulatory designs and public awareness. Analyses of substantive policies are beyond the scope of this study.

Yet, this study demonstrates rising public awareness of overwork prevention, particularly as it relates to overwork and working hours, following recent overwork-related policy changes. Public awareness of policy contents and citizens’ supports are essential for effective policy implementation. Our findings suggested that in Taiwan, certain components of overwork prevention policies were conveyed to the public more effectively while the others were conveyed less effectively. Because our findings indicate that the public are less aware of the role of job stress in overwork prevention, we suggest implementing interventions to address this phenomenon. Ultimately, to enhance public awareness of overwork prevention, national overwork-related policies that clearly address risk factors are necessary.
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Abstract

Background: Identifying effective means of communication between patients and their health care providers has a positive impact on patients’ satisfaction, adherence, and health-related outcomes.

Objective: This study aimed to identify the impact of patients’ age on their communication and technology preferences when managing their health. We hypothesize that a patient’s age affects their communication and technology preferences when interacting with clinicians and managing their health.

Methods: A mixed methods study was conducted to identify the preferences of patients with cardiovascular diseases. Results were analyzed based on the patients’ age. Grounded theory was used to analyze the qualitative data. Patients were recruited based on age, gender, ethnicity, and zip code.

Results: A total of 104 patients were recruited: 34 young adults (19-39 years), 33 middle aged (40-64), and 37 senior citizens (>65). Young adults (mean 8.29, SD 1.66) reported higher computer self-efficacy than middle-aged participants (mean 5.56, SD 3.43; P<.05) and senior citizens (mean 47.55, SD 31.23; P<.05). Qualitative analysis identified the following three themes: (1) patient engagement (young adults favored mobile technologies and text messaging, middle-aged patients preferred phone calls, and senior citizens preferred direct interactions with the health care provider); (2) patient safety (young adults preferred electronic after-visit summaries [AVS] and medication reconciliation over the internet; middle-aged patients preferred paper-based or emailed AVS and medication reconciliation in person; senior citizens preferred paper-based summaries and in-person medication reconciliation); (3) technology (young adults preferred smartphones and middle-aged patients and senior citizens preferred tablets or PCs). Middle-aged patients were more concerned about computer security than any other group. A unique finding among senior citizens was the desire for caregivers to have access to their personal health record (PHR).

Conclusions: Patients of different ages have different communication and technology preferences and different preferences with respect to how they would like information presented to them and how they wish to interact with their provider. The PHR is one approach to improving patient engagement, but nontechnological options need to be sustained to support all patients.

(J Med Internet Res 2020;22(6):e13470) doi:10.2196/13470
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Introduction

Background

The purpose of the Health Information Technology for Economic and Clinical Health Act was to promote the adoption and meaningful use of health information technology (HIT) [1]. Meaningful use is an endeavor initiated by the Centers for Medicare and Medicaid Services (CMS) and the Office of the National Coordinator for Health IT. It involves the use of certified electronic health records (EHR) fundamentally to improve the quality, safety, and efficiency of care [2]. One of the meaningful use requirements is to engage patients and families in their health by offering secure, Web-based access to patients’ health information and provide tools that support electronic communication between patients and providers [3]. A more robust understanding of patient communication and technology preferences is essential for ensuring that patients have access to relevant information needed to make informed health care decisions [4-7]. Providing patients access to personal health information has the potential to enhance the delivery of health care services and encourage patient engagement [8]. Patient experience is an integral component of health care quality and focuses on aspects of health care delivery, such as getting timely appointments, easy information access, and effective communication with health care providers. Accurate perception of the patient experience is an essential step in moving toward patient-centered care [4,9]. Patient-centered care is 1 of the 6 major domains of health care quality and is defined as “providing care that is respectful of and responsive to individual patient preferences, needs, and values and ensuring that patients’ values guide all clinical decisions [10].” Identifying effective means of communication between patients and their health care providers have a positive impact on patients’ satisfaction, adherence, and health-related outcomes [11-13]. This allows for critical and necessary communication to enable the highest level of patient-centered care possible.

Electronic health (eHealth) is an effective medium for bringing HIT to patients in ways that are easily accessible [14]. eHealth is “health services and informational resources delivered or enhanced through the Internet and related information and communication technologies [15].” eHealth supports communication between health care providers and their patients and promotes patients’ self-management of chronic diseases [16-19]. As the use of eHealth increases, it is crucial to examine sociodemographic characteristics, such as age, that may affect patients’ ability to use eHealth [20-26]. Younger adults are historically more open to using eHealth than older adults [25,27-35]. Not all older adults own internet-connected devices to access eHealth tools or have the necessary skills needed to use it, increasing the digital divide gap [27,32,33,35].

With increased access to the internet, digital divide research has shifted from internet connectivity barriers (level one of the digital divide) to barriers related to internet skills and usage (level two of the digital divide) [36]. The third level of the digital divide focuses on individuals’ capacity to translate their internet access and use into favorable tangible outcomes [37-39]. The digital divide has the potential to intensify health disparities among vulnerable populations; previous research provides evidence of the digital divide being a barrier to eHealth adoption [24,26,40-49]. Providing effective eHealth interventions is an opportunity to provide patients with the necessary communication tools for self-management [25,50,51]. This opportunity could be easily missed if patients’ needs, preferences, and abilities are neglected [14].

Objectives

This study’s objective was to identify the impact of patients’ age on their communication and technology preferences when managing their health. Communication and trust are at the core of the patient-clinician interaction. In addition, technology adoption outside of health care is heavily influenced by a user’s age [52]. Thus, we investigated the communication and technology preferences of patients with cardiovascular diseases in the age of CMS’ Promoting Interoperability Program. Dhokia [52] presents a general framework that an individual’s age is a critical determinant of a person’s attitude, use, and perceived benefits of many technologies. Age is influential in technology use and adoption because the periods of a person’s life, notably during years as a youth, shape the skills, orientations, and environments of particular technologies [52]. Therefore, we hypothesized that communication and technology preferences are determined, in part, by the age of the patient. The study aimed to test this hypothesis with the following research question: How does age impact patients’ preferences when managing their health?

Methods

Study Design

A mixed methods approach was applied to examine communication and technology preferences by conducting interviews with 104 cardiovascular medicine patients at the University of Nebraska Medical Center (UNMC) in the United States of America. UNMC’s Institutional Review Board approved the study.

Organizational Setting

UNMC is a Midwest academic medical center whose clinical partner is Nebraska Medicine. The Division of Cardiovascular Medicine operates three clinics with over 28,000 annual patient visits. The Health care Information and Management Systems Society, a nonprofit organization that examines hospitals’ advancement toward implementing HIT, has honored UNMC with Stage 7 of the Electronic Medical Record Adoption Model [53]. Stage 7 means UNMC’s hospitals and clinics have a fully integrated EHR, employ Continuity of Care Documents to transport data, use data warehousing to assess clinical data, and demonstrate summary data continuity for all hospital services [54]. The personal health record (PHR) offered at UNMC’s is Epic MyChart, a tethered PHR.

Participants

Patients with heart disease were chosen for this study because cardiovascular disease is a complex, chronic disease and is one of the leading causes of death in the United States. Heart disease and stroke account for over 800,000 deaths annually, costing...
US $316 billion in health care expenditures and lost productivity yearly [55]. Although patients were recruited from the cardiovascular clinic, patients in this sample had comorbidities. A cardiovascular medicine research nurse coordinator recruited patients after their clinic visit based on age, gender, race, ethnicity, and zip code. Zip codes were used to determine urban versus rural environments and establish average household income. Rural areas were defined as a population less than 10,000 and nonadjacent to a metropolitan area. Income was based on census data of median household income for that zip code. Participants were grouped according to their age. Younger participants were categorized as young adults (19-39), senior citizens in the US begin at age 65 and were categorized as senior citizens in this study, and middle aged were categorized as adults in between the age ranges of the young adults and senior citizens (40-64). Data collection sessions were scheduled and conducted in a clinic or adjacent conference room. Whenever possible, the research interview was linked to their scheduled appointment. Participants were not compensated for their participation.

Data Collection

Each data collection session lasted 30 to 60 min. After the consent was obtained, sociodemographic data were obtained, and instruments to measure health literacy, confidence using technology, and patient activation were administered followed by the interview. Health literacy was measured using three health literacy screening questions for detecting patients with inadequate or marginal health literacy using a 5-point Likert scale [56]. Confidence using technology was measured using the Computer Self-Efficacy Survey, which is a 10-item survey using a 10-point Likert scale to measure a person’s ability to use a computer [57]. Patient activation was measured using the Patient Activation Measure (Insignia Health), which is a 13-question survey using a 4-point Likert scale to measure the level of patients’ engagement in their health [58].

Participants were interviewed using a semistructured interview guide as a part of the grounded theory approach. The session intended to have an open dialog with patients to understand how they currently receive their clinical care. The moderator discussed with the participants a typical clinic visit asking exploratory questions about their care, communication preferences, use of technology, and patient portal, use if any. Members of the research team asked relevant follow-up questions based on participants’ responses. Sampling continued until saturation was reached and no new information was gained during interviews. Study timeframe was from July 2015 to November 2018.

Data Analysis

A mixed methods approach was used to collect and analyze data. Survey data were recorded in a secure database and analyzed in conjunction with a biostatistician using SAS 9.4. Descriptive statistics, which included counts and percentages, means, standard deviations, medians, minimums, and maximums were used to summarize the data. Patient demographics were compared between age categories using the Fisher exact test for categorical data. Comparisons of scores between age groups were done using the Kruskal-Wallis test. Pairwise comparisons were adjusted using Bonferroni method if the overall $P$ value from the Kruskal-Wallis test was significant. All tests were two-sided and a $P<.05$ was considered statistically significant.

The audio-recorded interviews were stored on a secure server. Grounded theory approach was used to analyze the qualitative data. Concurrent data collection and analysis were conducted through various stages of coding. Audio files were transcribed, and two independent, qualitative coders analyzed the transcribed interviews. A codebook was created, and themes were revised until coders came to a consensus. A third independent reviewer settled any disagreements between the two coders. Qualitative data were analyzed using NVivo 11, a qualitative data analysis software (QSR International, Doncaster, Australia).

Results

Participant Characteristics

Table 1 shows the demographics of patients with cardiovascular diseases who participated in the study and whose ages ranged from 19 to 95 years. Responses are classified according to age groups: young adults: 19-39 years of age (34 participants), middle aged: ages 40-64 (33 participants), and senior citizens’ age >65 (37 participants). A difference was found among race across the three age groups.

There is no significant difference among the three age groups’ health literacy ($P=.10$) and activation level ($P=.09$). There is a significant difference between at least 2 of the 3 age groups in computer self-efficacy (Table 2). Young adults report higher computer self-efficacy than middle-aged participants ($P<.05$) and senior citizens ($P<.05$).
Table 1. Demographics of 104 patients with cardiovascular diseases who participated in interviews presented as percentages. Examined demographics include gender, race, age, location, income, and personal health record use.

<table>
<thead>
<tr>
<th>Demographics</th>
<th>Aged 19-39 years, n (%)</th>
<th>Aged 40-64 years, n (%)</th>
<th>Aged &gt;65 years, n (%)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age (mean 55 years)</strong></td>
<td>34 (33)</td>
<td>33 (32)</td>
<td>37 (36)</td>
<td></td>
</tr>
<tr>
<td><strong>Gender</strong></td>
<td></td>
<td></td>
<td></td>
<td>.49</td>
</tr>
<tr>
<td>Male</td>
<td>14 (41)</td>
<td>19 (56)</td>
<td>18 (53)</td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>20 (59)</td>
<td>14 (41)</td>
<td>19 (56)</td>
<td></td>
</tr>
<tr>
<td><strong>Race and ethnicity</strong></td>
<td></td>
<td></td>
<td></td>
<td>.02</td>
</tr>
<tr>
<td>African American</td>
<td>3 (9)</td>
<td>10 (29)</td>
<td>4 (12)</td>
<td></td>
</tr>
<tr>
<td>Hispanic</td>
<td>6 (18)</td>
<td>1 (3)</td>
<td>1 (3)</td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>24 (71)</td>
<td>22 (65)</td>
<td>30 (88)</td>
<td></td>
</tr>
<tr>
<td>Asian</td>
<td>1 (3)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td></td>
</tr>
<tr>
<td>American Indian</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>2 (6)</td>
<td></td>
</tr>
<tr>
<td><strong>Location by zip codes</strong></td>
<td></td>
<td></td>
<td></td>
<td>.14</td>
</tr>
<tr>
<td>Rural (population&lt;10,000)</td>
<td>11 (32)</td>
<td>7 (21)</td>
<td>12 (35)</td>
<td></td>
</tr>
<tr>
<td>Urban (population&gt;10,000)</td>
<td>23 (68)</td>
<td>26 (76)</td>
<td>25 (74)</td>
<td></td>
</tr>
<tr>
<td><strong>Income by zip codes</strong></td>
<td></td>
<td></td>
<td></td>
<td>.69</td>
</tr>
<tr>
<td>Average household income &lt;US $45,000</td>
<td>5 (15)</td>
<td>12 (35)</td>
<td>10 (29)</td>
<td></td>
</tr>
<tr>
<td>Average household income &gt;US $45,000</td>
<td>29 (85)</td>
<td>21 (62)</td>
<td>27 (79)</td>
<td></td>
</tr>
<tr>
<td><strong>Personal health record user</strong></td>
<td></td>
<td></td>
<td></td>
<td>.55</td>
</tr>
<tr>
<td>Yes</td>
<td>26 (76)</td>
<td>17 (50)</td>
<td>19 (56)</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>8 (24)</td>
<td>16 (47)</td>
<td>18 (53)</td>
<td></td>
</tr>
</tbody>
</table>

Table 2. Comparison of composite scores of surveys between age groups.

<table>
<thead>
<tr>
<th>Survey</th>
<th>Count, n</th>
<th>Mean (SD)</th>
<th>Median (min-max)</th>
<th>P value&lt;sup&gt;a&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Computer self-efficacy</strong></td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Young adult</td>
<td>34</td>
<td>8.29 (1.66)</td>
<td>9 (3.6-10)</td>
<td></td>
</tr>
<tr>
<td>Middle aged</td>
<td>30</td>
<td>5.56 (3.43)</td>
<td>5.85 (0-10)</td>
<td></td>
</tr>
<tr>
<td>Senior</td>
<td>31</td>
<td>4.78 (3.13)</td>
<td>4.6 (0-9.9)</td>
<td></td>
</tr>
<tr>
<td><strong>Patient activation measure</strong></td>
<td></td>
<td></td>
<td></td>
<td>.09</td>
</tr>
<tr>
<td>Young adult</td>
<td>34</td>
<td>72.18 (14.43)</td>
<td>71.34 (51-100)</td>
<td></td>
</tr>
<tr>
<td>Middle aged</td>
<td>30</td>
<td>63.4 (15.7)</td>
<td>59.38 (44-100)</td>
<td></td>
</tr>
<tr>
<td>Senior</td>
<td>31</td>
<td>65.24 (20.13)</td>
<td>65.47 (44-100)</td>
<td></td>
</tr>
<tr>
<td><strong>Health literacy</strong></td>
<td></td>
<td></td>
<td></td>
<td>.16</td>
</tr>
<tr>
<td>Young adult</td>
<td>34</td>
<td>2.6 (0.42)</td>
<td>2.33 (2-3.7)</td>
<td></td>
</tr>
<tr>
<td>Middle aged</td>
<td>30</td>
<td>2.84 (0.5)</td>
<td>2.67 (2-4)</td>
<td></td>
</tr>
<tr>
<td>Senior</td>
<td>32</td>
<td>2.82 (0.74)</td>
<td>2.67 (1.3-5)</td>
<td></td>
</tr>
</tbody>
</table>

<sup>a</sup>Pairwise comparisons: young vs middle aged, P<.05; young vs senior, P<.05.

Impact of Age on Patients’ Preferences When Managing Their Health

In total, three themes emerged by analyzing and combining findings to form overarching concepts: Patient Engagement, Patient Safety, and Technology.

**Patient Engagement**

Patient Engagement is based on the foundations of trust and communication, which are two common and important sub-themes identified by patients across all demographics. Trust and communication in patient-provider relationships can influence patients’ communication preferences [59].
Similarities Among Age Groups

Patients view care as continuous rather than episodic (i.e., a clinic visit) and expect communication to occur both before and after appointments. Calendar reminders are preferred (paper and electronic) with the option to add appointments directly to their calendar.

*When she comes to give me my paper, I will go and start putting it in my calendar. I will put it in my calendar on my phone which also pops up in my tablet because it is through google. I will put it on my calendar at work...* [Participant 394-082, age 37]

Between visits, patients who use a PHR prefer to communicate electronically with their physicians via their PHR or email. PHR nonusers prefer to communicate in person or over the phone. Irrespective of age, trust is a common subtheme and is vital to all age groups with one exception; middle-aged patients are less likely to trust technology than young adults or senior citizens. Irrespective of age, most patients prefer to complete questionnaires before their clinic visit either over the phone or electronically.

*I like it when they send them to you before. I have had that done here, and that is nice. It saves me some time because I don’t live in Omaha. I drive like 45 minutes in. So that is nice.* [Participant 394-087, age 35]

Patients have strong negative feelings about redundant questioning during their clinic visits. All patients understand the importance of knowing their diagnosis, lab results, and medications and prefer their physician’s impressions, in lay terms, rather than a table of results.

*Instead of the big words and I have no idea what it is. That would be great.* [Participant 394-030, age 67]

Differences Among Age Groups

Differences in preferences are found between groups (Table 3). Young adults have an interest in communicating with other patients with similar conditions via social groups but strongly prefer those sessions to be moderated by professionals. Young adults also request the ability to update information through the PHR and to communicate with providers through text, email, and secure messaging. Of note, social media is not a priority for middle-aged adults. They prefer to contact their physician by phone or email rather than texting. Senior citizens prefer communication with their providers through phone calls, email, and in person and are not interested in participating through social media.
Table 3. Preferences between age groups (young adults, middle-aged adults, and senior citizens) regarding the theme of patient engagement.

<table>
<thead>
<tr>
<th>Patient engagementa</th>
<th>Differences in preferences between age groups</th>
</tr>
</thead>
</table>
| Phone reminder issues | • Young adults: Ineffective because they rarely check their voicemail.  
                             • Sometimes I get a voicemail, and sometimes I don’t check my voicemail until a week after. I’ve never missed an appointment, but just that I read my texts all the time, so that would be nice. [Participant 394-017, age 24]  
                             • Middle-aged adults: Did not mention issues with phone reminders.  
                             • Messages begin too abruptly, so they miss the beginning.  
                             • We older people can’t just run and jump to the phone. By the time I pick up the phone, the message is done, and I heard it say 3 o’clock. I heard the 13th. I think that the message that they leave on the phone should wait until somebody picks it up. [Participant 394-036, age 64]  
                             • Senior citizens: Miss reminders because of low ringtones.  
                             • All I have to do is answer. My problem is that a lot of times I don’t hear because the ring isn’t so loud, and by the time I get to it, the caller has already hung up. [Participant 394-018, age 84] |
| Provider communication | • Young adults: Text, secure messaging, email  
                             • Middle-aged adults: Phone, email  
                             • Senior citizens: In-person, phone, email |
| Scheduling appointments | • Young adults: In-person after a visit, phone, PHRb  
                             • Middle-aged adults: Phone, open to using PHR  
                             • Senior citizens: Phone |
| Appointment reminders | • Young adults: Electronic calendar, text messages  
                             • Middle-aged adults: Electronic and paper calendar, email  
                             • Senior citizens: Phone calls, handwritten notes |
| Repetition | • Young adults: Dislike repetitive questions during current check-in  
                             • Middle-aged adults: Do not mind repetitive questions during check-in  
                             • Senior citizens: Approve of repetitive questions during the current check-in process because they believe it confirms that the right patient is being treated.  
                             • I don’t mind. Sometimes you will see five or six different people, and they will all ask the same thing. I think that’s good. That way if they have to give you something, they are not giving it to the wrong person. [Participant 394-002, age 80] |
| Caregivers | • Young adults: Did not mention caregiver access.  
                             • Middle-aged adults: Some do not want to share information with children because they want to be in control of their health care.  
                             • Senior citizens: Wants caregivers to have Web access to health information.  
                             • M: I have a list of medications I carry with me all the time. She comes to the appointments, and she is my secretary.  
                             • F [spouse]: That way, I know what is going on. I ask, are there any surprises? [Participant 394-011, age 73] |
| Lab results | • Young adults: Did not mention a preference  
                             • Middle-aged adults: Phone call, letter  
                             • Senior citizens: Letters, email |
| Social engagement | • Young adults: Had an interest in social groups with patients with similar diseases.  
                             • Middle-aged adults and senior citizens: Did not mention an interest in social engagement. |

*aThe three age groups categorize the findings. Text in *italics* represents participants’ quotes.

bPHR: personal health record.

**Patient Safety**

The quality of health care can be improved by focusing on improving patient safety and is an excellent standard of measure for high-quality health care. Patient safety is the effective prevention and amelioration of the risk of medical-error related adverse events [60].

**Similarities Among Age Groups**

Medication reconciliation is critical in ensuring proper medication adherence and avoiding patient harm from inaccurate information [61,62]. All patient groups are frustrated that their home medications often are not reflected in the EHR despite attempts at reconciliation.

Mine [home medication list] is correct, but for some reason, whenever I go in, they have some that are like from 12 years ago. I don’t understand why the doctor’s list is so wrong compared to mine. [Participant 394-017, age 24]

The after-visit summary (AVS) reflects a summary of activities that occurred during the clinic visit including lab results, medications and changes, and treatment plans, as well as patient education. All age groups focus on and prefer changes in treatment plans and medications to be highlighted in their AVS.
Age impacts internet use for health information. Patients commonly identify the Google search engine as their health information source. Patients enter their search and select a link from the populated list. They can occasionally name the websites they access for health information. They also request links to credible sources about their diseases.

*No, I just kinda Google it and go through anything I can get into. I do not belong to any medical thing. Doctors have told us that is probably not a good idea to do all that but I always do.* [Participant 394-011, age 73]

Age also impacts travel with health information. Participants carry some part of their health information with them while traveling. They are also open to alternative ways of travelling with their health information when out of town in case of an emergency, such as, on their phones or on a card the size of a debit card.

*Not like I should. I mean, I have the thing on my iPhone that is the emergency alert. I put my conditions on that. I guess I kind of, maybe, but it does not have like a list of your medicines or things like that.* [Participant 394-084, age 35]

...I got a cut deep in my ear from something, and it bled like crazy forever, all of the ways home. It happened in Hawaii, and all of the ways home, we were changing cotton soaked and I came in, and they put me with the ENT out at Oakview [UNMC clinic]. When I went to the hospital, of course, they wanted to know about me before they do anything and so I had to fill out a bunch of paperwork. It would be nice to be able just to hand them the flash drive. They could then plug it in their computer and sync it up. [Participant 394-007, age 77]

### Differences Among Age Groups

There are differences between preferences for the AVS and medication reconciliation at clinic visits (Table 4). Young adults expressed little interest in the paper version of the AVS, preferring an electronic version. Middle-aged and senior citizens prefer a paper-based AVS.

Young adults and senior citizens are most likely to look up health information on the internet than middle-aged adults. Young adults usually search for information about their condition and the meaning of their lab results. Middle-aged adults search for information about their condition and information on nutrition and weight loss. Senior citizens search for information concerning their medications and the meaning of their lab results.

Young and middle-aged adults report visiting trusted, well-known websites for their health information, citing WebMD and hospital websites, such as Mayo Clinic. Young adults verify the information they receive on the internet by comparing the information provided by multiple sites. Senior citizens determine if the information gathered from the internet is accurate by verifying the information with their physician or pharmacist.

Regarding travelling with health information, some young adults do not want to travel with their health information but are open to doing so in the future when their chronic disease is less controlled. Middle-aged adults and senior citizens travel with their current medication list. Senior citizens also carry other pertinent health information, such as medical device information. Young adults and senior citizens are open to traveling with their health information on their phones. Young and middle-aged adults are less enthusiastic about the option of a health information card because the card is another item they would have to keep track of.
They also desire medication information in the PHR.

Participants in all age groups find the tables and graphs in the PHR hard to understand. They also confess to sharing their passwords with others.

Patients find passwords cumbersome to recall and are open to alternative authentication methods for accessing their PHR. Participants attempt to recall their passwords from memory, but to assist with recall, they keep a notebook with a list of their passwords, or they use the same passwords for all the sites they access. They also confess to sharing their passwords with others.
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Table 4. Preferences between age groups (young adults, middle-aged adults, and senior citizens) regarding the theme of patient safety.

<table>
<thead>
<tr>
<th>Patient safety</th>
<th>Differences in preferences between age groups</th>
</tr>
</thead>
<tbody>
<tr>
<td>AVS</td>
<td>• Young adults: Did not find AVS very useful</td>
</tr>
<tr>
<td></td>
<td>• Preferred an electronic copy</td>
</tr>
<tr>
<td></td>
<td>• Middle-aged adults: Focused on highlighted sections in AVS.</td>
</tr>
<tr>
<td></td>
<td>• Preferred paper copies for record-keeping.</td>
</tr>
<tr>
<td></td>
<td>• Senior citizens: Focused on highlighted sections in AVS.</td>
</tr>
<tr>
<td></td>
<td>• Preferred paper copies for record-keeping.</td>
</tr>
<tr>
<td>Medication reconciliation</td>
<td>• Young adults: Did not mention issues with the medication reconciliation process</td>
</tr>
<tr>
<td></td>
<td>• Middle-aged adults: Carry medication list to clinic visits.</td>
</tr>
<tr>
<td></td>
<td>• Senior citizens: Prefer to complete before clinic visit electronically or over the phone</td>
</tr>
<tr>
<td></td>
<td>• Carry medication list to clinic visits.</td>
</tr>
<tr>
<td>Navigation</td>
<td>• Young adults: Did not mention navigational functionality within the hospital.</td>
</tr>
<tr>
<td></td>
<td>• Middle-aged adults: Did not mention navigational functionality within the hospital.</td>
</tr>
<tr>
<td></td>
<td>• Senior citizens: Desire navigational functionality within the hospital, reporting getting lost more than once in hospitals.</td>
</tr>
<tr>
<td>Traveling with health information</td>
<td>• Young adults: Rarely travel with health information but open to doing so on the smartphones</td>
</tr>
<tr>
<td></td>
<td>• When I used to go out in Colorado Springs to visit my boyfriend’s family, I would tell his mom everything and give her paperwork. So, that way then, in case something happens to me for all I know, I’ll get run over by a ball, you know, eaten by a mountain lion. [Participant 394-089, age 36]</td>
</tr>
<tr>
<td></td>
<td>• Middle-aged adults: Travel with their current medication list</td>
</tr>
<tr>
<td></td>
<td>• Senior citizens: Travel with their current medication list and medical device information</td>
</tr>
<tr>
<td>Health information source</td>
<td>• Young adults: Trusts well-known health websites (eg, WebMD) and hospital websites (eg, Mayo Clinic) for their health information</td>
</tr>
<tr>
<td></td>
<td>• Middle-aged adults: Trusts well-known health websites (eg, WebMD) and hospital websites (eg, Mayo Clinic) for their health information</td>
</tr>
<tr>
<td></td>
<td>• Senior citizens: Identifies mainly Google as their health information source</td>
</tr>
<tr>
<td></td>
<td>• No, I am just on Google and I just type in the medicine’s name and look it up and see what the side effects are and stuff like that. They show pictures of what they used to look like, the different brands, and get information on them. [Participant 394-046, age 72]</td>
</tr>
<tr>
<td>Information search topics</td>
<td>• Young adults: Search for information about their condition and the meaning of their lab results</td>
</tr>
<tr>
<td></td>
<td>• Vagal tone, yes! So like that word, just, I have got to remember all those things, so it’s nice to be able to go on there and you know, read things like that. [Participant 394-034, age 28]</td>
</tr>
<tr>
<td></td>
<td>• Middle-aged adults: Search for information about their condition and information on nutrition and weight loss.</td>
</tr>
<tr>
<td></td>
<td>• Senior citizens: Search for information concerning their medications and the meaning of their lab results.</td>
</tr>
</tbody>
</table>

aAVS: after-visit summaries.
bThe 3 age groups categorize the findings. Text in italics represents participants’ quotes.

Technology

The technology theme focuses on attitudes, device preferences, and password management.

Similarities Among Age Groups

All age groups are open to using a swipe card similar in size to a debit card for checking into their clinic visit. Participants in all age groups find the tables and graphs in the PHR hard to understand. They also prefer a phone call when receiving abnormal test results to allow a dialog concerning the results.

...when sometimes things could be abnormal and need to be discussed, the phone call would be better. [Participant 394-003, age 65]

They also desire medication information in the PHR.

What I don't find useful, when he takes his meds, it usually just has your dosage you take and what it is, the name of it, but it doesn't tell you, and I think it should tell you, because he takes so many meds, why, what is this for. Like today, this is for your cholesterol. That is why you are taking it. Because for him, when he goes from doctor to doctor, he has so many, he forgets, and I'll even forget because he just takes so much, so I do think it should say something like that. [[Participant 394-037, age 57]

Patients find passwords cumbersome to recall and are open to alternative authentication methods for accessing their PHR. Participants attempt to recall their passwords from memory, but to assist with recall, they keep a notebook with a list of their passwords, or they use the same passwords for all the sites they access. They also confess to sharing their passwords with others.

I have basically one password for everything I do, and then every six months, I change it... [Participant 394-001, age 57]

I have a book of passwords at home that if she [spouse] needed to get to it, she could get to it. [Participant 394-004, age 67]
All age groups desire the ability to have electronic access to laboratory and test results with normal values and their trends in the PHR.

The synopsis from the doctor looking at it would be my guess. The option of looking at it just for curiosity, but that wouldn’t make as much difference as what the doctor would have to say because unless I’m trained in the field, I wouldn’t know what I was looking at anyway. [Participant 394-013, age 65]

Differences Among Age Groups

Young adults prefer to access their PHR through an app on their smartphones (Table 5). Young adults are willing to complete the check-in process for their clinic visits using their phones and are open to Web-based audiovisual clinic visits. Middle-aged participants prefer a PC or tablet to smartphones. Senior citizens are similar; they prefer a PC or tablet because of the need for a larger font. Middle-aged participants express difficulties navigating the PHR. A unique feature request by senior citizens is the ability to delegate PHR access to caregivers.

Young adults maintain their passwords from memory for fear of misplacing a written list. To mitigate this fear, young adults write their passwords in an encrypted format or keep a list in a notes app on their phone or a computer file. Senior citizens’ main frustration with passwords is that they cannot remember them because of the differing password criteria that websites require. Some senior citizens keep their password list in a computer file. Misplacing paper versions of their password list is rarely a concern and even have passwords written on Post-It notes taped to their desks at home.

Table 5. Preferences between age groups (young adults, middle-aged adults, and senior citizens) regarding the theme technology.

<table>
<thead>
<tr>
<th>Technology</th>
<th>Differences in preferences between age groups</th>
</tr>
</thead>
</table>
| Electronic check-in               | • Young adult: Very receptive to complete the check-in process for their clinic visit using their phone.  
• Middle-aged adults: Not open to complete the check-in process for their clinic visit using their phone.  
• Senior citizens: Preferred human interaction but were open to complete the check-in process for their clinic visit using their phone.  
  • I would not do FaceTime. I prefer human to human contact. [Participant 394-015, age 86]  
  • I do not think it would be necessary. It might add to it for some people. I think there are some people that would prefer human interaction, but that is not necessary for me. [Participant 394-007, age 77] |
| Web-based clinic visit            | • Young adult: Very receptive to the convenience of Web-based audiovisual clinic visits.  
• If I were master of the universe, I would have FaceTime appointments. I would have it where I can get the lab done, you know, at my local lab link at the local hospital. [Participant 394-020, age 35]  
• Middle-aged adults: Split when it came to Web-based and audiovisual clinic visit option.  
• Senior citizens: Not receptive to the convenience of Web-based audiovisual clinic visits. |
| Preference: PHR access device     | • Young adult: Smartphone  
• Middle-aged adults: Tablet, computer  
• Senior citizens: Tablet, computer |
| Preference: internet access device| • Young adult: Smartphone  
• Middle-aged adults: Tablet, computer  
• Senior citizens: Tablet, computer |
| Accessibility                     | • Young adult: No issues  
• Middle-aged adults: Larger font  
• Senior citizens: Larger font |
| Password management               | • Young adult: Use the same password, alternate between a few passwords, keep a computer file, Post-it  
• Middle-aged adults: Notebook, use, the same password, spouse  
• Senior citizens: Use the same password, notebook, Post-it, saved in the browser, computer file. |
| Message received receipt          | • Young adult: No issues  
• Middle-aged adults: Do not electronically communicate because they don't know if their provider receives messages  
• Senior citizens: Confirmation receipt to know that their message is received |

*aThe three age groups categorize the findings. Text in *italics* represents participants’ quotes.

*bPHR: personal health record.

Discussion

Summary of Findings

This study demonstrates the importance of the role that age plays in determining communication preferences and technology use, with age having a significant impact on patient preferences in clinical care. There was a difference between race across the three age groups. This difference was because our sample was representative of the population studied. The US Census Bureau estimates Nebraska’s population to be 78.6% (1,520,445/1,934,408) White, 11.2% (216,654/1,934,408) Hispanic, 5.1% (98,655/1,934,408) Black or African American.
2.6% (52,229/1,934,408) Asian, and 1.4% (29,016/1,934,408) American Indian.

**Principal Findings**

Young adults had the highest self-efficacy score among the three age groups. Young adults are most receptive to completing the check-in process for their clinic visit using their phone and would opt for the convenience of Web-based audiovisual clinic visits, prefer smartphone access, and have a high use of the PHRs for convenience. Middle-aged adults had lower computer self-efficacy scores than young adults. Middle-aged adults are blenders of old and newer technologies. They prefer phone and email for provider communication and both electronic as well as paper calendars for appointment reminders. Similar to middle-aged adults, senior citizens had lower computer self-efficacy scores than young adults. Senior citizens in this study prefer phone communication and mention caregivers gaining access to their health information.

**Comparison With Prior Work**

Young adults grew up in the age when mobile devices exploded onto the market and are very familiar with these devices. Results from a 2015 survey conducted by Pew Research Center, determining technology device ownership, found that 86% of young adults (aged 18-29 years), 83% percent of adults (aged 30-49 years), 58% percent of middle-aged adults, and 30% of senior citizens owned a smartphone [63]. Similarly, a study by Zallman et al [64] found that being 40 years old and under was associated with a 50% to 90% increase in the odds of preferring text messaging over other modes of communication. Based on Dholakia’s framework [52], this explains young adults’ preference for mobile PHR access, text message, and electronic access to appointment reminders and their AVS. With a higher reported computer self-efficacy, future research should analyze the effects of a user-friendly mobile PHR interface on increasing adoption among young adults.

Middle-aged and senior patients’ tablet use can be explained by the simplified, less intimidating interface of tablets. A study by Jayroe and Wolfram [65] found that older adults had an overall positive experience when using a tablet to complete search tasks. Previous literature is rich with information on young adults and senior citizens’ as it relates to technology adoption. However, there is a lack of information on how to best present information and increase PHR adoption for middle-aged adults. Middle-aged adults and senior citizens share multiple similarities. Middle-aged adults and senior citizens may be content with their current modes of communication technology use and may be reluctant to attempt to keep up with the fast-changing technology environment.

Although senior citizens are usually behind when it concerns technology adoption, Pew’s report on Americans’ Internet Access found that senior citizens had the highest rate of change from 2000 to 2015, with more than half (58%) of all adults aged 65 years and older using the internet [66]. In addition, in a study by Gordon and Thornbrook [51], over 75% of senior citizens reported having access to a desktop or laptop and 25% owned a tablet. These results suggest a narrowing of the digital divide; therefore, it is crucial to support the senior citizens, who are open to eHealth, to adopt digital tools that enable better health care self-management. Senior citizens are also more likely to use technology that has been around longer and that are most familiar. A study by Olsen et al [67], surveying age-related differences in overall usage of technologies, found that older adults were more likely to use technologies, such as telephones, answering machines, credit cards, etc [67]. Senior citizens in this study also prefer phone communication for the sake of human interaction. Olsen et al [67] similarly discovered that older adults frequently made phone calls when the phone was an option. These results suggest that a combination of new and old technology is still imperative to satisfy the communication needs and preferences of all patients. Senior citizens are also more likely to be more concerned about their health and, maybe, feeling vulnerable because of their dependence on informal, family caregivers for their health management. This may be one motivation to providing caregivers with access to their patients’ health information [68-70]. Allowing caregivers improved access to manage senior patient’s health information is a useful feature to build into PHR redesign.

Patients search for health information on the internet using search engines without considering the links they are selecting from the search list. This is a patient safety issue because patients may be consuming misleading information. Providing patients with trusted links to websites and educating patients on how to determine if an information source is credible are two ways to reduce the potential of patient harm from misinformation.

**Limitations**

While this study recruited patients based on age, gender, race, ethnicity, and zip code, a continuing study is necessary to confirm, extend, and refine these results, as there may be other complex reasons that may affect results. The sample consists of patients from one health care system, using one patient portal, with similar chronic diseases. Our results need to be confirmed by a larger multisite study. However, patients receive care at institutions outside of Nebraska Medicine and have experience using PHRs from other manufactures. The purpose of this study is not to predict trends for the future, but to determine patients’ current practice, which can inform providers on the information patients seek and can improve the communication providers have with their patients during clinic visits. In addition, these results can inform vendors of patients’ desired functionality for the design and implementation of PHRs to improve the usability of PHRs.

**Conclusions**

This study demonstrates that as implemented, mandatory PHR use could increase the digital divide among vulnerable populations. Many patients, especially the elderly and those with low reported computer self-efficacy, find technology a barrier to use. PHR vendors should consider that young adults have a high affinity for electronics. Middle-aged adults are mixers of old and new technologies, and in our sample, many do not trust technology, preferring to interact with humans than with technology. Senior citizens also prefer human interaction but are willing to use technology that is familiar to them. The PHR does not suitably support the communication needs of...
elderly patients and their caregivers. Patient-centered care needs to support individual patient preferences, which includes nontechnology options.

Clinical Relevance Statement
To achieve substantial, meaningful use, HIT must adapt to the user, rather than forcing the user to adapt to the technology.
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Abstract

Background: Having patients self-manage their health conditions is a widely promoted concept, but many patients struggle to practice it effectively. Moreover, few studies have analyzed the nature of work required from patients and how such work fits into the context of their daily life.

Objective: This study aimed to review the characteristics of patient work in adult patients. Patient work refers to tasks that health conditions impose on patients (eg, taking medications) within a system of contextual factors.

Methods: A systematic scoping review was conducted using narrative synthesis. Data were extracted from PubMed, Excerpta Medica database (EMBASE), Cumulative Index to Nursing and Allied Health Literature (CINAHL), and PsycINFO, including studies from August 2013 to August 2018. The included studies focused on adult patients and assessed one or more of the following: (1) physical health–related tasks, (2) cognitive health–related tasks, or (3) contextual factors affecting these tasks. Tasks were categorized according to the themes that emerged: (1) if the task is always visible to others or can be cognitive, (2) if the task must be conducted collaboratively or can be conducted alone, and (3) if the task was done with the purpose of creating resources. Contextual factors were grouped according to the level at which they exert influence (micro, meso, or macro) and where they fit in the patient work system (the macroergonomic layer of physical, social, and organizational factors; the mesoergonomic layer of household and community; and the microergonomic triad of person-task-tools).

Results: In total, 67 publications were included, with 58 original research articles and 9 review articles. A variety of patient work tasks were observed, ranging from physical and tangible tasks (such as taking medications and visiting health care professionals) to psychological and social tasks (such as creating coping strategies). Patient work was affected by a range of contextual factors on the micro, meso, or macro levels. Our results indicate that most patient work was done alone, in private, and often imposing cognitive burden with low amounts of support.

Conclusions: This review sought to provide insight into the work burden of health management from a patient perspective and how patient context influences such work. For many patients, health-related work is ever present, invisible, and overwhelming. When researchers and clinicians design and implement patient-facing interventions, it is important to understand how the extra work impacts one’s internal state and coping strategy, how such work fits into daily routines, and if these changes could be maintained in the long term.

(J Med Internet Res 2020;22(6):e16656) doi:10.2196/16656
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Introduction

Background
Chronic diseases are increasingly prevalent as the world’s population ages, requiring millions of patients to adjust their lifestyle and manage their health [1]. However, patient work and patient ergonomics, defined, respectively, as the combination of all health-related tasks and the contextual factors influencing the tasks [2], are given little attention. Existing studies have investigated the influences of individual barriers for health management, such as time requirements [3], the burden of comorbidity [4,5], or complexities in specific diseases [6-8]. Few studies have analyzed the character of patient work and how such work fits into the context of an individual’s life.

Patients conduct a variety of cognitive, visible, and collaborative work to accommodate health conditions and treatments, with such tasks changing throughout the illness journey as treatments are introduced or removed [9-13]. Using a work ergonomic system, Holden et al [2,14] posited that patient work is affected by a patient work system, which incorporates contextual factors affecting the performance of work [15-20]. A poor integration of patient work into the existing context and routine can generate excess stress, potentially contributing to noncompliance and suboptimal health outcomes [21,22]. The patient work system [2] groups all contextual factors into 3 levels: a microergonomic level (further separated into people, task, and tools), a mesoergonomic level including household and community, and a macroergonomic level (physical, social, and organizational), separating the influences that are inherent within the task or the patient from those that came from daily life.

Although health-related tasks are included in the umbrella terms of self-management (defined as actions and processes that people with a health problem intentionally perform to manage health in partnership with health care professionals [23]) and self-care (a more loose definition encompassing all things people do to manage and improve their health [24]), such tasks have not been reviewed to reflect how they relate to different aspects of the patient’s life. Similarly, there have been few attempts to assess how patient work is influenced by different contextual factors. In particular, although these tasks and factors have been explored in specific conditions [2,25], a review across all health conditions remains lacking. Therefore, a scoping review was chosen to rapidly gain an understanding of this nascent field, following guidance from Arksey and O’Malley [26], who noted that the method was appropriate “especially where an area is complex or has not been reviewed comprehensively before.”

Objectives
In this scoping review, we review the existing literature on patient work, examining what people do in self-management and why they do or do not undertake certain tasks [2]. We also examine the different levels of patient work contexts, where digital interventions could play a supporting role. Specifically, digital technologies can offer health advice based on the immediate tasks and contexts around the patient [27], making digital apps a viable solution to supporting patient work through one’s life.

Methods

Search Strategy
The search was conducted using a modified participants, interventions, comparisons, and outcome strategy, which stated that the research question for a review must include the population, intervention, comparison, and outcome. Our research question was “What are the characteristics of patient work in adult patients?” with the population being adult patients, intervention being the presence of a health condition, comparison being daily life before diagnosis, and the outcome being the characteristics of patient work. A search was conducted on August 23, 2018, in PubMed, Excerpta Medica database (EMBASE), Cumulative Index to Nursing and Allied Health Literature (CINAHL), and PsycINFO, including all articles published from August 2013 onward. The search terms were designed to capture publications that depicted work conducted by patients to maintain their health and how such work was limited or facilitated by contextual factors. Only articles published in English were included in the search. Multimedia Appendix 1 provides the complete search strategy.

Inclusion and Exclusion Criteria
Articles were eligible if they focused on adult patients, included a qualitative component, and focused on assessing the impact of (1) physical tasks that patients undertake to manage their health, (2) cognitive tasks associated with managing health, or (3) contextual factors facilitating or restricting the physical or cognitive tasks.

Articles were excluded if they only focused on nonpatients (eg, caregivers); if they only presented biological or physiological data; if they only addressed health-related contextual factors that do not affect the work patients do (eg, computing systems in a hospital); were opinion articles or protocol papers; or if they focused on the design or evaluation of a measuring instrument, tool, or intervention.

Study Screening and Data Extraction
Multimedia Appendix 1 provides details on abstract and full-text screening as well as data extraction from full-text articles. Each abstract and full-text was screened independently by 2 researchers, and each full-text article was also screened independently by 2 researchers. The interrater score for abstract screening was 0.39 (fair agreement) [28] and for full-paper screening was 0.30 (fair agreement) [28]. Disagreements were resolved by having a third independent reviewer review the conflicting article and make a final decision. Data extraction was conducted by 3 researchers who met regularly to address concerns and to ensure that data extraction was conducted consistently.

Analysis Framework
We conducted a narrative synthesis on the patient work tasks and extracted contextual factors. The patient work tasks were assessed using the patient work model initially proposed by Corbin and Strauss [29,30], which indicates patient work as illness work that is influenced by everyday life work and biographical work. The work results in 3 types of tasks for
self-management: medical management (eg, planning doctor appointments), emotional management (eg, dealing with anxiety and fear), and role management (eg, balancing one’s role in the family with one’s illness). We consulted a modified version of Corbin and Strauss’s model by Dack et al [31], which encompassed the 3 types of tasks for self-management. For contexts, we used the patient work system proposed by Holden et al [2,14]. The patient work system encompasses a microergonomic aspect, which describes how contextual factors from the patient, task, and tools involved [14,32] affect the work done; a mesoergonomic layer of household and community; and a macroergonomic aspect where physical, social, and organizational influences [2,14] are outlined.

Work tasks were identified from the included articles, were clustered based on common themes that emerged, and were consulted against Dack et al’s model [31]. Contextual factors were grouped according to where they fit within the dimensions outlined in the patient work framework (patient, tasks, tools, physical, social, and organizational) [2,14,32] and the level at which they exert influence (micro, meso, or macro) [33,34]. We identified microlevel contextual factors as aspects that only affected the patient’s body or were psychological factors. Mesolevel contextual factors were the influences of people socially close to the patient or influences exerted by the immediate physical surroundings or social circumstances (eg, finances) of the patient [35]. We identified macrolevel contextual factors as aspects that arose from the society, culture, or geopolitical entity in which the patient lived. The micro-meso-macro framework has been used extensively in health care, ranging from describing the quality of life assessments at different levels of decision making [36], patient-reported outcome measures in hospital palliative care [34], enablers and barriers affecting nursing practices [37], policy implementation of health leadership [38], to health care priority setting across different countries [39].

The articles were initially read by KY, JJ, and DP to extract passages that described patient work tasks or contextual influences on patient work. The 3 researchers then compiled our findings to reach a consensus and held frequent meetings over 1 month to sort all identified patient work tasks and contextual influences into themes. Reviewers decided by consensus to categorize the work tasks and the contextual factors based on the commonalities observed.

Results

Screening Process

Figure 1 outlines the screening process. Multimedia Appendix 2 gives more details about the screening process.
Characteristics of Included Articles
Among the 67 articles included in the scoping review, 58 were original research and 9 were reviews. Semistructured interviews were the most common research strategy employed, and the articles studied 37 different health conditions. Multimedia Appendices 3 and 4 provide more information on the type and characteristics of the included articles.

Patient Work Tasks Conducted by Participants
Patient work occurs in 2 forms: visible and cognitive work. Visible work is performed within a physical space (such as driving to visit doctors). Such tangible tasks could be observed by other people and are easy for others to intervene. Cognitive work, on the other hand, is completely unseen by others (eg, mentally counting calories throughout the day). Such tasks would not be revealed unless the patient discussed the information directly, and the task could remain hidden even from family and close friends.
In total, 6 different categories of patient work tasks emerged along the 3 aforementioned axes and are listed in Textbox 1. The categories were distinctive based on whether (1) the task was always visible or not, (2) the task must be conducted collaboratively or not, and (3) the purpose of the task was to create resources or not.

Textbox 1. Classification of patient work tasks.

<table>
<thead>
<tr>
<th>Category and description of the patient work tasks</th>
</tr>
</thead>
<tbody>
<tr>
<td>Category 1: Not always visible, can be conducted alone, and consumed resources</td>
</tr>
<tr>
<td>Category 2: Not always visible, can be conducted alone, and purposefully created resources</td>
</tr>
<tr>
<td>Category 3: Visible, can be conducted alone, and consumed resources</td>
</tr>
<tr>
<td>Category 4: Visible, can be conducted alone, and purposefully created resources</td>
</tr>
<tr>
<td>Category 5: Visible, must be conducted collaboratively, and consumed resources</td>
</tr>
<tr>
<td>Category 6: Visible, must be conducted collaboratively, and purposefully created resources</td>
</tr>
</tbody>
</table>

Tasks were further divided into 21 specific types of tasks according to the reviewers’ consensus. Multimedia Appendix 5 provides a list of tasks identified in each included article, and Multimedia Appendix 6 provides a thorough description of each task type together with examples.

Figure 2 demonstrates how the tasks fit into the 6 identified categories and the relationship of the categories with each other.

Figure 2. Patient work tasks were categorized according to their alignment along the 3 axes of collaboration, visibility, and creating resources.

Category 1: Tasks That Are Not Always Visible, Can Be Conducted Alone, and Consumed Resources

Category 1 tasks made up a large portion of the instances of patient work tasks identified in the included studies, with the most prevalent tasks being planning [18,20,40,44-57] and proactive management of risks [20,40-42,45-47,49,50,52,57-78].

Tasks in category 1 are characterized by their pervasiveness and volume. Patients are constantly thinking about their prospective health-related plans and mitigating health risks, even when they are not currently experiencing symptoms or remaining in a health care setting. Significantly, health-related work in this category includes tasks that do not necessarily improve health outcomes (such as adapt to social values and expectations [19,20,48,55,57,58,61,64,70,79-82]).

Despite the volume of work in this category, patients do not often discuss such tasks with others, making such work unacknowledged and sometimes taken for granted by the patient and their families, receiving very little organizational or psychological support.

Category 2: Tasks That Are Not Always Visible, Can Be Conducted Alone, and Purposefully Created Resources

Work tasks included in category 2 are not so much about managing one’s symptoms, but work that enables patients to manage their symptoms better in the future. Create mental coping strategies [14,18,20,40,43,45,46,48-51,61,75-80,83-89] included overcoming emotional barriers [18], drawing upon spiritual beliefs [78], eventually coming to terms with a new
body and a new normal [14, 20, 87, 89] that enables patients to proactively engage with treatment. Patients also looked for relevant knowledge, either from written literature or by asking other people, in work tasks under learning about the disease [16, 20, 42, 48, 57, 59, 60, 64, 67, 73, 74, 78, 80, 81, 84, 90]. Intellectual endeavors to understand the implications of symptoms [52] are also included here.

Category 3: Tasks That Are Visible, Can Be Conducted Alone, and Consumed Resources

Category 3 tasks included self-management tasks such as diet control [14, 42, 48, 49, 52, 53, 57, 59, 63-68, 71, 75, 77-79, 82, 85, 87, 90, 91], conduct exercise [19, 20, 25, 40-42, 45, 49, 56, 59, 63, 66, 67, 73, 77, 79, 82, 87, 90, 91], taking treatment [2, 18, 42, 47, 49, 57, 63, 64, 66-69, 71, 73-75, 78, 82, 84, 85, 90, 94], monitor signs and symptoms [2, 14, 41, 42, 44, 45, 57, 65, 67-69, 71, 85, 87, 90, 92, 95], medication management [40, 43, 44, 51, 52, 57, 59, 71, 75, 84, 90, 95, 96], and self-manage comorbidities [14, 41, 44, 59, 75, 79, 82, 97]. The effective carrying out of tasks in this category is underpinned by category 1 and 2 tasks, benefiting from good planning and attitude changes. Although patients recognize this category to be a significant drain on their resources (whether in terms of time [40, 41], physical capacity [42], or appropriate knowledge [19, 47, 71]), they are aware of the importance of such tasks and noted that support for such tasks is already in place from public health initiatives and health professionals.

Category 4: Tasks That Are Visible, Can Be Conducted Alone, and Purposefully Created Resources

Category 4 was the only category that explicitly described how patients changed their physical environment and tools. Tasks in this category (eg, use and maintain assistive devices [16, 20, 42, 50, 56, 58, 59, 62, 67, 69, 72, 74, 89, 90, 95, 97, 98], do-it-yourself symptom management tools [18, 19, 47, 59, 62, 66, 74, 77, 95], and alter the physical environment [46, 62, 93]) had an immediate physical return in the form of better tools or a more comfortable physical environment, with the tools ranging from day-to-day items (eg, shoe insoles [97]) to specialized equipment (such as home oxygen tanks [59]). Patients are very aware of how this category is an investment to improve the quality of life as well as what kind of support (mainly financial) is available from health organizations.

Category 5: Tasks That Are Visible, Must Be Conducted Collaboratively, and Consumed Resources

This category included tasks where patients sought help from other people, including seek medical help [2, 14, 18, 40, 41, 44, 49-52, 58, 65, 75, 79, 80, 83, 89, 93, 96, 97], ask for help from family and friends [18, 40, 46, 47, 50, 51, 57, 60, 63, 67, 69, 73, 77, 93, 95, 98], hire professional help [20, 43, 52, 69, 95, 98], and consult complementary therapy [58, 59, 64, 66, 84]. This category also included unplanned interactions, such as visits to the emergency department [41, 89]. The patient reported only initiating these tasks when issues have escalated beyond their individual control [41, 52, 89] and seeking help became a necessity. Being the most visible tasks observable by health professionals, health care systems have traditionally paid close attention to these interactions.

Category 6: Tasks That Are Visible, Must Be Conducted Collaboratively, and Purposefully Created Resources

The last category, category 6, included tasks that contributed specifically to building new social resources for the patient, searching for and attending patient support groups [57, 59, 67, 73, 99], and teaching others about their health [2, 51, 57, 71, 89]. Patients actively create new social circles and recruit other people into their lives, whether by joining patient support groups or educating family and friends about their health [2, 51, 57, 71, 89]. In these interactions, the patient acts as either a peer or an expert, instead of the party receiving help. They proactively share their own health information and self-care strategies with others and act to support other patients along the illness journey.

Contextual Factors Influencing Patient Work Tasks

We identified 17 types of contextual factors that influence patient work tasks. Multimedia Appendix 5 provides a list of contextual factors identified in each included article, and Multimedia Appendix 7 provides a thorough description of each contextual factor with examples. The contextual factors were grouped into how they fit within the patient work system (either in the macroergonomic triad of physical, social, and organizational factors or within the microergonomic triad of person-task-tools) [2, 14, 32]. As the patient work system has 3 layers, with households and communities comprising the mesoergonomic layer between the macro and microergonomic contexts, we also grouped contextual factors based on the level (macro, meso, or micro) at which they affected patient work tasks [33, 34]. Although Holden et al [100] have identified mesoergonomics as the study of the relationship between variables in different layers of an ergonomics system, the meso contextual factors we identified here correspond to factors that sit between the micro- and macroergonomics levels.

Microlevel Contextual Factors

We identified microlevel contextual factors as aspects that only affected health management by influencing a patient’s body or were psychological factors that arose from the patient’s mindset. Such factors significantly influence patients on a personal level and are included in the microergonomic triad of person-task-tools within the patient work system by Holden et al [2], as indicated in Figure 3. Microlevel factors in the review were mostly psychological factors, not always noticeable to family members or health professionals [2, 45, 61, 70]. Such factors echo the type of patient work tasks that were not always visible, indicating a concrete need for resources that assist with psychological coping and adopting self-care into one’s routine.
Mesolevel Contextual Factors

Mesolevel contextual factors are aspects that affect self-management because of the influences of people socially close to the patient or influences exerted by the immediate surroundings or circumstances of the patient. These factors equally affected the physical, social, and organizational macroergonomic domains of the patient work system [2]. Contextual factors identified at this level, such as language barriers and social support, are widely recognized by health care systems, and supportive measures are often already in place [43,55,63,86]. Moreover, efforts to locally improve these contextual factors can significantly improve the patient’s health management, making such contextual factors an existing focus for intervention from health professionals.

Macrolevel Contextual Factors

Macrolevel contextual factors arise from the society, culture, or geopolitical entity in which the patient lived. These factors affected the organizational aspect of the patient work system [57,58,69,82]. Changing such contextual factors usually requires significant political or population health action, and individual patients and health care professionals often struggle to influence such factors on their own [47,57,63,69,82].

Discussion

Principal Findings

The purpose of this scoping review was to analyze the existing literature on the tasks that health conditions imposed on patients and the contextual factors affecting these tasks [2]. Our results indicate a continuum of patient work tasks, through which the patient moves from tasks that are cognitive only to tasks that are always visible and tasks that are always conducted collaboratively, while also experiencing how some tasks generated resources for the future, whereas others mainly consumed resources, as seen in Figure 4.

Contextual factors were mapped out by analyzing the factors according to their micro-, meso-, or macrolevel of influence and where they fitted along the patient work system, whether within the macroergonomic factors of physical, social, and organizational factors or the microergonomic triad of person-tasks-tool [14]. Although all contextual factors fit into the patient work system, there seems to be a mesoergonomic layer not specified in the patient work system that acted as a bridge between the macroergonomic influences and the more personal and psychological microergonomic contextual factors.
Figure 4. A continuum of patient work tasks that the patient moves through in their illness journey.

Limitations
Our review has some limitations. We only included articles published in English and did not have access to studies in other languages. The relationship between the different aspects of work tasks is propositional and has not been empirically tested. We also focused on articles that addressed work conducted by patients themselves, as opposed to work conducted by caregivers.

Our review also did not cover detailed physical ergonomic factors of the patient's vicinity, such as the physical properties of the areas where patients placed their medications, as the included articles did not contain these details.

Comparison With Existing Literature
Corbin and Strauss [30] separated self-management into 3 different kinds of activities: emotional management, medical management, and role management. Category 1 (not always visible, can be conducted alone, and consumed resources) and category 2 (not always visible, can be conducted alone, and purposefully created resources) relate to cognitive workflow [101] and fit into emotional management within the Corbin and Strauss’s model. Within the cognitive workflow, which consists of sensemaking [102,103], planning, monitoring, decision making [9], and coordinating, the person makes the cognitive preparations necessary before conducting an action. This was reflected in activities such as planning and adjusting routines to make space for health-related work. Other cognitive tasks, such as finding information on the web and developing mental strategies, contribute to helping the patient to intellectually understand and psychologically accept their health condition.

Patients consider these tasks a part of life and rarely mention such tasks to health professionals despite its prevalence, reflecting a glaring need for more systematic support of these invisible tasks. Although this scoping review defined not visible work as work that is conducted primarily cognitively and thus invisible in the literal sense, tasks in categories 1 (not always visible, can be conducted alone, and consumed resources) and category 2 (not always visible, can be conducted alone, and purposefully created resources) can also fit into the definition of invisible work as it is used in ergonomics [104]—work that is taken for granted, underacknowledged, and undervalued. These tasks are only recognized as a burden when patients find them overwhelming.

A large body of literature exists on supporting patients with psychological distress, including psychotherapy [105] for patients with advanced cancer, cognitive behavioral therapy, and animal therapy [106], yet everyday tasks such as planning and establishing routines are much more nebulous to support. Patients reported using a variety of basic planning tools, such as notebooks and calendars with appointments written in them, and it is possible that a digital extension of such tools, such as integrated digital diaries, could better assist in this space.

Tasks in categories 3 (visible, can be conducted alone, and consumed resources) and category 4 (visible, can be conducted alone, and purposefully created resources) represent health-related work acted out by individual patients, corresponding to medical management [30]. The dimension of lifestyle changes [107] is incorporated in these tasks as patients carry out exercise, modify their diet, and sort their medications into doses, work that the clinician traditionally ascribes to self-management. It is well recognized that patients need to have sufficient resources such as time [40,41], access to affordable facilities, or physical capacities to perform tasks satisfactorily [42]. Health professionals and health organizations have focused on assisting with these tasks for many years, and many patients are aware of the presence of such support programs. Category 4 (visible, can be conducted alone, and...
purposefully created resources) present as a slightly different category that initially consumes time and money but ultimately results in a large increase in capacity, such as the purchase of assistive devices, which can significantly improve the efficacy of self-care in the future.

Tasks in categories 5 (visible, must be conducted collaboratively, and consumed resources) and category 6 (visible, must be conducted collaboratively, and purposefully created resources) are tasks that are inherently collaborative, bringing self-management out of the individual’s personal lives and interacting with role and relationship management [30] regarding health professionals or family. These tasks also correspond to the self-care dimensions of communication [107,108] and obtaining help [109]. Some tasks in category 5 have the patient play a passive role (eg, visiting the emergency department), whereas activities in category 6 saw the patient interact with others as a peer or an expert (eg, attending patient support groups and teaching others about the disease and treatments). When a patient acts as an equal partner in a health-related relationship and feels the relationship to be a positive and empowering experience, the psychological and social benefits expand the patient’s capacity [43] and social resilience [15,110]. However, although the health system noted the benefits of such tasks and encouraged collaborative and equal decision making between the patient and the clinician, category 6 tasks were the least prevalent in our review, indicating that such tasks may still be taken up by only a small section of more informed and proactive patients.

Contextual Factors in the Patient Work Framework

The patient work system [2] separates the patient’s surroundings into macroergonomic and microergonomic categories, with a middle household and community levels. In the macroergonomics layer, physical contexts described influences of the physical world and social contexts described the influence of other people, whereas organizational contexts encompassed temporal organization (daily routines), societal organization (finances and family roles), and political organization (health system and legal issues). In the microergonomics layer, person described the characteristics of the people involved, task described the inherent challenges of the task, and tools described the method or tool used to perform the task.

This review further separated the contextual influences into 3 layers: macro, meso, and micro. At the macrolevel, the patient work system addressed many factors that affected patients on a governmental or cultural level. The meso level, which was not explicitly stated in the patient work system, appears to act as a bridge transporting macrolevel values and expectations down to the individual. For example, cultural values filtered down to social expectations, and the structure of the health care system emphasized the impact of financial problems. Although not addressed within the patient work system, the meso layer certainly exists and exerts its influence through the people and the environment closest to the patient.

On the microlevel, most of the identified contextual factors fit into the person-task-tools triad, and most of those factors were within person. Patients in our review reported a variety of emotional and mental influences that altered their actions, indicating their motivation and belief in their capacity was sometimes more important than the resources available to them. Patients experiencing different health conditions were affected by common emotional states, such as fear of medication side effects and dreading the future [67,69,71,75,80]. As an element of concern, patients in our scoping review rarely reported consulting mental health professionals about these fluctuating emotions, opting instead to brave through on their own [45,58,60,71,75,96]. Although there is literature indicating that different personality types respond differently to intervention styles [111–113], it is also probable that patients need to be aware of the available psychological help or be motivated to use such services to receive sufficient help through their psychological journey.

Conclusions

This review aimed to provide insight into the design and implementation of self-management interventions by understanding where the health-related work burden lies for community-based patients and how context influences such work. In our scoping review, we found a high prevalence of patient work tasks conducted in the privacy of the patient’s own lives—often alone, cognitive or unacknowledged, and consuming resources. However, despite continuous efforts to improve community-based self-management, there are no definitive models of intervention addressing this need, and patients continue to struggle to incorporate self-management into their daily lives.

Innovative digital technologies, such as using digital devices to track and monitor one’s health, may play a role in supporting individuals with these invisible and solitary health tasks. Similarly, more personalized and flexible treatment might be achieved by sociotechnical interventions, which carefully consider how interactions with the health care system could affect different facets of an individual’s daily life.

Existing self-management literature, traditionally only focusing on the physical aspects of health-related work, has been enriched by unveiling the internal experiences of patients. As research increasingly considers health as an interplay between biology, psychology, and sociology, we are beginning to better assess the various layers of patient work and contexts that can influence the implementation of self-care.
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Abstract

Background: Improvement of functional status with physiotherapy is an important goal for patients with postoperative complications and an increased length of hospital stay (LoS) after esophagectomy. Supervised physiotherapy with telerehabilitation instead of conventional face-to-face care could be an alternative to treat these patients in their home environment after hospital discharge (T0), but its feasibility has not yet been investigated in detail.

Objective: The aim of this study was to investigate the feasibility of a 12-week supervised postoperative physiotherapy intervention with telerehabilitation for patients with esophageal cancer who underwent esophagectomy and had postoperative complications or who had an increased LoS. The secondary objective was to investigate the preliminary effectiveness of telerehabilitation on functional recovery compared with usual care.

Methods: A prospective feasibility study with a matched historical comparison group was performed. Feasibility outcomes included willingness and adherence to participate, refusal rate, treatment duration, occurrence of adverse events, and patient satisfaction. Secondary outcome measures were measurements of musculoskeletal and cardiovascular functions and activities according to the domains of the International Classification of Functioning, Disability and Health.

Results: A total of 22 patients with esophageal cancer who underwent esophagectomy and had postoperative complications or an increased LoS were included. The mean age at surgery was 64.55 (SD 6.72) years, and 77% (17/22) of patients were male. Moreover, 15 patients completed the intervention. Patient adherence was 99.8% in the first 6 weeks and dropped to 75.6% in the following 6 weeks, with a mean difference of −24.3% (95% CI 1.3 to 47.2; P=.04). At 3 months post operation, no differences in functional status were found between the intervention group and the matched historical comparison group.

Conclusions: This study showed that a postoperative physiotherapeutic intervention with telerehabilitation is feasible for patients with postoperative complications or an increased LoS after esophageal cancer surgery up to 6 weeks after T0.

(J Med Internet Res 2020;22(6):e16056) doi:10.2196/16056
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Introduction

Background

Surgical resection of the esophagus is the primary curative treatment for patients with esophageal cancer and is associated with a high risk of postoperative complications, varying from 25% to 60% [1,2]. This leads to an increased length of hospital stay (LoS) and a delayed postoperative recovery, with a significant decline in physical function in the first 3 months after surgery [2,3].

It has been demonstrated in many surgical populations that improving preoperative functional status by exercise training had a positive effect on long-term postoperative outcomes [4,5]. However, recent studies have shown that preoperative functional status was not associated with postoperative complications in patients treated with esophagectomy, justifying the need to focus on treating these patients in the postoperative phase [6,7].

Patients with postoperative complications after esophagectomy often have fatigue, decreased exercise capacity, and disability such as impaired walking capacity and their recovery could take up to one year and beyond [3,8]. These symptoms are explained by altered cardiopulmonary function, generalized muscle weakness, and malnutrition, and physiotherapists play an important role in improving these aspects of physical functioning [9].

Telerehabilitation as an Alternative to Face-to-Face Care

Instead of face-to-face care, postoperative physiotherapy can also be streamed by telerehabilitation. Telerehabilitation is a medium to provide physiotherapy with electronic health (eHealth), defined as the delivery of rehabilitation services to patients at a distance using information and communication technologies [10]. Telerehabilitation has shown to be a valuable tool in improving postoperative outcomes and functional recovery in surgical patients, where patients considered reduced barriers for travel, flexible exercise hours, and the ability to directly integrate exercises into daily life as positive [11,12].

Moreover, telerehabilitation interventions have been valuable to overcome discontinuities that may arise in communication between hospital and primary care, where physiotherapists may have a lack of knowledge about how to treat patients after a highly complex surgery [13].

There is evidence showing positive effects of physiotherapy with telerehabilitation on clinical outcomes in patients with cancer, patients with cardiac disease, and patients with musculoskeletal disorders, but information on the feasibility of this intervention in the postoperative phase of patients with esophageal cancer treated with esophagectomy is lacking [14,15].

Objectives

Therefore, the primary objective of this prospective feasibility study was to investigate the feasibility of a 12-week supervised postoperative telerehabilitation program for patients with esophageal cancer who underwent esophagectomy and had postoperative complications or who had an increased LoS. The secondary objective was to investigate the preliminary effectiveness of telerehabilitation on functional recovery compared with a matched historical comparison group receiving usual care.

Methods

Ethical Approval

The Medical Ethical Committee (METC) of the Amsterdam University Medical Centers provided ethical approval for this study (NL58388.018.16). All patients provided written informed consent. As this was a feasibility study, sample size calculations have not been performed, and the initial sample size of 30 participants was pragmatically chosen. Patients could leave the study at any time for any reason if they wished to do so without any consequences.

Study Design

A prospective feasibility study was performed in patients treated with esophagectomy. To assess preliminary effectiveness, the patients who underwent the complete treatment were matched with a historical comparison group of patients who underwent esophagectomy and had postoperative complications, receiving usual face-to-face care between March 2012 and October 2014. We decided to match one case to 2 patients from a historical comparison group to optimize statistical power. Data collected from this historical comparison group were part of a previous study performed by the same research group, from which the METC waived the need for informed consent [6]. Patients were matched for gender, age, American Society of Anesthesiologists Physical Status Classification, comorbidities, Body Mass Index, pulmonary function, surgical procedure, and severity of postoperative complications.

Participants

Patients were recruited from the surgical wards at the Gastrointestinal Oncologic Centre Amsterdam of the Amsterdam University Medical Centre, located in the Academic Medical Centre, just before discharge from the hospital by the supervising physiotherapist or the investigator. Patients who refused to participate were referred to face-to-face physiotherapy in primary care.

Inclusion Criteria

Participants were included if they were aged 18 years or older and the primary reason of hospital stay was status after esophagectomy, they had internet access at home, and they signed the informed consent form. Moreover, participants were included if they had a postoperative complication, grade 3a to 4 according to the Clavien-Dindo classification. This 5-scale
classification reports surgical complications based on the type of therapy required to treat the complication [16]. Participants were also included if the postoperative LoS was longer than 9 days because they were physically too weak to be discharged earlier. There was an indication for face-to-face physiotherapy in primary care if a patient was not yet able to walk or transfer independently because of loss of muscle strength, mobility, or balance at discharge.

**Exclusion Criteria**

Patients were excluded if they were unable to complete self-reported questionnaires, insufficiently able to read or speak Dutch, had cognitive disorders, or had any other severe medical conditions that prevented them from doing unsupervised exercises at home.

**Intervention**

Participants received a 12-week supervised home-based telerehabilitation intervention after hospital discharge (T0) in their home environment. Before T0, a physiotherapist from the surgical ward instructed the patient on the telerehabilitation intervention.

The telerehabilitation intervention was provided with Physitrack (Physitrack Limited). Physitrack is an eHealth platform that enables physiotherapists to design home exercise programs and track patient adherence. Patients were provided with a goal-oriented exercise program created by the physiotherapist that could be accessed by a tablet, mobile phone, or computer (Figure 1). The physiotherapist accurately monitored the progress of the patient in weekly telephone, email, or video sessions, and exercises were adapted via the eHealth platform if needed. Physitrack had provided their services for this research project free of charge, and they will use the outcomes of this study to improve their services. They were not involved in the design, execution, analysis, and conclusions of this research. Physitrack will only have access to the published paper with its results, with no access to raw data.

**Figure 1.** Goal-oriented exercise program created by the physiotherapist, accessible by tablet, mobile phone, or computer (Used with permission from Physitrack).

The postoperative physiotherapeutic intervention with telerehabilitation was aimed at improving functional status. The intervention lasted 12 weeks with at least two sessions per week, depending on whether the treatment goals were achieved. The exercises were tailored to the patients’ specific condition and needs, which were determined a day before T0. The physiotherapy goals were determined by using the patient-specific complaint list [17]. The exercises were aimed at improving the functional activity level of the patient, by increasing muscle strength, coordination, range of joint motion, and stamina. The intensity and frequency of the functional exercises were determined according to the guidelines of the American College of Sports Medicine [18]. Cardiorespiratory exercises to improve stamina were performed on a moderate-to-vigorous intensity level, measured using the Borg rating of perceived exertion scale (scores 6-20), for at least two sessions per week. Rating of perceived exertion with the Borg scale is a generally used and reliable scale to monitor and evaluate exercise intensity. A score from 13 to 16 relates to the moderate-to-vigorous intensity level, and this allowed us to monitor and adapt the appropriate intensity [19]. Exercises to improve muscle strength were performed 2 to 3 days per week on 60% to 70% of the 1 repetition maximum (moderate-to-hard intensity). We used the Holten curve that relates the percentage of the 1 repetition maximum to the estimated repetitions of that intensity. This allowed us to adapt the exercises without using fitness equipment to measure the 1 repetition maximum directly [18,20].

**Feasibility Outcome Measures**

Feasibility outcome measures were calculated for the 15 patients who completed the 12-week supervised home-based telerehabilitation intervention. Feasibility outcomes included refusal rate; adherence to the telerehabilitation intervention.
operationalized in the amount and duration of email, phone, and video calls conducted by patients and physiotherapists; treatment duration per session; adverse events; and patient satisfaction. Patient satisfaction was recorded with a modified telemedicine satisfaction and usefulness questionnaire (TSUQ), a 30-item Likert-type questionnaire including 3 subscales (usefulness, communication, and user friendliness) at 6 weeks post operation (T1) and at 3 months post operation (T2) [21]. Scores range from 30 to 150, with high scores indicating a higher satisfaction.

The telerehabilitation intervention was considered as feasible if at least an 80% adherence rate was achieved, if no adverse events took place, and if the average total patient satisfaction was higher than 75% (score >120).

**Effectiveness Outcome Measures**

Secondary outcome measures on preliminary effectiveness were musculoskeletal and cardiovascular functioning and level of activities according to the domains of the International Classification of Functioning, Disability and Health [22].

Handgrip strength was measured using the Jamar grip strength dynamometer (Lafayette Instrument Company) as a measure of generalized muscle strength [23,24]. Maximal inspiratory pressure was measured as an indicator of inspiratory muscle strength, with a Micro Respiratory Pressure Meter [2,4]. Functional lower extremity muscle function was measured with the 30-second chair stand test (30CST). This test measures extremity strength in relation to demanding functional daily activities such as stair climbing and getting out of a chair [25]. Walking capacity was measured using the 2-min walk test (2MWT) [26].

Fatigue was measured using the Multidimensional Fatigue Inventory [27].

Self-reported activities were measured using the Longitudinal Ageing Study Amsterdam Physical Activity Questionnaire (LAPAQ) in which patients reported the type, frequency, and duration of daily activities in the past 14 days. Health-related quality of life (HRQL) was measured using the European Organization for Research and Treatment of Cancer Quality of Life Questionnaire C30, version 3.0 [28].

The effectiveness of outcome measures was recorded before the start of the intervention (T0) and at T1 and T2.

Standardized operating procedures of all measurements were used to guarantee uniformity and accuracy in operationalization. Trained and experienced physiotherapists performed the standardized measurements.

**Statistical Analysis**

Data were analyzed in the Statistical Package for the Social Sciences (version 25.0; IBM SPSS Statistics for Windows, IBM Corp). Statistical tests were analyzed two sided and considered significant with an alpha value ≤0.05.

Baseline characteristics were summarized with descriptive statistics, where discrete variables were expressed as counts with percentages, ordinal variables as median and interquartile ranges (P25-75), and continuous variables as mean and standard deviation, and in case of a skewed distribution, they were expressed as median and interquartile range. Differences in outcomes before and after the intervention were determined by using a paired samples t test or a Wilcoxon matched-pairs signed rank test for skewed data. Differences between the intervention group and the historical comparison group were tested using a linear mixed model analysis to account for the dependency between observations.

**Results**

**Baseline Characteristics**

From January 2017 to October 2018, 22 patients with esophageal cancer who underwent esophagectomy were included in the study after obtaining informed consent. The study was terminated after the inclusion of the 22nd patient because we reached a point in data collection after which no new or relevant information emerged with respect to answering the primary research question.

The mean age at surgery was 64.6 (SD 6.7) years, and 77% (17/22) of patients were male. All patients received neoadjuvant chemoradiation therapy. At enrollment, mean pulmonary function expressed as a percent score of the predicted pulmonary function value was 116.1 (SD 18.7) for forced vital capacity, 109.0 (SD 19.3) for forced expiratory volume in 1 second, and 109.2 (SD 30.1) for inspiratory vital capacity. Except for 2 patients, all other patients were surgically treated with a minimally invasive transthoracic esophagectomy. In addition, 36% (8/22) of patients had a hospital stay of more than 9 days. Moreover, 91% (20/22) of patients had postoperative complications, of which 70% (14/22) required a surgical, an endoscopic, or a radiological intervention. Patient characteristics are presented in Table 1.
Table 1. Characteristics of the entire study population.

<table>
<thead>
<tr>
<th>Patient characteristics</th>
<th>Study population (N=22)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender (male), n (%)</td>
<td>17 (77)</td>
</tr>
<tr>
<td>ASA(^a) classification, n (%)</td>
<td></td>
</tr>
<tr>
<td>I(^b)</td>
<td>5 (22)</td>
</tr>
<tr>
<td>II(^c)</td>
<td>10 (45)</td>
</tr>
<tr>
<td>III(^d)</td>
<td>7 (31)</td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>64.6 (6.7)</td>
</tr>
<tr>
<td>BMI(^e), mean (SD)</td>
<td>26.5 (4.4)</td>
</tr>
<tr>
<td>Comorbidities, n (%)</td>
<td></td>
</tr>
<tr>
<td>Cardiovascular</td>
<td>7 (31)</td>
</tr>
<tr>
<td>COPD(^f)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>DM II(^g)</td>
<td>2 (9)</td>
</tr>
<tr>
<td>Cigarette smoking</td>
<td>2 (9)</td>
</tr>
<tr>
<td>Pulmonary function (percent predicted), mean (SD)</td>
<td></td>
</tr>
<tr>
<td>FVC(^h)</td>
<td>116.1 (18.7)</td>
</tr>
<tr>
<td>FEV(_1)(^i)</td>
<td>109.0 (19.3)</td>
</tr>
<tr>
<td>IVC(^j)</td>
<td>109.2 (30.1)</td>
</tr>
<tr>
<td>Surgical procedure, n (%)</td>
<td></td>
</tr>
<tr>
<td>Transhiatal open</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Transhiatal minimally invasive</td>
<td>1 (5)</td>
</tr>
<tr>
<td>Transthoracal open</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Transthoracal minimally invasive</td>
<td>20 (91)</td>
</tr>
<tr>
<td>Esophageal resection with colon interposition</td>
<td>1 (5)</td>
</tr>
<tr>
<td>Clavien-Dindo postoperative complications, n (%)</td>
<td></td>
</tr>
<tr>
<td>No complications</td>
<td>2 (9)</td>
</tr>
<tr>
<td>Grade 1</td>
<td>2 (9)</td>
</tr>
<tr>
<td>Grade 2</td>
<td>4 (18)</td>
</tr>
<tr>
<td>Grade 3a</td>
<td>3 (14)</td>
</tr>
<tr>
<td>Grade 3b</td>
<td>4 (18)</td>
</tr>
<tr>
<td>Grade 4a</td>
<td>7 (32)</td>
</tr>
<tr>
<td>Grade 4b</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Grade 5</td>
<td>0 (0)</td>
</tr>
</tbody>
</table>

\(^a\)ASA: American Society of Anesthesiologists.

\(^b\)I: healthy person.

\(^c\)II: mild systemic disease.

\(^d\)III: severe systemic disease.

\(^e\)BMI: body mass index is calculated as weight in kilograms divided by height in meters squared.

\(^f\)COPD: chronic obstructive pulmonary disease.

\(^g\)DM II: diabetes mellitus type 2.

\(^h\)FVC: functional vital capacity.

\(^i\)FEV\(_1\): forced expiratory volume in the first second of expiration.

\(^j\)IVC: inspiratory vital capacity.
Feasibility

Of 22 patients, a total of 15 (68%) patients completed the 12-week program. Of the 7 patients who did not complete the study, 1 was discharged to a nursing home after inclusion, 2 quit the study intervention after 3 and 4 weeks because they preferred face-to-face physiotherapy, and 4 patients were withdrawn by the investigator because postoperative treatment required a multidisciplinary approach (n=3) or because of the presence of metastases (n=1). These patients did not systematically differ in baseline characteristics from the patients who completed the program.

The average duration of the treatment program was 11.1 (SD 5.2) weeks. Of the 4671 exercises provided to patients, 1337 (28.62%) were aimed at lower extremity muscle strength, 996 (21.32%) were aimed at respiration, and 1150 (24.62%) were aimed at walking.

Patient adherence, operationalized in the performance rate of exercises to the telerehabilitation intervention, was 99.8% in the first 6 weeks and dropped to 75.6% in the following 6 weeks, with a mean difference of $-24.3\%$ (95% CI 1.3 to 47.2; $P=0.04$).

The accomplishment of treatment goals was the main reason reported for being less or not adherent to the program anymore.

Textbox 1. Patient experiences.

Quotes:

- "It gave a lot of confidence to work at home on my recovery with supervision of a PT" [Mrs S, 70 years]
- "I could do the exercises whenever I wanted, that was very convenient" [Mr W, 54 years]
- "Without this program I would never have been that far" [Mr J, 66 years]
- "I should not have thought about going to the physiotherapist twice a week" [Mrs B, 60 years]
- "By practicing at home, I knew what I was doing it for. That was very motivating" [Mr B, 62 years]
- "I missed incentives in the program" [Mr B, 49 years]
- "I did not miss the physical presence of the physiotherapist, I felt that I could always reach him through the app" [Mrs B, 64 years]
- "Along the way, I found the exercise program less relevant, I could already do my daily activities again" [Mr S, 62 years]

Effectiveness

A total of 15 patients who completed the telerehabilitation program were matched with 30 patients from a historical comparison group for both pre- and postoperative characteristics (gender, age, preoperative pulmonary function, type of surgery, and postoperative complications classified according to Clavien-Dindo). Table 2 provides details about the matching characteristics.

At T0, patients in the intervention group had significantly lower functional capacity measures compared with reference values than patients in the matched historical comparison group (Table 3).

At 3 months post operation, no differences in functional status measures were found between the intervention group and the matched control group (Table 4).

Within the intervention group, 30CST, 2MWT, fatigue, and HRQL improved significantly between T0 and T1 and between T1 and T2, whereas activities of daily life (ADL) decreased significantly between T0 and T1 and improved again between T1 and T2 (Table 5).
Table 2. Patient characteristics of the intervention group matched with a historical comparison group.

<table>
<thead>
<tr>
<th>Patient characteristics</th>
<th>Intervention (n=15)</th>
<th>Matched controls (n=30)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender (male), n (%)</td>
<td>11 (73)</td>
<td>22 (73)</td>
</tr>
<tr>
<td>ASA(^a) classification, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>I(^b)</td>
<td>3 (20)</td>
<td>5 (16)</td>
</tr>
<tr>
<td>II(^c)</td>
<td>8 (53)</td>
<td>15 (50)</td>
</tr>
<tr>
<td>III(^d)</td>
<td>4 (26)</td>
<td>10 (33)</td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>62.8 (6.9)</td>
<td>60.3 (7)</td>
</tr>
<tr>
<td>BMI(^e), mean (SD)</td>
<td>26.1 (3.5)</td>
<td>25.2 (4)</td>
</tr>
<tr>
<td>Comorbidities, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cardiovascular</td>
<td>6 (40)</td>
<td>5 (16)</td>
</tr>
<tr>
<td>COPD(^f)</td>
<td>0 (0)</td>
<td>3 (10)</td>
</tr>
<tr>
<td>DM II(^g)</td>
<td>1 (7)</td>
<td>1 (3)</td>
</tr>
<tr>
<td>Cigarette smoking</td>
<td>1 (7)</td>
<td>7 (23)</td>
</tr>
<tr>
<td>Pulmonary function (percent predicted), mean (SD)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>FVC(^h)</td>
<td>115.0 (20.1)</td>
<td>116.3 (16.2)</td>
</tr>
<tr>
<td>FEV(_1)(^i)</td>
<td>105.4 (20.1)</td>
<td>110.2 (20.7)</td>
</tr>
<tr>
<td>IVC(^j)</td>
<td>114.1 (21.9)</td>
<td>112.0 (16.7)</td>
</tr>
<tr>
<td>Surgical procedure, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Transhiatal open</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Transhiatal minimally invasive</td>
<td>0 (0)</td>
<td>2 (7)</td>
</tr>
<tr>
<td>Transthoracic open</td>
<td>0 (0)</td>
<td>1 (3)</td>
</tr>
<tr>
<td>Transthoracic minimally invasive</td>
<td>14 (93)</td>
<td>27 (90)</td>
</tr>
<tr>
<td>Esophageal resection with colon interposition</td>
<td>1 (7)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Clavien-Dindo postoperative complications, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>No complications</td>
<td>2 (13)</td>
<td>11 (37)</td>
</tr>
<tr>
<td>Grade 1</td>
<td>2 (13)</td>
<td>4 (13)</td>
</tr>
<tr>
<td>Grade 2</td>
<td>2 (13)</td>
<td>7 (23)</td>
</tr>
<tr>
<td>Grade 3a</td>
<td>3 (20)</td>
<td>4 (13)</td>
</tr>
<tr>
<td>Grade 3b</td>
<td>2 (13)</td>
<td>1 (3)</td>
</tr>
<tr>
<td>Grade 4a</td>
<td>4 (27)</td>
<td>2 (7)</td>
</tr>
<tr>
<td>Grade 4b</td>
<td>0 (0)</td>
<td>1 (3)</td>
</tr>
<tr>
<td>Grade 5</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
</tbody>
</table>

\(^a\)ASA: American Society of Anesthesiologists.
\(^b\)I: healthy person.
\(^c\)II: mild systemic disease.
\(^d\)III: severe systemic disease.
\(^e\)BMI: body mass index is calculated as weight in kilograms divided by height in meters squared.
\(^f\)COPD: chronic obstructive pulmonary disease.
\(^g\)DM II: diabetes mellitus type 2.
\(^h\)FVC: functional vital capacity.
\(^i\)FEV\(_1\): forced expiratory volume in the first second of expiration.
\(^j\)IVC: inspiratory vital capacity.
Table 3. Functional status capacity outcome measures at hospital discharge (T0). Beta values represent the differences in functional status between the historical control group and the intervention group at T0.

<table>
<thead>
<tr>
<th>Functional status outcome</th>
<th>Intervention</th>
<th>Control</th>
<th>Beta</th>
<th>95% CI</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>RHGS(^a) (percent predicted), mean (SD)</td>
<td>92.4 (19.7)</td>
<td>107.9 (23.2)</td>
<td>−15.5</td>
<td>−31.9 to 0.79</td>
<td>.04(^b)</td>
</tr>
<tr>
<td>LHGS(^c) (percent predicted), mean (SD)</td>
<td>97.1 (20.8)</td>
<td>106.2 (22.4)</td>
<td>−11.9</td>
<td>−26.6 to 2.9</td>
<td>.11(^b)</td>
</tr>
<tr>
<td>30CST(^d) (percent predicted), mean (SD)</td>
<td>50.8 (31.6)</td>
<td>89.0 (34.4)</td>
<td>−33.2</td>
<td>−53.8 to −12.7</td>
<td>.003(^b)</td>
</tr>
<tr>
<td>2MWT(^e) (meters), mean (SD)</td>
<td>117.4 (50.6)</td>
<td>154.4 (32.3)</td>
<td>−22.6</td>
<td>−42.7 to −2.5</td>
<td>.03(^b)</td>
</tr>
</tbody>
</table>

\(^a\)RHGS: right-hand grip strength.
\(^b\)P ≤ .05 is considered significant.
\(^c\)LHGS: left-hand grip strength.
\(^d\)30CST: 30-second chair stand test.
\(^e\)2MWT: 2-min walk test.

Table 4. Within-group differences between hospital discharge (T0) and 3 months post operation (T2) and between-group differences at T2 in measures of functional status. Within-group differences represent the differences in functional status between T0 and T2. Beta values represent the differences in functional status between the historical control group and the intervention group at T2.

<table>
<thead>
<tr>
<th>Functional status outcome</th>
<th>Within-group differences (T0-T2)(^a,b)</th>
<th>Between-group differences at T2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Intervention (n=15)</td>
<td>Historical control (n=30)</td>
</tr>
<tr>
<td></td>
<td>Mean (95% CI)</td>
<td>P value</td>
</tr>
<tr>
<td>RHGS(^c)</td>
<td>10.4 (0.1 to 20.8)</td>
<td>.04(^d)</td>
</tr>
<tr>
<td>MIP(^f,g)</td>
<td>12.3 (0.9 to 23.7)</td>
<td>.04(^d)</td>
</tr>
<tr>
<td>30CST(^i)</td>
<td>69.7 (51.6 to 87.8)</td>
<td>&lt;.001(^d)</td>
</tr>
<tr>
<td>2MWT(^j)</td>
<td>82.4 (53.4 to 111.3)</td>
<td>&lt;.001(^d)</td>
</tr>
<tr>
<td>ADL(^k)</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Fatigue(^e)</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>HRQL(^l)</td>
<td>—</td>
<td>—</td>
</tr>
</tbody>
</table>

\(^a\)T0: hospital discharge.
\(^b\)T2: 3 months post operation.
\(^c\)LHGS: left-hand grip strength.
\(^d\)P < .05 is considered significant.
\(^e\)RHGS: right-hand grip strength.
\(^f\)MIP: maximal inspiratory pressure.
\(^g\)These measurements were not performed at T0 and therefore were excluded from this analysis.
\(^h\)Missing data.
\(^i\)30CST: 30-second chair stand test.
\(^j\)2MWT: 2-min walk test.
\(^k\)ADL: activities of daily life.
\(^l\)HRQL: health-related quality of life.
Table 5. Mean differences in functional status outcomes between hospital discharge and 6 weeks post operation (T1) and between T1 and 3 months post operation in the intervention group (n=15).

<table>
<thead>
<tr>
<th>Measurements</th>
<th>Δ(^{a})T0-T1(^{bc}) (95% CI)</th>
<th>P value</th>
<th>ΔT1-T2(^{d}) (95% CI)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>RHGS(^{e})</td>
<td>7.4 (−5.1 to 19.8)</td>
<td>.22</td>
<td>5.1 (−1.5 to 11.6)</td>
<td>.12</td>
</tr>
<tr>
<td>LHGS(^{f})</td>
<td>9.6 (−0.6 to 19.8)</td>
<td>.06</td>
<td>1.0 (−5.0 to 6.9)</td>
<td>.74</td>
</tr>
<tr>
<td>MIP(^{gh})</td>
<td>—</td>
<td>—</td>
<td>9.6 (−1.1 to 20.3)</td>
<td>.07</td>
</tr>
<tr>
<td>30CST(^{j})</td>
<td>53.0 (38.5 to 67.5)</td>
<td>&lt;.001(^{k})</td>
<td>19.0 (10.2 to 27.9)</td>
<td>.001(^{k})</td>
</tr>
<tr>
<td>2 MWT (m)(^{l})</td>
<td>51.0 (21.9 to 80.2)</td>
<td>.002(^{k})</td>
<td>30.3 (15.5 to 445.0)</td>
<td>.001(^{k})</td>
</tr>
<tr>
<td>MFI(^{m}) fatigue</td>
<td>−10.2 (−16.8 to −3.6)</td>
<td>.007(^{k})</td>
<td>−16.8 (−24.6 to −9.0)</td>
<td>.001(^{k})</td>
</tr>
<tr>
<td>EORTC QLQ C30(^{n}), (score)</td>
<td>25.6 (14.6 to 36.5)</td>
<td>&lt;.001(^{k})</td>
<td>14.6 (6.4 to 22.8)</td>
<td>.002(^{k})</td>
</tr>
<tr>
<td>LAPAQ(^{o}) (kcal/day)</td>
<td>−514.7 (−866.7 to 160.7)</td>
<td>.008(^{k})</td>
<td>173.6 (9.5 to 337.7)</td>
<td>.04(^{k})</td>
</tr>
</tbody>
</table>

\(^{a}\): mean difference.  
\(^{b}\): hospital discharge.  
\(^{c}\): 6 weeks post operation.  
\(^{d}\): 3 months post operation.  
\(^{e}\): RHGS: right-hand grip strength.  
\(^{f}\): LHGS: left-hand grip strength.  
\(^{g}\): MIP: maximal inspiratory pressure.  
\(^{h}\): These measurements were not performed at T0 and therefore were excluded from this analysis.  
\(^{i}\): Missing data.  
\(^{j}\): 30CST: 30-second chair stand test.  
\(^{k}\): P < .05 is considered significant.  
\(^{l}\): 2MWT: 2-min walk test.  
\(^{m}\): MFI: Multidimensional Fatigue Inventory; scores range from 20 to 100, with a higher score representing more fatigue and reduced activity/motivation.  
\(^{n}\): EORTC QLQ C30: European Organization for Research and Treatment of Cancer Quality of Life Questionnaire C30; scores range from 0 to 100, with high scores indicating a better quality of life.  
\(^{o}\): LAPAQ: Longitudinal Ageing Study Amsterdam physical activity questionnaire; total amount of activities in kilocalories per day.

Discussion

Principal Findings

To our knowledge, this is the first study demonstrating that postoperative physiotherapy with telerehabilitation is feasible in patients with postoperative complications after esophagectomy, primarily in the first 6 weeks after T0. This is in line with a study by Latham et al [11], who stated that telerehabilitation is a valuable tool to manage postoperative outcomes and functional progress directly after T0 in a patient’s home environment.

The adherence rates were significantly higher in the first 6 weeks after T0 than in the following 6 weeks, where patients reported that they were generally more able to perform their ADL and were less dependent on the telerehabilitation intervention, which might explain the lower adherence rates despite a further incline in functional status. From a functional perspective, these lower adherence rates should be interpreted as a desired outcome, because it illustrates the patient’s gradual independence of physiotherapeutic care.

The consistently high patient satisfaction rates of the telerehabilitation intervention in our study are confirmed in a systematic review by Mair et al [29], who stated that the greatest advantages experienced by patients were increased accessibility of specialist expertise, increased flexibility, less travel required, and reduced waiting times. This is also in agreement with the study by Moffet et al [30], who investigated patient satisfaction with in-home telerehabilitation after total knee arthroplasty and found similar results, concluding that patient satisfaction was at least equal to conventional health care delivery.

In this study, we compared patients who underwent the telerehabilitation program with a historical comparison group of patients receiving usual care and found equal functional status outcome measures at T2. This is in line with studies that found telerehabilitation interventions to be equally effective as usual care on at least one outcome measure; however, overall significant evidence in favor of telerehabilitation was still lacking [31,32].

Despite the similar functional outcomes at T2, it has to be noted that most of the functional status outcome measures of our intervention group at T0 were significantly lower than those of the matched historical comparison group. It could be argued that the intervention group gained more progress on functional status because of the physiotherapeutic treatment with telerehabilitation, in comparison with the matched historical comparison group, ultimately resulting in equal outcomes at T2.
Within the intervention group, most of the functional outcome measures significantly improved between T0-T1 and T1-T2, apart from ADL that significantly decreased during the first 6 weeks of the intervention and was restored in the following 6 weeks. A possible explanation could be that after T0, patients mostly stayed at home because they felt too weak to keep up with their ADL. Moreover, in the first 6 weeks, the telerehabilitation intervention primarily focused on increasing muscle strength of the lower extremities. After 6 weeks, the shift was gradually made toward implementing the exercises in daily life, finally resulting in a significant increase in ADL in the following 6 weeks.

Limitations
This study has intrinsic limitations. First, only 22 patients were included in this study, of which 15 patients completed the study. This might limit the generalizability of our findings. However, despite the small sample size, the included participants represented the population of interest in terms of baseline characteristics and postoperative complications. Moreover, inclusion was terminated after the inclusion of the 22nd participant because no new findings were to be expected with adding new participants to the study.

Second, this study was not a pilot feasibility trial, where patients were randomly assigned either to the intervention group or a control group to determine the effectiveness of investigational treatment. Instead, we compared the intervention group with a matched historical comparison group. Therefore, bias could not be ruled out completely.

We were not able to compare functional status outcome measures half way through the telerehabilitation intervention because the historical controls were not measured at T1.

Third, patient satisfaction was measured with a modified TSUQ that had not been validated in this specific population. Kairy et al[33] in their systematic review investigating clinical outcomes, clinical process, health care utilization, and costs associated with telerehabilitation concluded that patient satisfaction ratings were generally high, irrespective of the population. However, they also stated that operationalization and standardization of satisfaction were frequently lacking and too much focus was on the technology aspect instead of aspects of service delivery. The satisfaction questionnaire we used addressed both aspects, and therefore, we are confident that the satisfaction ratings were representative of the telerehabilitation intervention provided.

Conclusions
This study shows that patients are able to improve their functional state by doing functional exercises in their own meaningful environment supported by telerehabilitation and tablet use with distant guidance from an experienced physiotherapist. The feasibility of the physiotherapeutic intervention with telerehabilitation for this specific patient category has implications for (re)organizing postoperative physiotherapeutic care in the patient’s home environment. Telerehabilitation cannot replace face-to-face physiotherapy as physical examination remains to be necessary, but taking into account positive adherence rates and satisfaction, we strongly suggest considering this way of treatment delivery for patients with esophageal cancer treated with surgery and having postoperative complications, especially in the first 6 weeks after T0. We also recommend investigating the potential cost-effectiveness of telerehabilitation compared with usual care. Although we found equal functional status outcomes in both the intervention group and the historical comparison group at T2, we suggest performing a randomized controlled trial to draw firm conclusions on its effectiveness.
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Abstract

Background: The benefits of telemedicine include cost savings and decentralized care. Video consultation is one form that enables early detection of deteriorating patients and promotion of self-efficacy in patients who are well but anxious. Abdominal pain is a common symptom presented by patients in emergency departments. These patients could benefit from video consultation, as it enables remote follow-up of patients who do not require admission and facilitates early discharge of patients from overcrowded hospitals.

Objective: The study aimed to evaluate the safety and efficacy of the use of digital telereview in patients presenting with undifferentiated acute abdominal pain.

Methods: The SAVED study was a prospective randomized controlled trial in which follow-up using existing telephone-based telereview (control) was compared with digital telereview (intervention). Patients with undifferentiated acute abdominal pain discharged from the emergency department observation ward were studied based on intention-to-treat. The control arm received routine, provider-scheduled telereview with missed reviews actively coordinated and rescheduled by emergency department staff. The intervention arm received access to a platform for digital telereview (asynchronous and synchronous format) that enabled patient-led appointment rescheduling. Patients were followed-up for 2 weeks for outcomes of service utilization, efficacy (compliance with their disposition plan), and safety (re-presentation for the same condition).

Results: A total of 70 patients participated, with patients randomly assigned to each arm (1:1 ratio). Patients were a mean age of 40.0 (SD 13.8; range 22-71) years, predominantly female (47/70, 67%), and predominantly of Chinese ethnicity (39/70, 56%). The telereview service was used by 32 patients in the control arm (32/35, 91%) and 18 patients in the intervention arm (18/35, 51%). Most patients in control (33/35, 94%; 95% CI 79.5%-99.0%) and intervention (34/35, 97%; 95% CI 83.4%-99.9%) arms were compliant with their final disposition. There was a low rate of re-presentation at 72 hours and 2 weeks for both control (72 hours: 2/35, 6%; 95% CI 1.0%-20.5%; 2 weeks: 2/35, 6%, 95% CI 1.0%-20.5%) and intervention (72 hours: 2/35, 6%; 95% CI 1.0%-20.5%; 2 weeks: 3/35, 9%, 95% CI 2.2%-24.2%) arms. There were no significant differences in safety (P>.99) and efficacy (P>.99) between the two groups.

Conclusions: The application of digital telereview for the follow-up of patients with abdominal pain may be safe and effective. Future studies are needed to evaluate its cost-effectiveness and usefulness for broader clinical application.
**Introduction**

Existing literature on telemedicine suggests that it enables cost savings and improved health care access for patients with diverse illnesses [1,2]. These reports have fueled a rise in the adoption of telemedicine for these applications in various clinical settings [3], allowing new models for decentralized care that may help alleviate shortages in health care resources and help encourage self-management by patients where appropriate [4]. This need has been heightened with the coronavirus disease 2019 (COVID-19) pandemic which has been placing many health systems in dire straits. The application of video consultation to facilitate early discharge and subsequent remote follow-up of relatively well patients is a potential solution for increasingly oversubscribed emergency departments [5], given the detrimental effects of overcrowding on the timeliness and the quality of care [6].

Patient and provider acceptance of video consultation has grown in recent years, and over two-thirds of respondents to a survey of patient and caregiver acceptance conducted in the emergency department of Singapore General Hospital were comfortable using mobile technology to share information [7]. Prior studies in Singapore have reported benefits from telemedicine such as improved health care access in the form of remote consultation mediated by health professionals for acute illnesses such as poisoning [8] or maritime emergencies [9]; however, few international studies have reported controlled outcomes from the use of telemedicine for acute illnesses by patients directly. Furthermore, many studies had considerable limitations in terms of study design [10] and clarity in reporting which telemedicine interventions were used [11].

The use of video consultation for telereview has not been conclusively investigated in patients with acute gastrointestinal ailments [12,13]. The objective of this study was to evaluate the safety and efficacy of digital telereview for patients in the emergency department who present with undifferentiated acute abdominal pain. In this study, digital telereview was evaluated as a “pull-from-patient”, a patient-led form of service delivery, and was compared with existing telephone-based telereview evaluated as a “push-to-patient”, a provider-led form of service delivery. This was the first direct and pragmatic trial of these alternative forms of service delivery for the follow-up of patients with abdominal pain.

**Methods**

**Study Design**

The SAVED (Safety and Efficacy of Follow-up for Patients With Abdominal Pain Using Video Consultation) study was a prospective randomized controlled trial with a 1:1 allocation ratio. An existing telephone-based telereview service (control) was compared with digital telereview using DoctorBell—a novel, web-based telehealth platform (intervention). This study was approved by the Centralized Institutional Review Board of SingHealth Singapore General Hospital (protocol number 2017/2049) and conducted in accordance with the Declaration of Helsinki (2000).

**Study Setting**

The emergency department was selected as the location for this pilot study because 24-hour medical services were available to attend to any patients whose condition deteriorated [13]. Patients from the emergency department observation ward with severe undifferentiated illnesses that did not meet clinical criteria for hospital admission were recruited. This cohort represents a segment of the population of patients in the emergency department for whom the decision (final disposition) is delayed by clinical uncertainty [14,15]; therefore, the recruitment of patients discharged from the emergency department observation ward allowed investigators to stress-test the appropriateness of disposition assigned by digital telereview as well as patient adherence to recommendations, since telephone-based telereview is routinely conducted within 48 to 72 hours of discharge for patients with undifferentiated illness as a fail-safe measure that enables early detection of patients with deteriorating clinical condition. This practice improves care continuity while enabling safe discharge to address overcrowding.

**Study Recruitment**

Patients with undifferentiated acute abdominal pain who were discharged from a tertiary hospital in Singapore using detailed criteria (Abdominal Pain or Gastroenteritis Pathways in Multimedia Appendix 1) were considered for recruitment at the point of discharge by study team members after the patient had received routine treatment and a disposition plan which included counselling for self-efficacy and monitoring at home as well as education regarding clinical features that warrant a return to the emergency department (re-presentation).

From September 2017 to May 2018, consecutive patients who presented to the emergency department and who satisfied the study criteria were recruited. Inclusion criteria were the ability to read in English and the ability to operate smartphone messaging apps (such as WhatsApp). To exclude patients who may be considered vulnerable, exclusion criteria were defined as less than 21 years of age, pregnant, a prisoner, cognitively impaired, or requiring a legal representative for informed consent in Singapore. As a pilot, formal sample size calculation was not possible due to a lack of relevant data.

**Randomization and Masking**

After completion of informed consent, participants were randomly assigned by a study team member who withdrew lots...
from a box containing equal numbers of paper indicating either control or intervention. Lots in the box were replenished after each draw by a study team member (S.Y.) who was not involved in clinical care or the implementation of the randomization. At recruitment, study team members provided participants with links to web-based surveys about symptoms to be reported by patients at initial presentation and at follow-up, following recruitment and telereview, respectively. Blinding was not possible in this study.

Intervention

Follow-up after discharge by telereview is routinely conducted by triage nurses to facilitate early discharge from the observation ward, with follow-up review to ascertain right-siting through prompt identification of deteriorating patients as well as encouraging self-efficacy in well patients who are anxious but who do not need to re-visit the emergency department. During telereview, patients who are well are advised on self-management while patients with ominous symptomatology or deteriorating illness are advised to return to the emergency department for further evaluation. In this study, patients in the control arm received routine, provider-led telephone-based telereview after discharge. Telereview was conducted by the emergency department staff on-shift at the time of the patient’s booked appointment. Any missed telereviews were actively and manually rescheduled by staff with three attempted phone calls within 48 to 72 hours following discharge. No further attempt was made to contact patients who were not reached in the 72-hour period or those who declined telereview.

Patients in the intervention arm had access to DoctorBell, a novel telehealth platform accessible on smartphone or desktop by web browsers. This was designed using a design-thinking process based on the context and workflows of an emergency department. It allowed patient-led booking, rescheduling, or cancellation of one digital telereview appointment based on the patient’s own individual availability, restricted to 48- to 72-hour window following discharge from the emergency department. Digital telereview appointments through this platform were patient-led and were not actively rescheduled by emergency department staff if missed or cancelled. Before the digital telereview appointment (synchronous teleconsultation with video, voice, and text messaging), patients received an in-app form that allowed them to report important history or symptoms beforehand (asynchronous). This was sent to the emergency department staff on-duty before video consultation, providing them with the opportunity to clarify any uncertainties with the on-duty attending physician before synchronous consultation. Upon starting work, staff could view digital telereview bookings scheduled during their shift and received automated real-time push notifications of any changes made to appointments.

Study Outcomes and Statistical Analysis

Patients in both groups were followed up for 2 weeks to examine the study outcomes of service utilization (telereview appointments used), efficacy (patient compliance with their final disposition plan), and safety (re-presentation to the emergency department for the same medical problem within 72 hours or within 2 weeks). Initially, service utilization and safety were the only outcome measures planned for investigation; however, study team members observed that not all patients complied with instructions given during telereview to return to the emergency department. Therefore, efficacy was later added to the analysis as an outcome measure using existing data. No change to study procedures was required. For patients who did not receive telereview, the final disposition plan was that given at the point of discharge from the emergency department (ie, self-management and monitoring at home). For patients who received telereview, the final disposition plan was that given during telereview (ie, whether to continue self-management or return to the emergency department).

The study population was analyzed based on intention-to-treat. All hypotheses were two-sided with a \( P < .05 \) considered statistically significant. Descriptive statistical analysis was conducted using SPSS software (version 20.0; IBM Corp). Associations between categorical variables were analyzed using Fisher exact test. Where expected counts within all categories were greater than 5, chi-square test was used instead. Associations between continuous variables were analyzed using the two-tailed two-sample \( t \) test.

Results

From September 2017 to May 2018, patients (N=72) who were discharged from the emergency department observation ward and who satisfied inclusion criteria were recruited to participate in this study. One patient was under the age of 21 and was excluded. Another patient declined to participate in the study. The remaining patients (N=70) were enrolled with patients (n=35) randomized to each arm (CONSORT diagram, Figure 1). One patient crossed over from digital telereview to telephone-based telereview since, rather than booking a digital telereview appointment, the patient called the emergency department within 72 hours to report persistent symptoms and complied with instructions to return to the emergency department the next day (on the fourth day postdischarge). This patient was analyzed in the intervention arm in accordance with intention-to-treat.

There were no significant demographic differences between the study groups. Demographics of the study population are described in detail in Table 1. Patients were a mean of 40.0 (SD 13.8; range 22-71) years of age, mostly female (47/70, 67%) and mostly of Chinese ethnicity (39/70, 56%). Symptoms reported at initial presentation are detailed in Table 2 and those reported at follow-up are detailed in Table 3 demonstrating the usefulness of a structured web survey in gathering symptomatology during telereview.
Figure 1. A CONSORT diagram depicting the study. Patients in the control arm receive the push-to-patient form of telephone telereview while patients in the intervention arm receive the pull-from-patient form of digital telereview.
<table>
<thead>
<tr>
<th>Variable</th>
<th>All (N=70)</th>
<th>DoctorBell (n=35)</th>
<th>Telephone (n=35)</th>
<th>Chi-square (df)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>mean (SD)</td>
<td>40.0 (13.8)</td>
<td>40.2 (13.3)</td>
<td>39.7 (14.4)</td>
<td></td>
<td>.88b</td>
</tr>
<tr>
<td>range</td>
<td>22-71</td>
<td>26-69</td>
<td>22-71</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gender, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>&gt;.99</td>
</tr>
<tr>
<td>Male</td>
<td>23 (33)</td>
<td>12 (34)</td>
<td>11 (31)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>47 (67)</td>
<td>23 (66)</td>
<td>24 (69)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ethnicity, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.38</td>
</tr>
<tr>
<td>Chinese</td>
<td>39 (56)</td>
<td>18 (51)</td>
<td>21 (60)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Malay</td>
<td>16 (23)</td>
<td>7 (20)</td>
<td>9 (26)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Indian</td>
<td>6 (9)</td>
<td>3 (9)</td>
<td>3 (9)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>9 (13)</td>
<td>7 (20)</td>
<td>2 (6)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nationality, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.48</td>
</tr>
<tr>
<td>Singaporean/Permanent resident</td>
<td>61 (87)</td>
<td>29 (83)</td>
<td>32 (91)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>9 (13)</td>
<td>6 (17)</td>
<td>3 (9)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pre-study survey respondent, n (%)c</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>&gt;.99</td>
</tr>
<tr>
<td>Patient</td>
<td>56 (92)</td>
<td>28 (93)</td>
<td>28 (90)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Caregiver</td>
<td>3 (5)</td>
<td>1 (3)</td>
<td>2 (6)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Both</td>
<td>2 (3)</td>
<td>1 (3)</td>
<td>1 (3)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Disease manager, n (%)f</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.35</td>
</tr>
<tr>
<td>Patient</td>
<td>56 (92)</td>
<td>29 (97)</td>
<td>27 (87)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Caregiver</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Both</td>
<td>5 (8)</td>
<td>1 (3)</td>
<td>4 (13)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Patient highest level of education, n (%)f</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.38</td>
</tr>
<tr>
<td>None</td>
<td>1 (2)</td>
<td>0 (0)</td>
<td>1 (3)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Primary</td>
<td>2 (3)</td>
<td>2 (7)</td>
<td>0 (0)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Secondary</td>
<td>8 (13)</td>
<td>2 (7)</td>
<td>6 (19)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Postsecondary Diploma/Certificate</td>
<td>19 (31)</td>
<td>11 (37)</td>
<td>8 (26)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Degree</td>
<td>24 (39)</td>
<td>12 (40)</td>
<td>12 (39)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Masters/PhD</td>
<td>7 (11)</td>
<td>3 (10)</td>
<td>4 (13)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Patient needed relative to accompany to hospital, n (%)f</td>
<td></td>
<td></td>
<td></td>
<td>0.8 (1)</td>
<td>.37</td>
</tr>
<tr>
<td>Yes</td>
<td>37 (61)</td>
<td>16 (53)</td>
<td>21 (68)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>24 (39)</td>
<td>14 (47)</td>
<td>10 (32)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

aN/A: not applicable as Fisher’s exact test was used.

bA two-sided t test was used here.

cThis number is less than the group number because respondents did not submit their surveys (n=9, n=5, and n=4 missing in All, DoctorBell, and Telephone, respectively).
Table 2. Patient symptoms at presentation to hospital reported in a web-based survey via a link provided following patient recruitment.

<table>
<thead>
<tr>
<th>Variable</th>
<th>All (n=61)</th>
<th>DoctorBell (n=30)</th>
<th>Telephone (n=31)</th>
<th>Chi-square (df)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Previous abdominal surgery</td>
<td>14 (23)</td>
<td>5 (17)</td>
<td>9 (29)</td>
<td>0.7 (1)</td>
<td>.40</td>
</tr>
<tr>
<td>Abdominal bloating</td>
<td>39 (64)</td>
<td>20 (67)</td>
<td>19 (61)</td>
<td>0 (1)</td>
<td>.87</td>
</tr>
<tr>
<td>Loss of appetite</td>
<td>50 (82)</td>
<td>23 (77)</td>
<td>27 (87)</td>
<td>0.5 (1)</td>
<td>.47</td>
</tr>
<tr>
<td>Fever</td>
<td>16 (26)</td>
<td>9 (30)</td>
<td>7 (23)</td>
<td>0.1 (1)</td>
<td>.71</td>
</tr>
<tr>
<td>Giddiness</td>
<td>34 (56)</td>
<td>16 (53)</td>
<td>18 (58)</td>
<td>0 (1)</td>
<td>.91</td>
</tr>
<tr>
<td>Blood in stools</td>
<td>2 (3)</td>
<td>1 (3)</td>
<td>1 (3)</td>
<td>N/A b</td>
<td>&gt;.99</td>
</tr>
<tr>
<td>Malena</td>
<td>1 (2)</td>
<td>1 (3)</td>
<td>0 (0)</td>
<td>N/A</td>
<td>.49</td>
</tr>
<tr>
<td>Diarrhea</td>
<td>35 (57)</td>
<td>16 (53)</td>
<td>19 (61)</td>
<td>0.1 (1)</td>
<td>.71</td>
</tr>
<tr>
<td>Pale stools</td>
<td>7 (11)</td>
<td>4 (13)</td>
<td>3 (10)</td>
<td>N/A</td>
<td>.71</td>
</tr>
<tr>
<td>Nausea/Vomiting</td>
<td>42 (69)</td>
<td>24 (80)</td>
<td>18 (58)</td>
<td>2.5 (1)</td>
<td>.12</td>
</tr>
</tbody>
</table>

*This number is less than the group number because respondents did not submit their surveys (n=9, n=5, and n=4 missing in All, DoctorBell, and Telephone, respectively).

bN/A: not applicable as Fisher’s exact test was used.

Table 3. Patient symptoms on follow-up teleconsultation reported in a web-based survey via a link provided following patient recruitment.

<table>
<thead>
<tr>
<th>Variable</th>
<th>All (n=43)</th>
<th>DoctorBell (n=14)</th>
<th>Telephone (n=29)</th>
<th>Chi-square (df)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Abdominal pain</td>
<td>12 (28)</td>
<td>3 (21)</td>
<td>9 (31)</td>
<td>N/A b</td>
<td>.72</td>
</tr>
<tr>
<td>Abdominal bloating</td>
<td>8 (19)</td>
<td>3 (21)</td>
<td>5 (17)</td>
<td>N/A</td>
<td>&gt;.99</td>
</tr>
<tr>
<td>Diarrhea</td>
<td>12 (28)</td>
<td>3 (21)</td>
<td>9 (31)</td>
<td>N/A</td>
<td>.72</td>
</tr>
<tr>
<td>Nausea/vomiting</td>
<td>3 (7)</td>
<td>1 (7)</td>
<td>2 (7)</td>
<td>N/A</td>
<td>&gt;.99</td>
</tr>
<tr>
<td>Giddiness</td>
<td>1 (2)</td>
<td>0 (0)</td>
<td>1 (3)</td>
<td>N/A</td>
<td>&gt;.99</td>
</tr>
</tbody>
</table>

*This number is less than the group number because respondents did not submit their surveys (n=9, n=5, and n=4 missing in All, DoctorBell, and Telephone, respectively).

bN/A: not applicable as Fisher’s exact test was used.

There was an overall 71% (50/70) utilization of the telereview service by 32 patients in the telephone-based telereview control arm (32/35, 91%) and 18 patients in the digital telereview intervention arm (18/35, 51%). Most patients in control (33/35, 94%; 95% CI 79.5%-99.0%) and intervention (34/35, 97%; 95% CI 83.4%-99.9%) arms were compliant with final disposition. There was a low rate of re-presentation at 72 hours for both arms (control: 2/35, 6%; 95% CI 1.0%-20.5%; intervention: 2/35, 6%; 95% CI 1.0%-20.5%) and at 2 weeks for both control (2/35, 6%; 95% CI 1.0%-20.5%) and intervention (3/35, 9%; 95% CI 2.2%-24.2%) arms. After the initial 72-hour period, no patients represented within the control arm crossed over whereas the single patient from the intervention arm who crossed over to telephone-based review re-presented at 4 days. Using the chi-square test, there were no significant differences between the control and intervention arms with regards to efficacy as well as safety in terms of re-presentation within 72 hours and within 2 weeks (P>.99).

Discussion

Principal Findings

Emergency department overcrowding is a persistent challenge despite increased human resource capacity and process innovations [16] including emergency department observation wards themselves [15]. This has been exacerbated by the COVID-19 pandemic with front-loaded emergency services. New technologies may help resolve overcrowding through automated solutions such as machine learning to optimize existing processes [17] or digital telemedicine to enable new processes that streamline the flow of patients [3]. This study is the first pragmatic randomized controlled trial that evaluated efficacy of digital telereview for the follow-up of patients with undifferentiated acute abdominal pain. This solution uses a hybrid of asynchronous and synchronous teleconsultation—the unique benefits of which have been outlined in a review and case study of their application in eye care [18]. This study is a timely contribution to ongoing debate surrounding the effective implementation of remote consultation in tertiary care. The results of this study suggest that digital telereview may be a safe and effective tool to optimize follow-up processes for right-siting patients in tertiary care.

Digital platforms may enable safe re-design of existing processes from a push-to-patient form of service delivery to a pull-from-patient form. Earlier studies have indicated that patients may not always have adequate insight about the severity of their illness [19]. Hildebrandt et al [19] surveyed primary care physicians regarding patient-directed afterhours telephone...
trigera services. Calls from patients who considered their conditions to be non-emergent were reviewed by physicians who found that roughly half of these patients (range 22%-77%) required urgent review [19]. In this study, telereview following initial physician contact was selected instead of teletriage in order to ensure that all patients were first counselled by a health professional regarding their condition before intervention.

The use of telereview may not be appropriate in the presence of certain clinical factors. These include patient factors such as lack of insight regarding their health or lack of familiarity with the use of mobile phone technology [7,20]. Some researchers posit that dedicated staff should be rostered to respond to any urgent enquiries and actively follow-up all patients to ensure timely assessment [19]; however, the results from this study indicate that patient-led digital telereview following routine education and discharge advice can be as effective as provider-led active follow-up despite the finding of reduced resource utilization (patient-led digital telereview: 18/35, 51%; provider-led telephone-based telereview: 32/35, 91%; Figure 1).

This pull-from-patient service delivery reduces manpower utilization to coordinate unnecessary telereview in patients who are well. Findings from a retrospective study of 1522 video-conference teletriage interventions over 52 weeks support this notion that teleconsultation can improve clinical efficiency [21]. Similarly, Brennan et al [22] reported good outcomes and time saved from emergency department teleconsultations. In this study, the digital platform served as a filter to triage patients, saved time for emergency department staff by collecting fundamental patient-reported history asynchronously, and presented the information accessibly to emergency department staff for clarification with the attending physician at any suitable time before synchronous consultation (instead of traditionally having to place the patient on-hold and interrupt the attending for advice). The results from the current study will facilitate the necessary health economic assessments to guide the implementation of digital telereview, which need to be conducted based on relevant outcomes that have been identified in the literature such as reduced adverse events and reduced time requirement [23].

Limitations
Limitations of this study include a lack of pre-existing data for sample size calculation and possible selection bias since patients were only recruited when study team members were on shift—a common constraint of studies that are conducted in busy emergency departments [13]. Furthermore, these results may not be generalizable given that participants were relatively young and well-educated although, from a practical perspective, such patients are more likely to use digital consultation services [7,23]. Other limitations are consistent with intention-to-treat analysis such as conservative estimates for efficacy as a result of totals diluted by patients who did not receive the intervention (Figure 1). The strengths of intention-to-treat analysis are that it evaluates the actual performance compared objectively with existing practice by considering any deviations in protocol. Further strengths of this study are the use of the gold standard randomized controlled methodology and the comprehensive description of interventions, participants, and outcomes.

Existing reports caution that successful implementation of a telemedicine intervention may not necessarily be reproduced once the clinical application is even slightly modified. This has been observed with investigations of the WelTel telehealth intervention [2]. Lester et al [2] first reported successful implementation of WelTel for messaging that provides weekly automated notifications for patients with Human immunodeficiency virus (and promotes adherence to anti-retroviral therapy with messages based on patient-reported adherence. When van der Kop et al [24] evaluated use of WelTel to promote attendance to follow-up appointments, they found lower compliance in the patients who received the intervention and no significant difference between the groups. Therefore, the results from our study may not be generalizable to other undifferentiated acute presentations such as chest pain. Physicians, administrators, and researchers should be mindful of factors such as clinical context and the form of intervention in the consideration of existing evidence to guide telehealth implementation [20].

The benefits of applying design-thinking in this manner have been described for numerous telehealth applications including tele-ophthalmology enabled by artificial intelligence since contextual considerations such as lack of adequate infrastructure or stable internet access may have an impact on model implementation [25]. In the context of the COVID-19 pandemic, there is a heightened need for providers to evaluate models such as these to rapidly scale health system capacity to address clinical need and to decentralize services to reduce health care–associated transmission [26]. The concurrent use of asynchronous modalities as a filter before synchronous consultation may help ensure better allocation of healthcare manpower similar to the model in this study. Looking beyond the pandemic, when structured appropriately to address the clinical need, digital telereview developed using a design that is mindful of clinical context to guide telehealth implementation (as described above) may lead to considerable cost savings (as suggested by our results). This has already been definitively demonstrated at scale for other related technology applications such as synchronous artificial intelligence–enabled tele-ophthalmology [27] and asynchronous multicenter cloud-computing enabled registry-based research [28].

Conclusions
Digital telereview may safely facilitate a re-design from a push-to-patient to a pull-from-patient form of follow-up in select patients. This study suggests that there is potential to save cost and manpower-time with digital telereview and has laid the ground work for future investigations to examine the benefits of implementing digital telereview at scale for various clinical applications.
Acknowledgments

Patrick Poh Huan Yu, Ming Xiang Tham, and Nicholas Chew Yi Ming are acknowledged as clinical innovators and research collaborators for developing the novel DoctorBell telehealth platform used in this study. The DoctorBell platform was acquired by Mobile Health Pte Ltd on August 1, 2018 and integrated into the MaNaDr telehealth platform.

DVG received travel funding from the Mobile Health Education grant, Commonwealth Fellowship in Innovation award, and the National Youth Fund award for clinical research training and collaborations at Oxford University and Stanford University. The study was partially funded by the Singapore General Hospital in the form of the research hours contributed by study team members employed by the hospital. Funder(s) played no part in the design, conduct, or decision to publish for this study.

This manuscript is dedicated to the memory of our colleague and friend, the late SY, who succumbed to her illness in the months following the completion of this study. She was a dedicated researcher without whom this study among many others would not have been possible. Her passing is a profound loss and her contributions to medicine and clinical sciences will live on.

Conflicts of Interest

DVG reports investment in DoctorBell, VISRE, AskDr and Shyfts. He reports serving as lecturer and faculty advisor to the medical innovation program of the National University of Singapore, as well as Head of Health Informatics (Collaborative Ocular Tuberculosis Study group).

Multimedia Appendix 1
Singapore General Hospital (SGH) Emergency Observation Ward Gastroenteritis and Abdominal Pain protocols. [PDF File (Adobe PDF File), 447 KB - jmir_v22i6e17417_app1.pdf]

Multimedia Appendix 2
CONSORT-eHEALTH checklist (V 1.6.1). [PDF File (Adobe PDF File), 1276 KB - jmir_v22i6e17417_app2.pdf]

References


Abbreviations

COVID-19: coronavirus disease 2019

SAVED: Safety and efficacy of follow-up for patients with abdominal pain using video consultation

Edited by G Eysenbach; submitted 11.12.19; peer-reviewed by P Więch, J Barros; comments to author 11.02.20; revised version received 20.02.20; accepted 29.02.20; published 15.06.20.

Please cite as:


Evaluating Safety and Efficacy of Follow-up for Patients With Abdominal Pain Using Video Consultation (SAVED Study): Randomized Controlled Trial

J Med Internet Res 2020;22(6):e17417
URL: https://www.jmir.org/2020/6/e17417
doi:10.2196/17417
PMID:32459637
Communication Strategies Used to Obtain Clinical Histories Before Remotely Prescribing Antibiotics for Postal Treatment of Uncomplicated Genital Chlamydia: Service Evaluation

Hannah McCulloch1, MSc; Jonathan Syred1, MSc; Gillian Holdsworth2, MSc, MPH, MBChB, FFPH; Chris Howroyd2, BSc, MPhil; Elena Ardines2, BSc; Paula Baraitser1,2,3, BSc, MSc, MBBS, MD, MA, FFPH, FFSRH

1School of Population Health & Environmental Sciences, King's College London, London, United Kingdom
2SH:24, London, United Kingdom
3Department of Sexual Health and HIV, King's College Hospital, London, United Kingdom

Corresponding Author:
Paula Baraitser, BSc, MSc, MBBS, MD, MA, FFPH, FFSRH
School of Population Health & Environmental Sciences
King's College London
Weston Education Centre, 10 Cutcome Rd
Denmark Hill Campus, SE5 9RJ
London
United Kingdom
Phone: 44 07525630865
Email: paula_baraitser@mac.com

Abstract

Background: Web-based services for testing of sexually transmitted infections are widely available across the United Kingdom. Remote prescriptions with medications posted home may support prompt treatment; however, the absence of face-to-face contact with clinicians raises clinical safety issues as medical history may not be accurately provided.

Objective: This service evaluation aimed to capture the use and explore the safety of 3 remote communication strategies employed within a web-based service offering remote prescriptions of antibiotics, delivered via post, for uncomplicated genital Chlamydia trachomatis. User acceptability and time-from-diagnosis-to-treatment were also obtained.

Methods: Three iterations of the service were compared, where medical history was collected via SMS text message, telephone, or a secure web form before a prescription was issued. We contacted users after they were issued a prescription and completed the medical history a second time via telephone, asking when they took their medication and how they felt about the service. The primary safety measure was agreement in information supplied at 2 assessments (ie, clinical and evaluation assessment) on key elements of safe prescribing: allergies, current medications, or contraindicating clinical conditions or symptoms. Agreement in information between clinical and evaluation assessment was summarized as a binary variable. Factors associated with the assessment agreement variable were explored using univariate and multivariate analysis. The secondary evaluation measures were recall of and adherence to instructions for taking medication, time-from-diagnosis-to-treatment, and acceptability of the web-based service.

Results: All web-based service users, resident in the London Boroughs of Lambeth and Southwark with a positive chlamydia diagnosis, who were eligible for and chose postal treatment between February 15, 2017, and October 24, 2017, were invited to participate in this service evaluation. Of 321 eligible users, 62.0% (199) participated. A total of 27.6% (55/199) users completed the clinical assessment via SMS text message, 40.7% (81/199) users via telephone, and 31.7% (63/199) users via a secure web form. Those who were assessed for prescription via SMS text message were less likely to have an agreement in safe prescribing information than those assessed via telephone (adjusted odds ratio [aOR] 0.22, 95% CI 0.08-0.61; P=.004). We found no statistically significant difference in odds of agreement between the web form and telephone assessment (aOR 0.50, 95% CI 0.17-1.43; P=.20). Median time-to-treatment was 4 days (IQR 3-5.5). In addition, 99.0% (196/199) of users reported understanding remote communication, and 89.9% (178/198) would use the service again.

Conclusions: Postal treatment is an acceptable and rapid treatment option for uncomplicated genital chlamydia. Clinical assessment via SMS text message before remote prescription may not be accurate or sufficient. As health care is delivered via
the web, strategies that support safe remote prescribing are increasingly important, as is their evaluation, which should be robust and carefully considered.

(J Med Internet Res 2020;22(6):e15970) doi:10.2196/15970
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Introduction

Background

Web-based services for testing for sexually transmitted infections (STI) with test kits sent home are widely implemented in the United Kingdom [1,2]. In these services, users order a test kit from a web-based service, take the samples themselves, and post them to a laboratory with results given via SMS text message or telephone. There is evidence that they increase testing uptake in comparison with clinic-based services [3], but the clinical and public health impact of better access to testing requires prompt treatment of the diagnosed infections to prevent onward transmission. Remote prescriptions with medication posted home may facilitate prompt treatment.

Remote prescriptions without face-to-face health professional contact raise safety concerns [4]. The UK General Medical Council advises that clinicians should be satisfied in their ability to adequately assess the patient’s condition through satisfactory medical and drug history, including allergies before remote prescribing, and recommends consideration of the limitations of the medium of communication used to ascertain this information [5]. Health Care Improvement Scotland and the UK National Prescribing Centre have made similar recommendations [4,6,7], advocating a cautious approach to remote prescribing. This is particularly important when prescribing treatment for chlamydia within a web-based sexual health service because (1) there is no face-to-face contact throughout the process of testing, diagnosis, and treatment; (2) sexual health service records are not linked to the primary care record making it difficult to cross-check information, and (3) instructions for use and partner notification are provided remotely.

In this context, it is therefore, particularly important that there is effective remote communication to obtain accurate and sufficient medical history for prescribing, and to ensure correct use of medication and partner notification.

Research has documented poor practice in remote prescribing with medications available without a prescription or an appropriate medical history [8,9]; there are obvious health risks associated with this poor practice [10,11]. However, remote prescribing is also delivered by highly regulated providers where doctors obtain clinical histories through telephone, video, or email consultations [12,13]. There is good evidence that self-completed digital forms collect reliable data on past medical histories for diagnosis [14-17], but little evidence on their value before prescribing. As many health systems move toward a digital first approach (see, eg, the National Health Service, NHS long-term plan [18]) and increasingly use digital or web-based forms for clinical histories, we predict a need to understand their ability to generate accurate information for prescribing.

We developed and piloted remote prescribing and postal treatment of uncomplicated chlamydia infection within a web-based sexual health service. The process and outcomes of testing have been described elsewhere [3,19]. This service was evaluated during its implementation and development to monitor its clinical safety. As the service evolved, 3 remote communication strategies were used to take clinical histories before the prescribing and postal delivery of treatment of uncomplicated chlamydia. As the service evolved, the accuracy of the information obtained through each remote communication strategy was checked by telephoning users after they had received their prescriptions to recheck the information that they had provided. We sought to understand the safety issues highlighted by this service improvement activity. To do this, we described 3 cycles of service development to understand:

• How different media of assessment support accurate medical histories for prescribing
• To what extent service users understood remotely delivered instructions for use
• How different strategies for remote prescription and treatment impacted on time-to-treatment

The Service Evaluated

Sexual Health 24 hours a day (SH:24) is an NHS commissioned web-based service that specializes in system transformation in sexual health services through agile and design-led thinking, using an iterative process of build/test/learn for innovation. SH:24 offers postal self-sampling test kits for chlamydia, gonorrhoea, HIV, and syphilis. Test kits are ordered through a website, with those reporting symptoms of infection referred to local clinics. Test kits are sent by post in discreet packaging that includes the materials for self-sampling—urine for men and vaginal samples for women—and a finger-prick blood sample for HIV and syphilis. The user posts the samples to a laboratory for testing. Chlamydia, gonorrhoea, syphilis, and negative HIV test results are delivered via SMS text message. Reactive HIV test results are delivered via telephone with referral to local clinics for confirmatory testing.

Those with positive chlamydia results who are older than 18 years and asymptomatic are offered postal chlamydia treatment and complete a remote assessment to check their eligibility for the appropriate antibiotic. If eligible, an electronic prescription is issued by a clinician, and the medication is dispensed, packaged, and dispatched by a regulated pharmacy through the Royal Mail registered (but not signed for) postal service. If ineligible for the treatment offered by the web-based service, which at the time of evaluation was a single 1 g dose of
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Azithromycin (SDA) users would be directed to local clinic services for treatment.

During and in response to the evaluation, the media of communication for assessment before the remote prescription changed 3 times.

1. During the first iteration of the service, eligibility was assessed via SMS text message. A single message rather than multiple messages was used as a break in communication during a process (eg, a loss of phone connection) would disrupt the assessment process. The message stated the following:

   Your chlamydia result is positive. We would like to post you a single dose treatment. You would receive it the next working day. First, we need to know: Are you taking medicines or allergic to any medicines, soya or peanuts? (this is important because the medicine may trigger your allergy or interact with other medicines). Do you have liver, kidney, heart problems, or myasthenia gravis? (this is important because treatment may worsen your condition). Are you pregnant or breastfeeding? (this is important as the treatment may affect your baby). Do you have any symptoms: fever, joint pain, pelvic (lower abdominal) pain, or anal pain? (this is important as you may need a different treatment). If you answered no to ALL of these questions, reply NO. If you answered yes to ANY of these questions, reply YES. If you would like to go to a clinic for treatment instead, please reply CLINIC. Text back if you would like help. Thanks, SH:24.

   Those that responded no were then sent this message.

   Thank you. Your treatment is now being prepared. You have told us that you are not taking any medicines, you do not have any medical problems (liver, kidney, heart, myasthenia gravis) and you do not have any symptoms of chlamydia. Text back if you have any queries or questions we always prefer to answer queries to prevent any future problems. Thanks, SH:24

2. During the second iteration, the same questions were asked by a clinician over the telephone with responses recorded in the web-based clinical record.

3. During the third iteration, the same questions were asked via a secure web form, which was self-completed by service users.

Instructions for medication use, including abstinence from sexual intercourse for 7 days after commencing treatment and partner notification was provided in written form with the medication. The change from iteration 1 to iteration 2 occurred because a user reported an allergy in the evaluation that was not reported in the clinical assessment. The change from iteration 2 to iteration 3 occurred because it was felt to be time inefficient for the clinical team. Iteration 3 is the system currently implemented.

Methods

Design and Data Collection

All SH:24 users, resident in the London Boroughs of Lambeth and Southwark, with a positive chlamydia diagnosis who were eligible for and chose postal treatment between February 15, 2017, and October 24, 2017, were invited to take part in this service evaluation. Data were collected through a standardized telephone questionnaire delivered by a trained researcher after the medication had been prescribed and dispatched. This questionnaire documented relevant medical history, medication history (including allergies), time-to-treatment, and user experience. The full questionnaire can be found in Multimedia Appendix 1.

Each user, in effect, received the medical eligibility questions twice—one during their clinical assessment and once during the service evaluation. In iterations 1 and 3, there was a difference in the mode of communication between the clinical assessment and the evaluation assessment. During iteration 2, the mode of questioning before and after treatment delivery was the same. This is illustrated in Figure 1. As this was a service evaluation, there were no power calculations to determine the number of people in each arm. The service developed in response to real-time analysis of the evaluation rather than according to a research plan.

Measures

We refer to the preprescription assessment as the clinical assessment and the postprescription assessment as the evaluation assessment. The primary safety measure was agreement in information supplied at the 2 assessments on key elements of safe prescribing: allergies, current medications, or contraindicating clinical conditions or symptoms. The secondary evaluation measures were recall of and adherence to instructions for taking the medication, time-from-diagnosis-to-treatment, and acceptability of the postal treatment service.

Analysis

Descriptive statistics were used to summarize participant characteristics using parametric and, where appropriate, nonparametric tests. Agreement in key safe prescribing information supplied at the clinical assessment and the evaluation assessment was summarized as 1 binary variable, where matching information between assessments was given a value of 1, and conflicting or disparate information was given a value of 0. Logistic regression was then used to determine factors associated with agreement in key safe prescribing information. Univariate analysis was used to determine its relationship with demographic characteristics, previous clinic attendance, and method of clinical assessment, and variables significant at a 0.05 level were compiled to create a multivariable logistic model. A Kruskal-Wallis H test was conducted to determine the relationship between median time-to-treatment and method of clinical assessment.
Ethical Considerations

This work observed a build-test-learn cycle based on a human-centred design approach to service development carried out by a digital sexual health service, which adapted strategies that are already used by UK-registered web-based pharmacies. As a service evaluation, it focuses on auditable outcomes such as compliance with medical advice and processes, as well as time to treatment. For this service evaluation project, we did not request a formal ethics review; however, we conducted the evaluation in line with standard ethical procedures. To maintain confidentiality, users were asked to confirm the first line of their address before any information was disclosed about the nature of the telephone call. They were given full information about the evaluation and given the option to participate. Paper surveys, filled in by the researcher while on the phone, were marked with the user’s unique identifier and stored in a locked filing cabinet. Unique identifiers could only be linked to identifiable data by accessing the web-based service.

Results

Evaluation Uptake

During the study period, there were 581 chlamydia diagnoses and offers of postal treatment, of which 260 (44.8%) chose to access or were directed to clinic-based services (mainly because they had symptoms). Of the 321 who chose postal treatment, 199 (62.0%) participated in the evaluation (101 could not be contacted, 16 declined to participate, and 5 were excluded—3 repeat users, 1 could not confirm their address, and 1 had decided to attend a clinic). Of the 199 participants, 55 (27.6%) completed the clinical assessment via SMS text message, 81 (40.7%) via telephone, and 63 (31.7%) via a secure web form (Figure 2). The median time between the clinical assessment and the evaluation assessment was 17 days (IQR 10-35).
Participant Characteristics

The sociodemographic and clinic attendance characteristics of those who did and did not take part in the evaluation are described in Table 1.

**Table 1.** Sociodemographic characteristics of individuals who ordered postal treatment for chlamydia (N=321).

<table>
<thead>
<tr>
<th>Sociodemographic characteristic</th>
<th>Sample (n=199), n (%)</th>
<th>Population (N=321), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age group (years)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18-19</td>
<td>21 (10.6)</td>
<td>37 (11.5)</td>
</tr>
<tr>
<td>20-24</td>
<td>83 (41.7)</td>
<td>126 (39.3)</td>
</tr>
<tr>
<td>25-29</td>
<td>54 (27.1)</td>
<td>95 (29.6)</td>
</tr>
<tr>
<td>30-34</td>
<td>26 (13.1)</td>
<td>39 (12.1)</td>
</tr>
<tr>
<td>35+</td>
<td>15 (7.5)</td>
<td>24 (7.5)</td>
</tr>
<tr>
<td><strong>Gender</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>99 (49.7)</td>
<td>168 (52.3)</td>
</tr>
<tr>
<td>Female</td>
<td>100 (50.3)</td>
<td>153 (47.7)</td>
</tr>
<tr>
<td><strong>Ethnicity</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>76 (38.2)</td>
<td>143 (44.6)</td>
</tr>
<tr>
<td>Black British or Black Caribbean or Black African</td>
<td>73 (36.7)</td>
<td>103 (32.1)</td>
</tr>
<tr>
<td>Asian or Asian British</td>
<td>8 (4.0)</td>
<td>12 (3.7)</td>
</tr>
<tr>
<td>Mixed or multiple groups</td>
<td>24 (12.1)</td>
<td>38 (11.8)</td>
</tr>
<tr>
<td>Other or prefer not to say</td>
<td>18 (9.0)</td>
<td>25 (7.8)</td>
</tr>
<tr>
<td><strong>Sexual orientation</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Heterosexual</td>
<td>176 (88.5)</td>
<td>288 (89.7)</td>
</tr>
<tr>
<td>Homosexual</td>
<td>5 (2.5)</td>
<td>7 (2.2)</td>
</tr>
<tr>
<td>Bisexual</td>
<td>14 (7.0)</td>
<td>17 (5.3)</td>
</tr>
<tr>
<td>Prefer not to say</td>
<td>4 (2.0)</td>
<td>9 (2.8)</td>
</tr>
<tr>
<td><strong>Index of multiple deprivation quintile</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 (most deprived)</td>
<td>66 (33.2)</td>
<td>108 (33.6)</td>
</tr>
<tr>
<td>2</td>
<td>83 (41.7)</td>
<td>127 (39.6)</td>
</tr>
<tr>
<td>3</td>
<td>32 (16.1)</td>
<td>56 (17.5)</td>
</tr>
<tr>
<td>4</td>
<td>13 (6.5)</td>
<td>19 (5.9)</td>
</tr>
<tr>
<td>5 (least deprived)</td>
<td>5 (2.5)</td>
<td>11 (3.4)</td>
</tr>
<tr>
<td><strong>Ever attended a sexual health clinic?</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>147 (73.9)</td>
<td>227 (70.7)</td>
</tr>
<tr>
<td>No</td>
<td>52 (26.1)</td>
<td>94 (29.3)</td>
</tr>
<tr>
<td>**Attended a sexual health clinic in the last 12 months?**a</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>77 (38.7)</td>
<td>109 (34.0)</td>
</tr>
<tr>
<td>No</td>
<td>94 (47.2)</td>
<td>150 (46.7)</td>
</tr>
<tr>
<td>Did not answer</td>
<td>28 (14.1)</td>
<td>62 (19.3)</td>
</tr>
</tbody>
</table>

*aWas not answered by all participants.

**Agreement in Key Safe Prescribing Information**

We considered all discrepancies between the clinical and evaluation assessment. New clinical information reported at the evaluation assessment but not the clinical assessment was reported to the web-based service clinical team who managed it according to the clinical incident policy.

During the clinical assessment, 154 participants reported no contraindications, and all except 2 reported the same information at the evaluation assessment. The 2 exceptions were 2 women who were taking the contraceptive pill.

During the evaluation assessment, 45 individuals reported potential contraindications, and 31 of these omitted this from
their clinical assessment (14 unreported medications, 6 allergies, 1 previous operation, and 10 genital symptoms). One of these contraindications, an allergy to peanuts, could have caused a serious interaction with the medication prescribed.

Of the 33 discrepancies between clinical and evaluation assessments, 15 (46%) occurred when the clinical assessment was completed via SMS text message, 8 (24%) via telephone, and 10 (30%) via the secure web form. Univariate analysis showed that method of clinical assessment, gender, and sexuality were independently associated with agreement between the clinical and evaluation assessment. When combined in a multivariable model, method of initial assessment, gender, and sexuality remained statistically significantly associated with agreement between the 2 assessments.

The adjusted odds of agreement between assessments were 78% less among participants who completed their clinical assessment via SMS text messaging compared with those who completed this via telephone. This result was statistically significant (see Table 2). We found no statistically significant difference between the odds of agreement between assessments completed via telephone and via the secure web form.

Of those who took their medication, 91.1% (175/192) correctly recalled advice to abstain from sex for 7 days after they and their partner had commenced treatment, 93.4% (184/197) recalled advice on partner notification, and 89.3% (176/197) had notified partners.
Table 2. Crude and adjusted odd ratios of agreement in reporting information.

<table>
<thead>
<tr>
<th>Exposure variable</th>
<th>Crude odds ratio (95% CI)</th>
<th>P value</th>
<th>Adjusted odds ratio (95% CI)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Method of initial assessment</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Call</td>
<td>1 (reference)</td>
<td>_b</td>
<td>1 (reference)</td>
<td>_b</td>
</tr>
<tr>
<td>SMS text message</td>
<td>0.29 (0.11-0.75)</td>
<td>.01</td>
<td>0.22 (0.08-0.61)</td>
<td>.004</td>
</tr>
<tr>
<td>Secure web form</td>
<td>0.58 (0.21-1.57)</td>
<td>.28</td>
<td>0.50 (0.17-1.43)</td>
<td>.20</td>
</tr>
<tr>
<td><strong>Ever attended a clinic?</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>1 (reference)</td>
<td>_b</td>
<td>1 (reference)</td>
<td>_b</td>
</tr>
<tr>
<td>No</td>
<td>2.21 (0.81-6.07)</td>
<td>.12</td>
<td>_d</td>
<td>_d</td>
</tr>
<tr>
<td><strong>Gender</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>1 (reference)</td>
<td>_b</td>
<td>1 (reference)</td>
<td>_b</td>
</tr>
<tr>
<td>Male</td>
<td>2.66 (1.19-5.93)</td>
<td>.02</td>
<td>2.75 (1.16-6.56)</td>
<td>.02</td>
</tr>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18-19</td>
<td>1 (reference)</td>
<td>_b</td>
<td>1 (reference)</td>
<td>_b</td>
</tr>
<tr>
<td>20-24</td>
<td>1.68 (0.52-5.40)</td>
<td>.38</td>
<td>_d</td>
<td>_d</td>
</tr>
<tr>
<td>25-29</td>
<td>2.10 (0.58-7.55)</td>
<td>.26</td>
<td>_d</td>
<td>_d</td>
</tr>
<tr>
<td>30-34</td>
<td>1.31 (0.32-5.32)</td>
<td>.70</td>
<td>_d</td>
<td>_d</td>
</tr>
<tr>
<td>35+</td>
<td>1.25 (0.25-6.29)</td>
<td>.78</td>
<td>_d</td>
<td>_d</td>
</tr>
<tr>
<td><strong>Ethnicity</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>1 (reference)</td>
<td>_b</td>
<td>1 (reference)</td>
<td>_b</td>
</tr>
<tr>
<td>Black British/Caribbean/African</td>
<td>0.87 (0.37-2.05)</td>
<td>.74</td>
<td>_d</td>
<td>_d</td>
</tr>
<tr>
<td>Asian/Asian British</td>
<td>1.31 (0.15-11.66)</td>
<td>.81</td>
<td>_d</td>
<td>_d</td>
</tr>
<tr>
<td>Mixed/multiple groups</td>
<td>0.56 (0.19-1.71)</td>
<td>.31</td>
<td>_d</td>
<td>_d</td>
</tr>
<tr>
<td>Other/prefer not to say</td>
<td>3.19 (0.39-26.26)</td>
<td>.28</td>
<td>_d</td>
<td>_d</td>
</tr>
<tr>
<td><strong>Sexuality</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Heterosexual</td>
<td>1 (reference)</td>
<td>_b</td>
<td>1 (reference)</td>
<td>_b</td>
</tr>
<tr>
<td>Homosexual</td>
<td>0.69 (0.07-6.45)</td>
<td>.75</td>
<td>0.34 (0.03-3.65)</td>
<td>.37</td>
</tr>
<tr>
<td>Bisexual</td>
<td>0.23 (0.07-0.72)</td>
<td>.01</td>
<td>0.19 (0.06-0.66)</td>
<td>.009</td>
</tr>
<tr>
<td>Prefer not to say</td>
<td>_c</td>
<td></td>
<td>_c</td>
<td></td>
</tr>
<tr>
<td><strong>Index of multiple deprivation quintile</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 (most deprived)</td>
<td>1 (reference)</td>
<td>_b</td>
<td>1 (reference)</td>
<td>_b</td>
</tr>
<tr>
<td>2</td>
<td>1.10 (0.47-2.56)</td>
<td>.83</td>
<td>_d</td>
<td>_d</td>
</tr>
<tr>
<td>3</td>
<td>3.33 (0.70-15.90)</td>
<td>.13</td>
<td>_d</td>
<td>_d</td>
</tr>
<tr>
<td>4</td>
<td>0.36 (0.10-1.28)</td>
<td>.13</td>
<td>_d</td>
<td>_d</td>
</tr>
<tr>
<td>5 (least deprived)</td>
<td>_c</td>
<td></td>
<td>_c</td>
<td></td>
</tr>
</tbody>
</table>

*aOnly variables where crude odds ratios were found to be significant (P<.05) were carried into the multivariable model.

*bReference group.

*cNot applicable, as variable was not carried into the multivariable model.

dNot applicable, as no sample participants within these categories.
Time-From-Diagnosis-to-Treatment

From the 192 participants who took their treatment, median time-to-treatment was 4 days (IQR 3-5.5). A total of 91.7% (176/192) of those evaluated were treated within 7 days of receiving their positive diagnosis.

A Kruskal-Wallis H test was used to analyze the relationship between time-to-treatment and the medium of the clinical assessment as this variable was not normally distributed. Of the 192, 55 were assessed via SMS text message, 76 via telephone, and 61 via web form. There was a statistically significant difference between time-to-treatment by method of clinical assessment ($H_2=24.169; P<.001$), with a median time-to-treatment of 2.5 days for SMS text messaging, 4 days for web form, and 4.5 days for telephone call. Similarly, statistically significant differences were found between SMS text message and telephone call ($H_2=21.990; P<.001$) and SMS text message and web form ($H_2=14.702; P<.001$). There was no statistically significant difference in the median time-to-treatment between web form and telephone call.

User Acceptability

The majority of users (185/197, 93.9%) were happy with the information provided on treatment. Almost all users reported that they could both understand (196/199, 99.0%) and were comfortable (196/198, 98.5.0%) with the SMS text messages they received from the service. 19.4% (38/196) contacted SH:24 for support, and 89.9% (178/198) said they would use the web-based service again.

Discussion

Principal Findings

This service evaluation documented an iterative process of testing 3 methods of clinical assessment before remote prescribing. It showed that users are significantly more likely to report accurate clinical histories during a telephone consultation than through a single SMS text message. We did not find a statistically significant difference between the accuracy of clinical histories reported via telephone and via the secure web form. It showed that treatment via a web-based sexual health service in general, and SMS text message assessment in particular, supports rapid treatment that is well within the standards set in current guidance; the National Chlamydia Screening Programme (NCSP) audit standard aims for 95% of patients to have a time-to-treatment of 6 weeks or less [20,21]. An NCSP audit of chlamydia treatment services carried out in 2017 [22] found that 92.0% of the sample met this standard, whereas within this service evaluation, 91.7% (176/192) of those evaluated were treated within 7 days of receiving their positive diagnosis. This is comparable with findings from Estcourt et al’s [23] exploratory studies into an electronic sexual health clinic system for management, prevention, and control of STIs, where results were delivered via a secure web portal and treatment was collected from a local pharmacy.

Our findings are important as treatment is increasingly part of routine web-based sexual health services. This is reflected both in the use of the web-based service evaluated here and quality standards and guidelines recently released by relevant professional bodies.

Since the start of the service in 2017, 5130 chlamydia treatments have been delivered via SH:24 by post in 14 different areas of the country. Postal treatment is highly acceptable to service users, with 80% of those offered treatment by post taking up this offer. More information about the uptake and number of orders can be found in Multimedia Appendix 2. The service now uses the secure web form to assess eligibility, and SMS text messaging or telephone are no longer used, except to gain more detail on contraindications that have been reported in the form.

Since the development of the service, the Faculty of Sexual and Reproductive Healthcare and the British Association for Sexual Health and HIV (BASHH) have published the first quality standards for online and remote providers of sexual and reproductive health care [24]. These standards not only reiterate the General Medical Council’s (GMC’s) recommendations on safety and remote prescribing [5] but also highlight the safety nets services should have to navigate and mitigate risks that may come with remote consultations [24]. The service evaluated here has developed a 2-way process around the secure web form that is now used as the clinical assessment for eligibility in the web-based remote chlamydia treatment service where free textboxes within the web form allow users to share, for example, any medication they may be taking. Furthermore, as per the GMC guidelines, they now ask patients for their consent to share treatment information with their general practitioner [25].

Other changes in the service since this evaluation reflect updated clinical guidelines; during the evaluation users were offered SDA as first-line treatment; however, in response to BASHH recommendations [21], the first-line treatment offer for uncomplicated urogenital, pharyngeal, and rectal chlamydia infections is now Doxycycline 100 mg bd for 7 days.

Interpretation

Higher risks associated with the SMS text message assessment provide important learning. New technologies such as cross-platform messaging services (eg, WhatsApp) are increasingly used by businesses for secure communication with their customers and strategies for assessment before medical prescribing may develop in this direction. We recommend further investigation into the risks and benefits of these approaches. The SMS text messaging strategy used here was limited to a single (rather long) message that included multiple questions and required a single answer. This is suboptimal and is a function of the limitations of SMS text messaging technology. It was not possible to break up the message into individual SMS text messages in case the connection was lost halfway through the interaction. SMS text messages remain undelivered when the connection breaks, unlike, for example, WhatsApp, where messages are delivered as soon as the connection is resumed. web forms are commonly used for history taking before prescriptions. This evaluation suggests that this is a promising approach, but our sample size was insufficient to provide significant results, and future research
should explore their performance in comparison with telephone and face-to-face assessment.

Our analysis assumes that telephone assessment by an experienced clinician is safe as this is standard practice, but it also suggests that even this method is associated with inaccuracies. Even face-to-face consultations are associated with medication errors (usually prescribing errors) in hospitals varying between 2% and 14% [26]. It is likely that no method is consistently reliable in obtaining an accurate history. Situations where the clinical history can be checked against previous health records have obvious advantages, but this is not possible in sexual health where information traditionally is not linked to the rest of the medical record as a strategy to maintain confidentiality [27].

**Limitations**

A small evaluation of a rapidly evolving service, this service evaluation did not calculate sample size when conceived. Participants were not allocated to a method of clinical assessment; designed to judge current care provided, the service evaluation followed an evolving service, where 3 iterations of the service design allowed for retrospective exploration of factors associated with agreement in safe prescribing information, including method of clinical assessment. Although, even with a small sample, we did find in odds of agreement between SMS text messaging and telephone call, a robust, considered piece of research, with a calculated sample size, would be needed to fully explore the relationship between method of clinical assessment and agreement in safe prescribing information. As methods were tested consecutively, users were not randomly allocated to a particular method. Hence, those carrying out the follow-up assessment may not have been blinded; a possible source of bias.

We recognize the role that reporting bias may have played in user evaluation assessments. Users asked to reflect on their symptoms, once they have been given a diagnosis, may recognize symptoms they previously may have been deemed unrelated. Several women reported abdominal pain in the evaluation assessment, that they had considered period pain before they received their positive diagnosis. Preexisting literature highlights poor knowledge of nature and symptoms of chlamydia infection [28-30]. In a study of 18- to 24-year olds, a third of respondents were unaware of the asymptomatic nature of chlamydia infection, and 80.2% of respondents failed to recognize lower abdominal pain as a potential symptom in women [30].

Although most participants of this service evaluation stated a preference for a remote treatment service, as the sample consists solely of those who self-identify as asymptomatic, this should not be generalized to everyone seeking treatment. Sexual health clinics remain an integral element of STI treatment and care, and web-based services should be well integrated with face-to-face services [31,32]. However, considering that at least 70% of women and 50% of men infected with chlamydia are asymptomatic [33,34], this shows acceptability in a large proportion of those who need treatment.

**Conclusions and Recommendations**

Postal treatment is an acceptable and rapid treatment option for uncomplicated genital chlamydia. Clinical assessment via SMS text message before remote prescription may not be accurate or sufficient. As health care is delivered, strategies that support safe remote prescribing are increasingly important, as is their evaluation, which should be robust and carefully considered.

**Acknowledgments**

This service evaluation was undertaken as part of a multidisciplinary evaluation of web-based sexual health services funded by Guys and St Thomas' Charity.

**Authors’ Contributions**

PB, JS, GH, and CH contributed to the study conception. AS, JS, PW, and HM were responsible for data collection. HM contributed to the analysis. HM and PB contributed to the write-up.

**Conflicts of Interest**

PB, GH, and CH are directors of SH:24 (a not-for-profit community interest company). EA is also employed by SH:24. Since October 2019, HM has been working as a research associate at SH:24.

**Multimedia Appendix 1**

Service evaluation questions.

[DOCX File , 13 KB - jmir_v22i6e15970_app1.docx ]

**Multimedia Appendix 2**

Information on chlamydia treatment service provision.

[DOCX File , 13 KB - jmir_v22i6e15970_app2.docx ]

**References**


Abbreviations

BASHH: British Association for Sexual Health and HIV
GMC: General Medical Council
NCSP: National Chlamydia Screening Programme
NHS: National Health Service
SDA: single dose of Azithromycin
SH: 24: Sexual Health 24 hours a day
STI: sexually transmitted infection

©Hannah McCulloch, Jonathan Syred, Gillian Holdsworth, Chris Howroyd, Elena Ardines, Paula Baraitser. Originally published in the Journal of Medical Internet Research (http://www.jmir.org), 17.06.2020. This is an open-access article distributed under the terms of the Creative Commons Attribution License (https://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution, and reproduction in any medium, provided the original work, first published in the Journal of Medical Internet...
Research, is properly cited. The complete bibliographic information, a link to the original publication on http://www.jmir.org/, as well as this copyright and license information must be included.
Abstract

Background: Many patients with mental disorders remain untreated. Video-based mental health care demonstrates comparable effectiveness to face-to-face treatments and is a promising mode for delivering specialized care within primary care. Nevertheless, professionals struggle with implementing video consultations in their daily practice. Specifically, little is known about mental health specialists’ acceptance of mental health video consultations in routine practice. The PROVIDE (ImPROving cross-sectoral collaboration between primary and psychosocial care: An implementation study on VIDEo consultations) project aims to improve cross-sectoral collaboration between primary and psychosocial care through implementing video consultations in primary care. To increase the uptake of video consultations, it is crucial to account for necessary prerequisites and to tailor interventions to the needs of the target group prior to implementation.

Objective: The aim of this study was to explore the acceptance of video consultations embedded in primary care from the perspectives of mental health specialists in Germany.

Methods: We conducted a qualitative, exploratory, preimplementation study in urban and rural counties. We conducted three semistructured focus groups with 11 mental health specialists. We used qualitative content analysis combining an inductive-deductive approach, applying the Tailored Implementation in Chronic Diseases (TICD) framework to the text material, which comprises individual health professional factors; patient factors; professional interactions; incentives and resources; capacity for organizational change; social, political, and legal factors; and guideline factors.

Results: Against the background of long waiting times and a shortage of mental health specialists, especially in rural areas, participants valued video consultations as a potential means to improve access to mental health care. With respect to the TICD framework domains, the participants most often discussed individual health professional factors, followed by patient factors. All participants highlighted the importance of a trusting relationship between the patient and the therapist and doubted whether such a relationship could be established through video consultations (11/11, 100%). However, participants considered mental health specialist video consultations to be particularly suited for patients in rural areas, those with impaired mobility, and those who may otherwise remain untreated (6/11, 55%). Most participants expected video consultations to help the aforementioned patient groups avoid tedious searching for an available therapist and save on travel time and, therefore, improve access to specialized care for patients (7/11, 64%). Moreover, the participants expected video consultations to improve collaboration with the family physician (6/11, 55%). Finally, participants identified organizational aspects, such as reliable scheduling, the duration of the individual consultation (9/11, 82%), and reimbursement conditions (7/11, 67%), as key drivers for the acceptance and adoption of the model.
Conclusions: While mental health specialists expect video consultations to improve access to specialized care for some patients, they consistently wonder whether such consultations can establish a trusting patient-therapist relationship. When implementing video consultations, these concerns should be addressed by training providers in managing technology-based treatment settings, with extra consideration for fostering the patients’ and therapists’ engagement.

Trial Registration: German Clinical Trials Register DRKS00012487; https://tinyurl.com/uhg2one

(J Med Internet Res 2020;22(6):e17569) doi:10.2196/17569
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video consultations; videoconferencing; telehealth; integrated care; mental health; health services research; qualitative study; preimplementation

Introduction

Background

Many patients with common mental health conditions, such as depression, anxiety, or somatic symptom disorders, solely consult their family physicians. When seeking specialized mental health care, patients face the challenge of limited access, especially in rural areas. A significant number of these patients remain undiagnosed or receive psychiatric medication prescriptions, although most would prefer psychological treatment [1,2]. According to the American Psychiatric Association and the Academy of Psychosomatic Medicine, mental health care specialists—namely, psychotherapists and psychiatrists—are required to provide patient-centered care and improve access of care (eg, by supporting integrated delivery and providing multiple points of access) [3]. Internet-based integrated care models such as video consultations are one way to address the demands for mental health care, provided that family physicians and mental health specialists can overcome system barriers and foster cross-sectoral communication. Several studies demonstrated acceptable feasibility and equal effectiveness of video consultations compared to face-to-face treatments in psychotherapy [4-10]. Additionally, video consultations can save costs and travel time [4,11]. Patients generally accept video consultations and are often satisfied with this mode of treatment delivery [6,8,12]. However, regarding the uptake of best evidence in practice, one consistent research finding is the gap between evidence-based interventions and their adoption in clinical practice. To bridge this gap, it is crucial to identify user acceptance of interventions and to explore prerequisites among the target group of intervention users to tailor the intervention to their needs and foster the adoption of best practice standards into routine care [13]. Several projects evaluated video-based integrated care models, but little is known regarding how mental health specialists, especially in Germany, perceive the acceptance of real-time video consultations between patients presenting to the primary care practice and off-site mental health specialists.

Mental Health Specialist Video Consultations Embedded in Primary Care

The PROVIDE (ImPROving cross-sectoral collaboration between primary and psychosocial care: An implementation study on VIDEo consultations) project aims to improve cross-sectoral collaboration between primary and psychosocial care through implementing video consultations in primary care. The intervention involves clinical diagnostics, care planning, and crisis management or brief psychotherapy and is limited to a maximum of five consultations. Specifically, mental health specialists will conduct video consultations with patients with depression and/or anxiety who are under the care of his or her primary care family physician. The PROVIDE project consists of three stages: first, we identified barriers and facilitators of stakeholders to determine their needs and tailor the model accordingly (preimplementation phase: PROVIDE-A). Supplementing our recently published work on the perceptions of family physicians regarding mental health specialist video consultations in primary care [14], this paper presents the results for psychotherapists and psychiatrists from the initial preimplementation phase of the PROVIDE project. Second, the video consultation model will be put into practice and evaluated regarding the acceptance and practicability within a pilot study (feasibility study: PROVIDE-B) [15]. Third, the model will be optimized where necessary and tested in a randomized controlled trial (RCT) with respect to the extent to which the burden of depression and anxiety of patients changes, as well as patient outcomes, as compared to patients who received usual care (implementation study, RCT: PROVIDE-C).

Purpose of the Study

This qualitative study from the preimplementation phase of PROVIDE-A aimed to (1) identify perceived acceptance of the intervention among mental health specialists and (2) shed light on prerequisites—namely, barriers and facilitators—for the implementation of mental health specialist video consultations.

Methods

Study Design

In order to assess the acceptance of mental health specialist video consultations, we conducted a cross-sectional, qualitative, exploratory preimplementation study with mental health specialists. The results of this study will be used to further tailor the intervention model to the practical needs of mental health specialists and will then be evaluated within a following feasibility study [15]. We conducted three focus groups with a total of 11 participants. By using focus groups, we were able to collect diverse perceptions and experiences, which focus group participants typically disclose to each other and on which they collectively reflect [16]. This study was approved by the Ethics Committee of Heidelberg Medical School (Reference S-197/2017) and was preregistered with the German Clinical Trials Register (DRKS00012487). We followed the COREQ

http://www.jmir.org/2020/6/e17569/
(COnsolidated criteria for REporting Qualitative research) guidelines for reporting study results (see Multimedia Appendix 1) [17]. The authors had full access to all the data in this study and take complete responsibility for the integrity of the data and the accuracy of the data analysis.

Participants and Recruitment

We used purposeful sampling to obtain a broad range of perceptions [18]. To be eligible, mental health specialists had to be registered with the Association of Statutory Health Insurance Physicians in one of the five countries covered in this study; the five counties were selected from a total of 35 counties in Baden-Wuerttemberg, one of 16 German federal states. Overall, 583 mental health specialists were eligible. We chose a stratified randomized sample of two waves—first wave in June 2017 (N=100); second wave in September 2017 (N=195)—in order to recruit at least 10 participants for the focus groups. Due to the shortage of mental health specialists, particularly in rural areas, we aimed to explore potential distinctions between rural and suburban areas and urban areas. Therefore, we used the Degree of Urbanisation (DEGURBA) classification from the European Commission to distinguish the urban and rural counties [19]. Overall, 275 mental health specialists from cities, 261 mental health specialists from suburbs, and 47 mental health specialists from rural areas were eligible. We sent a written questionnaire to a total of 295 stratified randomized mental health specialists regarding their perception of mental health specialist video consultations (results not presented here) and invited them to participate in a focus group. If no response had been received within 3 weeks, we reminded all nonresponders via follow-up telephone calls (up to three calls). To schedule the focus groups, we contacted all 27 eligible mental health specialists, by telephone, who had expressed interest in participating. A total of 15 mental health specialists subsequently declined study participation, mainly due to time restrictions (9/15, 60%). One participant agreed to participate in a telephonic interview but is not included in the analysis, as we focus on collective reflections on the intervention. Overall, we conducted three semistructured focus groups with a total of 11 participants. We stopped data collection and started data analysis when no new insights occurred in the data and the content began to repeat. We offered a nonadvertised, individual monetary compensation of €50 (US $55) to all participants.

Focus Groups

For the development of a questionnaire guide (see Multimedia Appendix 2), we followed established recommendations [20] and used a team-based approach—M Hoffmann, sociologist; MW, implementation science; M Hartmann, psychotherapist; and MWH, internal medicine specialist—advancing to specific open-ended, jargon-free questions from the initial formulation of key questions in a logical sequence. The interviews focused on (1) how mental health care providers perceive current mental health care, (2) the acceptance of and intent to adopt mental health specialist video consultations, and (3) factors that promote or inhibit the use of the model. Before conducting the focus groups, we piloted the guide on one mental health specialist and modified it accordingly. The question guide was also reviewed after the first focus group with mental health specialists. The first author (M Hoffmann: PhD student, master’s degree in sociology, and expertise in qualitative research) and the last author (MWH: MD, internal medicine specialist, senior researcher, and content expert for mental health services), who had no contact or relationship with any participant prior to the study, conducted the focus groups. The focus groups, which ranged from 2 to 5 participants and lasted 80-110 minutes, were conducted at Heidelberg University Hospital between August and November 2017; participants were from one urban and four rural or suburban counties. We used the question guide to encourage discussion and to collect comparable data through introducing similar discussion topics. To stimulate the discussion, the moderators presented a video clip illustrating the model using an example of a fictional patient suffering from depression. We made the study objectives and data protection guidelines transparent to all participants, who provided written consent prior to data collection. We guaranteed the absence of nonparticipants during the focus groups. We audio recorded all focus groups and uploaded them to a secure server based at Heidelberg University Hospital, which was only accessible to the research team. Additionally, we made field notes.

Analysis

A professional transcription service completed verbatim audio transcriptions of all focus groups. We did not return transcripts to participants for comment. We pseudonymized all transcripts according to data protection guidelines. Two members of the research team (M Hoffmann and MWH) independently performed content analysis [21] using MAXQDA 2018, following a two-step, deductive-inductive, and data-driven development of a system of categories. First, we used the Tailored Implementation in Chronic Diseases (TICD) framework [22] as a coding framework to deductively identify relevant determinants, focusing on barriers and facilitators of the acceptance of mental health specialist video consultations. The TICD framework is regarded as particularly appropriate for processing data focusing on implementation factors in order to tailor an intervention to specific needs. Second, we inductively generated the subcodes based on the analysis of every transcript. Both researchers compared their analysis, and disagreements throughout the process were discussed and resolved among the research team. We analyzed the remaining transcripts based on the developed coding system. In order to ensure that all key aspects were represented in the coding system, codes were consequently modified when new aspects emerged. Table MA3-1 in Multimedia Appendix 3 provides a summary of the coding system. We did not ask participants to provide feedback on the findings.

Results

Overview

Table 1 shows the characteristics of the 11 participants. Specifically, we interviewed 4 licensed psychological psychotherapists (36%), 3 physicians with board certification in psychosomatic medicine and psychotherapy (27%), 3 board-certified psychiatrists (27%), and 1 medical doctor with...
an additional qualification in psychotherapy (psychotherapeutisch tätiger Arzt, in German) (9%).

**Depiction of Current Practice**

Three main topics related to the current practice of patients with mental disorders in outpatient care emerged. First, long waiting times and an insufficient number of available mental health specialists (10/11, 91%) were the most frequently discussed issue, particularly due to the urban-rural divide. Especially for more severely affected patients, participants perceived long travel distances as well as long waiting times as barriers for the uptake of psychotherapy.

_Sometimes the patients must wait for a very long time and sometimes they are also very burdened. They are also not able to call five other psychotherapists and drive to all of them._ [Participant #3, focus group #2]

Second, mental health specialists identified another health care gap regarding some patient groups and their difficulties in finding a therapist (6/11, 55%), such as the elderly, patients with impaired mobility, as well as severely affected patients (eg, those with borderline personality disorders). Third, beyond patient-related factors, mental health specialists perceived a lack of collaboration with family physicians (6/11, 55%), for instance, the absence of comprehensive referral letters (4/11, 36%) and the lack of an opportunity to consult with specialists in cases of diagnostic uncertainty (5/11, 45%). This was often associated with limited time resources of the mental health specialist and the family physician.

**Table 1.** Characteristics of the sample participants.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Value (N=11)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sex (male), n (%)</td>
<td>2 (18)</td>
</tr>
<tr>
<td>Age in years (n=10), mean (SD)</td>
<td>52.3 (12.8)</td>
</tr>
<tr>
<td>Years in office-based practice (n=8), mean (SD)</td>
<td>13.1 (11.8)</td>
</tr>
<tr>
<td>Areas of recruitment, n (%)</td>
<td></td>
</tr>
<tr>
<td>Cities (ie, densely populated areas)</td>
<td>6 (55)</td>
</tr>
<tr>
<td>Towns and suburbs (ie, intermediate-density areas) and rural areas (ie, thinly populated areas)</td>
<td>5 (45)</td>
</tr>
<tr>
<td>Therapeutic approach, n (%)</td>
<td></td>
</tr>
<tr>
<td>Psychodynamic psychotherapy</td>
<td>5 (45)</td>
</tr>
<tr>
<td>Psychoanalysis</td>
<td>3 (27)</td>
</tr>
<tr>
<td>Behavior therapy</td>
<td>3 (27)</td>
</tr>
</tbody>
</table>

**Factors Determining the Acceptance of Mental Health Specialist Video Consultations**

We present barriers and facilitators regarding the acceptance of mental health specialist video consultations in a descriptive manner alongside the seven TICD framework domains in descending order by code frequency. Two domains—namely, individual health professional factors and patient factors—were identified as highly relevant and most frequently discussed. Some domains—namely, social, political, and legal factors as well as guideline factors—were hardly discussed and are not reported.

**Individual Health Professional Factors**

Regarding the acceptance of the intervention model, mental health specialists most frequently discussed individual health professional factors (11/11, 100%). For instance, they perceived some organizational factors as potential challenges.

_Of course, there are organizational issues which need to be addressed. Primarily, how can it be managed without any disadvantages for me...I still do not have more capacities this way._ [Participant #1, focus group #2]

According to most of the participants (9/11, 82%), time and duration of the individual video consultation may be one major challenge of implementing the intervention. For example, some participants perceived a video consultation to be more exhaustive compared to a face-to-face appointment and, therefore, considered 25 minutes to be an appropriate duration. Others emphasized that mental health specialist video consultations should last as long as face-to-face consultations, which usually run for 50 minutes. They argued that this would contribute to establishing a therapeutic setting of the video consultation and, therefore, 50 minutes would provide a sufficient duration to get a comprehensive understanding of the patients’ situations. When asked about potential benefits or expected outcomes, participants commonly highlighted the collaboration with the family physician (6/11, 55%) and help for patients (7/11, 64%). Overall, mental health specialists expected fewer advantages for themselves than for patients, especially compared to their everyday practice in the face-to-face setting. As a major issue, which has been subject to every focus group, mental health specialists questioned whether video consultations can be an appropriate and suitable means to deliver specialized mental health care to patients in need (11/11, 100%).

_So, the exclusive situation, precisely that you do not evade...this gets somewhat socially lost as a fundamental, therapeutic experience._ [Participant #3, focus group #3]

Mental health specialists most commonly highlighted the advantages of the traditional face-to-face setting, while emphasizing some disadvantages of mental health specialist
video consultations. Specifically, they underscored a lack of personal interactions and nonverbal cues, which may impede the therapeutic relationship and engagement (8/11, 73%).

This may also entail several disadvantages for me. Because it is a different setting, sitting together in a room...I believe the ritual of doing therapy together in a room is too important. [Participant #1, focus group #2]

Some participants considered the model to work better when the patients already had previous appointments with the therapist and when a sustainable patient-therapist relationship already existed (3/11, 27%). Others (4/11, 36%) expected the model not to work as therapy in the traditional sense. Moreover, they emphasized that mental health specialist video consultations might dehumanize the therapist-patient relationship and, consequently, should not replace face-to-face therapies. Against this background, mental health specialists considered it to be essential to clearly define the purpose of the intervention and how it can make a significant contribution to improve the patients’ situations.

I believe it is important to define the framework. What is supposed to happen? Psychotherapeutic video consultation implies the message that something therapeutic happens. But we all shared to some extent the opinion that it is not likely that something psychotherapeutic can really happen. [Participant #3, focus group #2]

From the perspective of the mental health specialists, the model may be particularly suited for an initial mental health consultation. Within this setting, mental health specialists could serve as experts to provide more rapid access to mental health care. Some participants stated that their professional and therapeutic habits, as well as their daily routines to work in a face-to-face setting, might lead to a more conservative attitude toward digital health interventions, in general, and mental health specialist video consultations, in particular (5/11, 45%). One mental health specialist stated the following:

And getting used to this, yes. That is certainly a difference. Now with the monitor and talking to the patient in this way. The familiarization. But I think it is also exciting. [Participant #1, focus group #1]

Using the intervention in practice could reduce reservations and enable mental health specialists to become familiar with the video consultation.

Patient Factors
First, within this domain, mental health specialists most frequently discussed appropriate target groups for the intervention (10/11, 91%). They considered mental health specialist video consultations to be most suitable for patients with impaired mobility (6/11, 55%) who may otherwise remain untreated. The following statement by another participant emphasized that the model could serve as an alternative model to deliver mental health care, especially in rural areas.

...this is not supposed to replace conventional psychotherapy; rather, just for particular cases, right?

For people who just live too far away, where the infrastructure is very, very poor. [Participant #1, focus group #1]

In contrast, some participants mentioned patients with specific mental health conditions, such as anxiety disorders, or patients with posttraumatic stress disorders (3/11, 27%) as potentially less suitable for mental health specialist video consultations. Hence, they stated that it should be clearly specified which patients are the main target group to tailor the intervention to their needs. Furthermore, some mental health specialists indicated that in the event of an emergency, it should be clearly defined who is on site in general practice and responsible for the patient (3/11, 27%). Second, regarding patient barriers, participants anticipated that some patients might have concerns about the video technology, as such (5/11, 45%). This might lead to less interest or refusal to conduct mental health specialist video consultations, especially regarding the elderly. Therefore, it might take some extra effort to encourage the acceptance of mental health specialist video consultations. Considering potential benefits for patients, they valued quicker help, low-threshold access, and the initiation of psychotherapy as main facilitators.

I could very well imagine doing something like this. To offer a low-threshold service, to initiate psychotherapy, very carefully and sensitively. [Participant #4, focus group #2]

As a potential result, long waiting times, a tedious search for an appointment, as well as long travel distances could be avoided.

Professional Interactions
Against the background of a lack of collaborative exchange with family physicians as outlined above, mental health specialists expected professional interactions with the family physician to be a potential benefit from, and facilitator for, mental health specialist video consultations (7/11, 64%). Some participants considered the model to foster collaboration with the family physician and highly valued the possibility to give feedback to the family physician and better involve him or her in the process of care (5/11, 45%). Specifically, they considered brief case discussions or the virtual handing over of the patient by the physician as advantageous.

For the initial contact, it would certainly be nice if the general practitioner would facilitate it by introducing it [the model] and state what he has thought of. To already sort of point me in the right direction...And then I could, I could go deeper with the patient. And maybe at the end, I could share the result, with him [family physician]...What, from my view, I believe could, should be done. [Participant #1, focus group #2]

Some participants also discussed the possibility of a consultation not only between the patient and the mental health specialist but also with the family physician, who could attend the video consultation (3/11, 27%). In this setting, mental health specialists would want to discuss the patient’s condition with the patient and the family physician. As a result, this could foster
collaboration between the family physician and the mental health specialist, as well as the patient’s involvement.

I think of a triadology, for example, between the general practitioner, the patient, and psychotherapist and one asks the psychotherapist for his suggestion. [Participant #4, focus group #3]

Yes, I also find the triadology very exciting, because this way the patient and the general practitioner are on a triangulating level with me as a consultant. This also changes the relationship between them and adds something new. [Participant #1, focus group #3]

Furthermore, within this domain, some mental health specialists discussed the distribution of roles and responsibilities (4/11, 36%). First, regarding family physicians’ roles, referring patients would be an essential task. Also, as described above, participants considered as potentially helpful the introduction of the patient to the mental health specialist at the beginning of the video consultation. Second, mental health specialists regarded themselves as expert consultants, especially against the background of video consultations as a different model of delivery compared to traditional face-to-face psychotherapy.

And this would possibly also be the framework: for the patient, the psychotherapist would be the expert, so to say...Sort of, consulting someone and to get clarification in a particular, temporarily defined setting, and where the patient could possibly save trips. [Participant #3, focus group #3]

Incentives and Resources

First, within this domain, the majority of participants extensively discussed costs and payment conditions related to the intervention (7/11, 64%). As outlined in the first domain, participants do see more disadvantages than benefits, especially compared to their daily face-to-face working practice. Therefore, mental health specialists regarded a prerequisite of a reasonable financial remuneration to be an incentive to conducting mental health specialist video consultations themselves.

I believe it is important to settle financial issues. Particularly, because therapists are not at all dependent on this [the model]. [Participant #1, focus group #1]

Some participants stated that the model should include remuneration of video consultations to be equal to face-to-face sessions (3/11, 27%) or higher (2/11, 18%), in order to enhance the mental health specialists’ motivation to conduct video consultations. Also, considering financial compensation, 2 participants (18%) stated that the video consultation sessions should be remunerated even when patients were not able to keep the appointment. Otherwise, this might negatively affect mental health specialists’ acceptance of the treatment model, as mental health specialists in Germany receive a payment in cases where the patient misses an appointment because most mental health specialists run an appointment-based practice. In addition to that, they underscored stable network connectivity, high visual definition, minimized speech delay, minimized interruptions, and the preinstallation of equipment as essential. Technical equipment should be provided and not be paid for by the mental health specialists themselves. Considering the coordination of appointments, participants stated that fixed time slots are a prerequisite as well as the duty of primary care practices to efficiently implement the intervention into their daily working practice. Overall, participants required organizational demands to be settled in order to commit themselves to mental health specialist video consultations, as illustrated by the following quote:

If we do not consider all organizational issues, as how is it practically possible...if I look at it from a completely IDEALISTIC perspective, then this would not be a bad idea. Let’s say as an initial contact. [Participant #1, focus group #2]

Capacity for Organizational Change

Mental health specialists discussed aspects regarding the capacity for organizational change only when explicitly asked about their perceptions of the readiness for change of mental health specialists in general. Some participants expected heterogeneous attitudes among mental health specialists in general. Others expected younger mental health specialists to be more curious and open minded (2/11, 18%).

The people above 50 might be a little bit more reluctant; about the younger ones, I am not entirely sure. But I could imagine that they are more adventurous. [Participant #2, focus group #1]

One participant suspected that either intrinsic motivation—namely, providing help for patients—or financial incentives would be a potential means to drive the capacity for organizational change.

I could imagine that those colleagues would agree to this [the model], who do this as additional benefit for the patient. Or one would have to compensate it in a way that it becomes financially profitable. [Participant #5, focus group #2]

Differences in Views in Relation to Urbanization and Therapeutic Orientation

To account for potential distinctions, we compared data from cities (6/11, 55%) to that of suburbs and rural areas (5/11, 45%), as well as different therapeutic orientations—namely, psychodynamic psychotherapy and psychoanalysis psychotherapy (8/11, 73%) as well as cognitive behavioral therapy (3/10, 27%). First, a comparison of the degree of urbanization revealed that participants from cities (4/6, 67%) more frequently mentioned the appointment time and scheduling of the mental health specialist video consultations and technical requirements as prerequisites compared to participants from less-urbanized areas. Also, mental health specialists from cities (4/6, 67%) more often highlighted the possibility to collaborate with the family physician compared to specialists from suburbs or rural areas (2/5, 40%). Second, regarding different therapeutic approaches, we found that cognitive behavioral therapy–oriented participants considered clearly defined responsibilities in the event of an emergency (3/3, 100%), whereas participants with other therapeutic orientations did not discuss this issue. Also, cognitive behavioral therapy–oriented participants more
frequently considered technical aspects and an impersonal setting within the mental health specialist video consultations model as potential barriers for some patients (3/3, 100%), compared to specialists practicing psychodynamic psychotherapy and psychoanalysis psychotherapy (4/8, 50%). Taking into consideration that all participants underscored the importance of physical presence for psychotherapy, mental health specialists with a background in psychodynamic psychotherapy and psychoanalysis psychotherapy particularly mentioned patients with impaired mobility as an appropriate target group for the model (5/8, 63%). Cognitive behavioral therapy–oriented participants (1/3, 33%) indicated these patients as a target group less frequently.

Discussion

Principal Findings

The aim of this study was to explore how mental health specialists perceive the acceptance of mental health specialist video consultation embedded into primary care practice against the background of their perception of current mental health care. Most mental health specialists described the latter as insufficient due to long waiting times and a lack of therapeutic capacities, especially in rural areas. We explored crucial barriers and facilitators of mental health specialist video consultations as a potential mode to deliver mental health care. First and foremost, mental health specialists questioned whether a stable therapeutic alliance can be established, especially with respect to the therapeutic alliance and engagement. Therefore, they considered mental health specialist video consultations to be particularly suited for an initial consultation and diagnosis, rather than a genuine alternative to face-to-face psychotherapy. Second, regarding mental health specialists’ perceptions of the patient perspective, they highlighted fast access to mental health care, especially for patients with impaired mobility, as a major benefit of the model. Participants considered mental health treatment via video consultations not to be a barrier but to be rather predominantly advantageous for most patients. Third, apart from an intrinsic motivation—namely, to provide faster access to mental health care—mental health specialists considered financial incentives as instrumental. Fourth, participants underscored important organizational factors, such as stable network connectivity, high visual definition, and minimized interruptions. Therefore, training sessions in order to familiarize users with the video consultation in practice are key drivers for the intervention.

Strengths and Limitations

Our study has some limitations. First, due to the small sample size and only one mental health specialist from rural areas participating in our study, the results and distinctions between participants from different areas are reliable to a limited degree. Second, none of the participants had conducted mental health specialist video consultations before participating in the study, since we conducted the focus groups prior to implementation of the proposed intervention model. It is plausible that some mental health specialists would revise their initial perceptions regarding the intervention model after the actual implementation. However, by assessing the perceptions before the implementation, we explored necessary prerequisites for further tailoring mental health specialist video consultations to the mental health specialists’ needs, which is key for the adoption of a new mode of delivering mental health care. Third, we did not apply a technology acceptance framework (eg, technology acceptance model [TAM] or unified theory of acceptance and use of technology [UTAUT]). Nevertheless, while such models support the explanation of the potential user’s behavioral intention to engage with a technological innovation [23], our focus was on meso-level implementation in a broader sense. Thus, we employed the TICD framework for guiding both the analysis of our data and interpretation of our findings. Finally, not all barriers related to the proposed model may have been referred to by the study participants. For example, it is plausible that the distance between the patient’s home and the general practice itself could be a problem for patients struggling with limited mobility. However, we would argue that patients usually need to see their general practitioner eventually for regular checkups and/or the monitoring and treatment of medical diseases. From a patient-centered perspective, the proposed video consultations could be included in these appointments. At the very least, patients would save time and avoid travel related to additional in-person visits with mental health specialists.

Comparison With Prior Work

Previous work on video consultations, and telemedicine in general, has mainly focused on efficiency trials, satisfaction, and attitudes after the implementation of video consultations. A large body of research points to a comparable effectiveness of video consultations and face-to-face consultations [4,24-27]. Referring to the patients’ perspective, many studies found high satisfaction rates with video consultations for addressing various health conditions [4,9,27,28]. In contrast, another study found higher satisfaction rates for patients than for clinical staff [27]. However, within this work (ie, focusing on chronic health conditions), reasons for the lower level of satisfaction among clinical staff remained unclear. Our results add that mental health specialists were most often concerned about a potential dehumanization of the therapeutic alliance caused by a lack of personal interactions and nonverbal cues. Another online survey study among stakeholders in eight European countries found that care providers had particular concerns regarding the therapeutic alliance [29], which is in line with our findings. However, we provide additional insights into the perspective of mental health specialists, as we also investigated necessary prerequisites and key drivers, such as the collaboration with the general practitioner, specific target groups, and the virtual handing over of the patient by the physician. A systematic review on the therapeutic alliance in videoconferencing found that therapists rated the therapeutic alliance as high, although not as high as their clients did, but often increasing over the course of therapy [30].

Our study, as well as other studies, point to the importance of training for mental health specialists regarding the use of video consultations [30-34]. Training sessions should impart knowledge regarding the preparation and technical conduct of video consultations as well as encourage the therapist’s ability for reflection. This might potentially reduce some reservations.
Additionally, we found that training sessions should especially focus on establishing a therapeutic alliance via video, such as ways to greet the patient virtually and open the session, and on fostering therapeutic and patient engagement as crucial preconditions to adopt mental health specialist video consultations. We found that mental health specialists evaluated the acceptance of mental health specialist video consultations almost entirely in comparison to face-to-face consultations and particularly emphasized the benefits and qualities of the latter. Specifically, we found that participants in our study mainly did not consider mental health specialist video consultations as a favorable alternative mode to delivering mental health care, which some mental health specialists associated with their professional habits and daily routines. Exceptions were mental health specialist video consultations for otherwise untreated patients, especially in remote and rural areas, and mental health specialist video consultations as initial consultations. Besides training, previous studies also revealed that an existing relationship between the patient and the health care provider is crucial [35,36], which some mental health specialists in our study also indicated. When it comes to the acceptance and adoption of new innovations, such as mental health specialist video consultations, the perceived compatibility of innovation with the values and norms of the potential adopters are key elements [37]. Therefore, mental health care delivered via video consultations should focus on these target groups in order to increase the compatibility of mental health specialist video consultations with the norms of mental health specialists and their daily practices. Previous studies on this topic have been limited to perceptions after the treatment model has already been implemented. Regarding our previous work on family physicians’ perceptions of mental health specialist video consultations in primary care [14], this study adds necessary insights from the perspective of mental health specialists on the proposed treatment model. Comparable to the main barrier perceived by mental health specialists, which is the therapeutic alliance, family physicians in our previous study underscored a lack of personal interactions and nonverbal cues that may impede therapeutic engagement. Also, they valued benefits not only for patients but also for the family physicians themselves—namely, that mental health specialist video consultations may free up resources for the primary care practice. However, in this study, we found that mental health specialists perceived more disadvantages for themselves and their therapeutic work, as described above.

Conclusions
To increase access to specialized care, emergent technologies like interactive video consultations, which are known to be highly accepted by patients, will probably complement traditional in-person consultations in future health care systems. However, we found that mental health specialists are still somewhat skeptical concerning the impact on the patient-therapist relationship. To foster the implementation and adoption of mental health specialist video consultations in primary care, it is essential to train providers in managing technology-based treatment settings with extra consideration for preserving therapeutic alliance and to familiarize mental health specialists with video consultations. Based on the findings from this study and our previous work, we started a feasibility study (trial registration number: DRKS00015812) to further tailor the intervention model to the participants’ needs and to evaluate the acceptance and practicability of mental health specialist video consultation in primary care [15].
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Abstract

Background: Due to demographic change and, more recently, coronavirus disease (COVID-19), the importance of modern intensive care units (ICU) is becoming apparent. One of the key components of an ICU is the continuous monitoring of patients’ vital parameters. However, existing advances in informatics, signal processing, or engineering that could alleviate the burden on ICUs have not yet been applied. This could be due to the lack of user involvement in research and development.

Objective: This study focused on the satisfaction of ICU staff with current patient monitoring and their suggestions for future improvements. We aimed to identify aspects of monitoring that interrupt patient care, display devices for remote monitoring, use cases for artificial intelligence (AI), and whether ICU staff members are willing to improve their digital literacy or contribute to the improvement of patient monitoring. We further aimed to identify differences in the responses of different professional groups.

Methods: This survey study was performed with ICU staff from 4 ICUs of a German university hospital between November 2019 and January 2020. We developed a web-based 36-item survey questionnaire, by analyzing a preceding qualitative interview study with ICU staff, about the clinical requirements of future patient monitoring. Statistical analyses of questionnaire results included median values with their bootstrapped 95% confidence intervals, and chi-square tests to compare the distributions of item responses of the professional groups.

Results: In total, 86 of the 270 ICU physicians and nurses completed the survey questionnaire. The majority stated they felt confident using the patient monitoring equipment, but that high rates of false-positive alarms and the many sensor cables interrupted patient care. Regarding future improvements, respondents asked for wireless sensors, a reduction in the number of false-positive alarms, and hospital standard operating procedures for alarm management. Responses to the display devices proposed for remote patient monitoring were divided. Most respondents indicated it would be useful for earlier alerting or when they were responsible for multiple wards. AI for ICUs would be useful for early detection of complications and an increased risk of mortality; in addition, the AI could propose guidelines for therapy and diagnostics. Transparency, interoperability, usability, and staff training were essential to promote the use of AI. The majority wanted to learn more about new technologies for the ICU and required more time for learning. Physicians had fewer reservations than nurses about AI-based intelligent alarm management and using mobile phones for remote monitoring.

Conclusions: This survey study of ICU staff revealed key improvements for patient monitoring in intensive care medicine. Hospital providers and medical device manufacturers should focus on reducing false alarms, implementing hospital alarm standard operating procedures, introducing wireless sensors, preparing for the use of AI, and enhancing the digital literacy of ICU staff. Our results may contribute to the user-centered transfer of digital technologies into practice to alleviate challenges in intensive care medicine.
Introduction

Background

In the near future, continuous monitoring of patients' vital signs will play an increasingly important role in alleviating the burden on the health care system caused by demographic change and, more recently, coronavirus disease (COVID-19) [1]. Both lead to an increased number of critically ill patients requiring intensive medical care, including mechanical ventilation and patient monitoring. However, existing advances in informatics, signal processing, or engineering have not yet been applied to patient monitoring [2], making it primarily an alarm system notifying health care providers whenever a patient’s parameter deviates from preset values that are considered safe. To accelerate technology transfer into clinical routine, it may be beneficial to include users’ pain points and suggestions for research and development.

Patient monitoring can be applied across almost all health sectors, which underlines its importance and the potential offered by digitalization. First, patients can monitor themselves preventively (eg, for atrial fibrillation), even with a consumer product such as the Apple Watch [3]. Second, remote monitoring of patients over long distances is a crucial component of telemedicine, which is becoming increasingly widespread in most areas of medicine [4]. Third, patient monitoring might soon be mandatory in general wards due to a shift in inpatient clientele toward the more critically ill [5,6]. Finally, patient monitoring produces high-frequency data that are a valid and essential source for clinical decision support systems (CDSS) based on artificial intelligence (AI), opening up many possibilities for precision medicine [7].

In the intensive care unit (ICU), as one of the most technologically enhanced medical areas, staff have used monitoring technologies over decades. In a previous qualitative study from our research group, ICU staff demanded wireless, noninvasive, and interoperable monitoring sensors and improved alarm management for a future patient monitoring system [8]. Mobile phones were desired as displays for remote patient monitoring, and CDSS based on AI was considered useful. To validate these inclinations in a larger cohort, we designed this survey study of ICU staff.

Aim

This survey study focuses on ICU staff members’ satisfaction with the current patient monitoring system and their suggestions for future technological improvements. In particular, we aimed to identify the aspects of patient monitoring that disturb patient care, the display devices most appropriate for the ICU for remote patient monitoring on the hospital premises, the use cases for AI in the ICU, and whether ICU staff is willing to improve their digital literacy or contribute to product improvement. With regard to the multiprofessional structure of ICU teams, we further desired to uncover differences in perspectives between different health professions in the ICU.

Methods

Ethics Approval and Consent to Participate

The ethical approval for this study was granted by the Ethics Commission of the Charité – Universitätsmedizin Berlin (EA1/031/18). Participation in the survey was voluntary. Prior to the study, all participants provided their written consent.

Setting

This survey study was performed with ICU staff from 4 ICUs of a German university hospital, between November 2019 and January 2020 as a substudy for the implementation of the virtual patient monitoring platform Vital Sync 2.4 (Medtronic plc). This new system was implemented between May 2018 and June 2019 in one of the 4 ICUs as a secondary patient monitoring system to remotely monitor patients via tablet computers. As the primary patient monitoring system, the Philips IntelliVue patient monitoring system (Koninklijke Philips NV; MX800 software version M.00.03; MMS X2 software version H.15.41-M.00.04) was used in all 4 ICUs at the time of the study. COPRA 6 (COPRA System GmbH) was used as the patient data management system (PDMS).

Study Design

We chose a cross-sectional survey design, and developed a web-based questionnaire [9,10]. Survey item generation was initiated through the analysis of a preceding qualitative interview study with ICU staff about clinical requirements of future patient monitoring, and was saturated in focus group sessions within the research team [8]. Items were then grouped into topics, and 5 to 6 items per topic were anticipated. We chose a 5-point Likert-type scale as an ordinal response format, with the options “Strongly disagree” (score=1), “Disagree” (score=2), “Undecided” (score=3), “Agree” (score=4), and “Strongly agree” (score=5). In pretests with associated research colleagues, redundant items were eliminated without removing whole topics. Pilot testing was conducted face-to-face with experts from intensive care medicine, with a focus on the clarity, relevance, and arrangement of the items into topics as well as the usability of the web-based questionnaire. Experts also assessed content validity (ie, whether all aspects of the topic were accurately covered by the questionnaire) and clinical validity (ie, whether the questionnaire measured the intended research topic). The final questionnaire (Multimedia Appendix 1) contained 36 items grouped into 8 topics:

- digital health; patient monitoring; monitoring; intensive care medicine; intensive care unit; technological innovation; user-centered; usability; online survey; transdisciplinary; REDCap; email
ICU staff experience with the current patient monitoring system
Aspects of patient monitoring that disturb patient care
Improvements for future patient monitoring
Suggestions for remote patient monitoring display devices
Use cases for remote patient monitoring
Use cases for CDSS based on AI
Aspects that promote the usage of CDSS based on AI
Attitude of ICU staff toward novel digital technology

Additionally, respondents indicated their age group, profession, and technical affinity. For the latter, we used the Affinity for Technology Interaction Short (ATI-S) scale [11] and reduced the options from a 6-point scale to a 5-point Likert-type scale due to usability issues. Other items in the questionnaire focused on alarm management, which was the subject of another study and is not reported here.

Data Collection
Data collection took place over a period of 2 months (November 2019 to January 2020) on an invitation basis. The sampling frame was defined as the 270 nurses and physicians working in the 4 ICUs the day before data collection began; in total, there were 177 nurses and 93 physicians. An email containing a detailed description of the study and the web address of the survey was sent to them. Study data were collected and managed using REDCap electronic data capture tools hosted at Charité – Universitätsmedizin Berlin [12,13].

To increase the survey response rate, participants were offered the opportunity to take part in a raffle to win a €50 (US $56.04) voucher for a train ticket after survey participation. Additionally, 2 reminder emails were sent to all participants 2 and 5 weeks after the initial email was sent. Study data were collected and managed using REDCap electronic data capture tools hosted at Charité – Universitätsmedizin Berlin [12,13].

Data Analysis
We cleaned and analyzed the data with R (R Foundation for Statistical Computing) in combination with the packages tidyverse, psych, and sjPlots [14-17]. Inferential calculations were performed with the infer package [18]. For each of the 36 five-point items, we calculated the medians and their 95% bootstrap CIs by deploying a bootstrap resampling procedure as previously described [19,20]. For the bootstrap sampling distribution, we created 15,000 bootstrap samples per item. An item median was considered statistically significant when the 95% bootstrap confidence intervals of the median did not include 3, which indicates the response “Undecided.” To compare the distributions of item responses of physicians and nurses, we used chi-square tests. Here, a two-tailed P value <.05 was considered statistically significant.

Results
Overview
This survey study is based on a questionnaire with 36 items regarding patient monitoring in the ICU, addressed to ICU staff. The actual response rate was 39.6% (107/270); however, only 86 responses from 62 nurses and 24 physicians were analyzable due to missing data. The ratio of male to female respondents was almost equal (42 men, 41 women, 3 not specified). The largest age categories were represented by participants aged 25 to 34 years (n=32, 37%) and those aged 35 to 44 years (n=28, 33%). Self-reported technical affinity (ATI-S) was rated with a mean of 3.4 (SD 0.88) and a median of 3.5 (range 2.9-4.1) on the 5-point Likert-type scale, with a Cronbach of 0.83 (95% CI 0.76-0.89).

The questionnaire results are presented as grouped Likert plots (Figures 1-8) [16], where one group represents one topic. An item median was considered statistically significant (items marked with an asterisk) when the 95% bootstrap CI of the median did not include 3, which indicates the response “Undecided” (Multimedia Appendix 2 shows item medians and bootstrap CIs). To improve readability, and in contrast to the questionnaire, the answer option “Undecided” is presented on the far right. Multimedia Appendix 3 contains the raw data, and Multimedia Appendix 4 shows the distribution of item responses of physicians and nurses.

Figure 1. ICU staff experience with current patient monitoring. An asterisk indicates statistical significance. ICU: intensive care unit.
**Current Patient Monitoring**

**ICU Staff Experience**

Most of the ICU staff who took part in the online survey were satisfied with the current patient monitoring system and felt that it ensured high patient safety, even though the median responses did not differ significantly from the option “Undecided” (Figure 1). The majority stated feeling confident in using the patient monitoring system (n=66, 77% chose “Strongly agree” or “Agree”).

**Aspects Disturbing Patient Care**

The majority of respondents indicated that the patient monitoring system’s high rate of false-positive alarms (n=60, 70% chose “Strongly agree” or “Agree”) and high number of sensor cables (n=66, 77% indicated “Strongly agree” or “Agree”) interrupted patient care. The opinions about detrimental effects elicited by a lack of interoperability, lack of staff training, and low usability of the patient monitoring system were split (Figure 2).

![Figure 2. Aspects of patient monitoring disturbing patient care in the ICU. An asterisk indicates statistical significance. ICU: intensive care unit.](image)

**Suggestions for Future Patient Monitoring**

**Improvements for Future Patient Monitoring**

For future patient monitoring, almost all of the ICU staff surveyed requested wireless sensors (n=80, 93% chose “Strongly agree” or “Agree”) and a reduction in false-positive alarms (n=80, 93% chose “Strongly agree” or “Agree”). False-positive alarms may occur due to measurement errors, artifacts, or incorrect settings (Figure 3). Furthermore, respondents wanted a hospital standard operating procedure (SOP) for alarm management (n=53, 62% chose “Strongly agree” or “Agree”). The median responses for the items “Noninvasive sensors,” “Remote patient monitoring,” and “More staff training on patient monitoring” did not significantly differ from the option “Undecided.”

![Figure 3. Improvements for future patient monitoring in the ICU. An asterisk indicates statistical significance. ICU: intensive care unit.](image)
**Display Devices and Use Cases for Remote Patient Monitoring**

According to the survey results, none of the proposed display devices were desired by ICU staff (Figure 4). The use of smartwatches or augmented reality (AR) glasses in the ICU was rejected by 72% (n=60) and 64% (n=53) of respondents, respectively (those who chose “Strongly disagree” or “Disagree”). With regard to the use of mobile phones for remote patient monitoring, nurses strongly rejected it, while physicians had a neutral attitude toward it.

**Figure 4.** Suggestions for remote patient monitoring display devices in intensive care medicine for usage on hospital premises. An asterisk indicates statistical significance.

The majority of respondents would appreciate a remote patient monitoring system in an intensive care setting in case they wanted to be alerted earlier (n=55, 65% indicated “Strongly agree” or “Agree”) or were responsible for multiple wards (n=62, 74% chose “Strongly agree” or “Agree”; Figure 5). Although not statistically significant, most respondents preferred a remote patient monitoring device for on-call duty, but did not find it useful while taking breaks.

**Figure 5.** Use cases for remote patient monitoring on hospital premises for intensive care medicine. An asterisk indicates statistical significance.

**CDSS**

In the future, survey respondents would use a CDSS in the ICU that predicts complications (n=67, 79% chose “Strongly agree” or “Agree”) or the risk of mortality of patients (n=60, 71% indicated “Strongly agree” or “Agree”) as that intelligently proposes guidelines for therapy and diagnostics (n=66, 78% chose “Strongly agree” or “Agree”; Figure 6). Respondents were inclined to use it for alarm management. Physicians had fewer reservations in using a CDSS with intelligent alarm management than nurses.
Among the factors that users found essential for the use of CDSS, high interoperability (n=79, 93% chose “Strongly agree” or “Agree”) and high usability (n=78, 93% indicated “Strongly agree” or “Agree”) were deemed most essential. These were followed by the offer of regular staff training with the technology (n=75, 90% chose “Strongly agree” or “Agree”) and high transparency of the system (n=66, 78% indicated “Strongly agree” or “Agree”; Figure 7). Most physicians and nurses agreed that regular support (eg, training and workshops) promotes the use of CDSS; more physicians chose “Strongly agree,” while more nurses chose “Agree.”

Figure 7. Aspects that promote the usage of clinical decision support systems based on artificial intelligence in the ICU. An asterisk indicates statistical significance. ICU: intensive care unit.

Attitude Toward Novel Technology
Overall, survey respondents were open-minded toward novel technology; among the respondents, 81% (n=70) wanted to know more and 65% (n=55) needed more time to learn about it (“Strongly agree” or “Agree”; Figure 8). The majority (n=59, 69%) disagreed or strongly disagreed on the item “I do not trust new digital technology.” Although not statistically significant, 50 respondents (59%) wanted to be involved in the product development of novel digital technologies.
Figure 8. Attitude of ICU staff towards novel digital technology. An asterisk indicates statistical significance. ICU: intensive care unit.

Discussion

Principal Findings

This survey study of ICU staff provides a substantial understanding of the needs and expectations of patient monitoring systems in intensive care medicine from the user’s perspective (Textbox 1). Although respondents were confident in using the current patient monitoring system, the high rate of false alarms and the numerous sensor cables were found to potentially interrupt patient care. ICU staff demanded wireless sensors, fewer false alarms, and a hospital SOP for alarm management. Notably, the median replies on display devices for remote patient monitoring did not differ significantly from the option “Undecided,” except for the items “Smartwatch” and “Ubiquitous monitoring, eg, through AR," which were both declined. Remote patient monitoring was classified useful for earlier alerts or when responsible for several ICUs. Respondents would use a CDSS based on AI to predict complications, detect increased risk of mortality, and propose guidelines. High transparency, high interoperability, high usability, and regular staff training were all aspects that would promote its usage. Regarding digital literacy, ICU staff was eager to learn more about digital technology and spend more time with it.

Textbox 1. The five most anticipated improvements for patient monitoring by intensive care unit staff.

- Reduction of false alarms
- Implementation of hospital alarm standard operating procedures
- Introduction of wireless sensors
- Introduction of a clinical decision support system based on artificial intelligence
- Enhancement of staff members’ digital literacy

Lessons Learned From Today’s Patient Monitoring

Notably, we have not observed a proactive call to pioneer new technologies and integrate their respective digital gadgets (eg, smartwatch and AR) into clinical care. Rather, ICU staff looked forward to improvements in the functionality of existing technologies. In line with previous publications, respondents reported that the high rate of false alarms interrupted patient care and demanded a hospital SOP for alarm management [21]. In several studies, implementation of such an alarm management SOP reduced the alarm rate significantly [21,22]. Further temporal analysis of the alarm frequencies per sensor as previously described [23] may find causes for the high rate of false alarms.

It has been reported that cable entanglement is a problem in not only ICUs, but also other places where patients are monitored, such as in operating rooms [24]. Wireless sensors for monitoring vital signs have been tested and implemented several times on stepdown units [6,25]. In many cases, technical requirement analysis (eg, Bluetooth connectivity and interference with other medical devices) was conducted more than a decade ago [26,27]. However, implementation into intensive care routines is still in its infancy [28]. Reasons for this may be the costs associated with developing novel wireless sensors for a high-reliability environment such as the ICU, and technical challenges associated with the need to recharge sensors regularly. In the meantime, cord wraps may facilitate patient transfer with patient monitoring [29].

Remote Patient Monitoring in Intensive Care Medicine

Remote patient monitoring enables clinicians to collect health data via vital sign sensors from patients at location A and electronically transfer this information to location B, where specialists access the data and give health care providers at location A recommendations for managing their patients [4]. Although this is well established in the outpatient sector between
the patient’s home and the physician [30], the question remains whether this can be supportive to working conditions and patient care in the ICU without a telemedicine context.

Contrary to our preceding qualitative study results, opinions regarding the need for remote patient monitoring in the ICU were divided [8]. There are several industry providers that allow ICU patients to be monitored remotely from anywhere on the premises of the hospital [31-33]. However, scientific evidence of the utility of these devices (eg, for increasing patient safety) seems to be missing. For now, we can summarize that the advantages of on-premise remote patient monitoring for intensive care medicine have to be further quantified by measures such as the reduction of alarms, and improved patient outcomes such as a reduction in patient length of stay.

**CDSS in Intensive Care Medicine**

As the amount of data as well as the complexity of diseases and treatment of ICU patients are increasing, it seems reasonable to augment the abilities of ICU staff by implementing CDSS based on AI in the ICU. Our results indicate that most of the topics proposed (eg, prediction of mortality, prediction of complications, or proposal of guidelines) were seen as potential use cases for CDSS by ICU staff. For these and several other instances, algorithms already exist that could be adjusted for real-time data [34].

On the path toward implementing CDSS based on AI in intensive care medicine, several barriers have to be overcome [35]. With the introduction of the electronic health record and PDMS in the ICU, the first step has been taken to establish the technical infrastructure, but these systems need to be optimized in interoperability and data quality to act as the basis for complex machine learning processes. To utilize the power of AI as soon as possible, hospital providers should focus on developing data science departments, and introduce standards in implementing novel CDSS tools to rapidly address technical, legal, ethical, and privacy issues.

**Transdisciplinary Research and Development**

Clinical teams in ICUs are used to working closely together in multidisciplinary teams. This could be advantageous when adding further professions to the team for transdisciplinary research and the development of medical devices for intensive care medicine [36]. Our survey results show that ICU staff members are open to learning more about technology and are even willing to support product development in some cases. Thus, a clinical data scientist with formal medical training could be part of the ICU team as well as the product development team alongside engineers from a medical manufacturer [22,37]. This transdisciplinary approach should be piloted in further studies, to assess the effects on mutual exchange and innovation potential.

As much as the transdisciplinary approach is supported, blunt confidence in user feedback will mainly improve existing devices, as our study prominently indicates, which does not necessarily foster the discovery of disruptive technologies [38], such as avatar-based patient monitoring [39,40] or smart glasses [41]. More than cooperation, transdisciplinarity refers to the development of common theories, mutual observation, and search for challenges and needs [42]. Hackathons (weekend innovation events) are an excellent playground for transdisciplinary work, and participation should be encouraged and remunerated by medical manufacturers and hospital providers [43].

**Limitations**

With this survey study among ICU staff, we identified the most anticipated improvements for patient monitoring in the ICU from the user perspective. However, several limitations apply to this study. It is important to note that the developed questionnaire did not include questions of established reliability or validity; the data were collected at a single hospital in Germany; the number of participating physicians was small, making statements about group comparisons susceptible to coincidence; and the response rate was moderate. Due to the online collection of data, the participation of ICU staff with less technical affinity may have been reduced. Further studies including a sample size calculation and randomized sample collection would reduce the risk of bias.

Whether the findings (eg, introducing wireless patient monitoring sensors) actually lead to an improvement in working conditions and patients’ quality of life or quality of care in the ICU can only be ascertained by further studies. Finally, a bias due to the deployment of the Vital Sync virtual patient monitoring platform in 1 of the 4 ICUs cannot be ruled out with certainty.

**Conclusion**

This survey study among ICU staff revealed anticipated key improvements for patient monitoring in intensive care medicine from the user perspective. We did not observe a proactive call to pioneer new technologies and integrate their respective digital gadgets (eg, smartwatch and AR) into clinical routine. Instead, ICU staff looked forward to improvements in the functionality of existing technologies. Particularly, hospital providers and medical device manufacturers should focus on reducing false alarms, implementing hospital alarm SOPs, introducing wireless sensors, preparing for CDSS based on AI, and enhancing the digital literacy of ICU staff. In the medium term, our results may contribute to the user-centered transfer of digital technologies into practice to alleviate challenges in intensive care medicine, such as those recently caused by COVID-19.
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Abstract

Background: Comprehensive safety data for vaccines from post-licensure surveillance, especially active surveillance, could guide administrations and individuals to make reasonable decisions on vaccination. Therefore, we designed a pilot study to assess the capability of a regional health care information platform to actively monitor the safety of a newly licensed vaccine.

Objective: This study aimed to conduct active surveillance of human papillomavirus (HPV) vaccine safety based on this information platform.

Methods: In 2017, one of China’s most mature information platforms with superior data linkage was selected. A structured questionnaire and open-ended interview guidelines were developed to investigate the feasibility of active surveillance following HPV vaccination using the regional health care information platform in Ningbo. The questionnaire was sent to participants via email, and a face-to-face interview was conducted to confirm details or resolve discrepancies.

Results: Five databases that could be considered essential to active surveillance of vaccine safety were integrated into the platform starting in 2015. Except for residents’ health records, which had a coverage rate of 87%, the data sources covered more than 95% of the records that were documented in Ningbo. All the data could be inherently linked using the national identity card. There were 19,328 women who received the HPV vaccine, and 37,988 doses were administered in 2017 and 2018. Women aged 30-40 years accounted for the largest proportion. Quadrivalent vaccination accounted for 73.1% of total vaccination, a much higher proportion than that of bivalent vaccination. Of the first doses, 60 (60/19,328, 0.31%) occurred outside Ningbo. There were no missing data for vaccination-relevant variables, such as identity card, vaccine name, vaccination doses, vaccination date, and manufacturer. ICD-10 coding could be used to identify 9,180 cases using a predefined list of the outcomes of interest, and 1.88% of these cases were missing the identity card. During the 90 days following HPV vaccination, 4 incident cases were found through the linked vaccination history and electronic medical records. The combined incident rate of rheumatoid arthritis, optic neuritis, and Henoch-Schonlein purpura was 8.84/100,000 doses of bivalent HPV, and the incidence rate of rheumatoid arthritis was 3.75/100,000 doses of quadrivalent HPV.

Conclusions: This study presents an available approach to initiate an active surveillance system for adverse events following HPV vaccination, based on a regional health care information platform in China. An extended observation period or the inclusion
of additional functional sites is warranted to conduct future hypothesis-generating and hypothesis-confirming studies for vaccine safety concerns.
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**Introduction**

Vaccines, unlike drugs, are generally administered to healthy populations, so the target sample is much larger, especially for birth cohorts, children, or pregnant women. Concerns around vaccine safety, especially for rare adverse events, are increasing with the success of vaccines for the control of vaccine-preventable diseases [1,2]. These concerns can cause a lack of confidence in vaccines and further vaccine hesitancy, defined as a delay in the acceptance or refusal of vaccines despite the availability of vaccination services, that impede or undermine the efforts of an immunization program [3,4]. Although pre-licensure trials can assess the relationship between a vaccine and common adverse events, this type of trial does not have sufficient power to determine the general risk of rare diseases. Therefore, comprehensive safety data from post-licensure surveillance should be used to evaluate the benefit-risk ratio of vaccines, allowing evidence-based decisions by individuals and health organizations [5,6].

Surveillance of adverse events following immunization (AEFI), especially active surveillance for AEFI, should be an essential part of an immunization program to guarantee the safety of vaccines and help establish public confidence [7]. Worldwide, there are a variety of approaches for active AEFI surveillance. Of these approaches, two are the most recognized and replicated due to their robustness and continuity [7]: Vaccine Safety Datalink (VSD), consisting of population-based distributed datasets [8,9], and IMPACT, consisting of targeted hospital-based surveillance [10,11]. These systems were primarily created by developed countries, and limited such systems are available in developing countries [12]. Because of its large population, vast area, and different racial and cultural backgrounds, evidence of vaccine safety in China, especially from active surveillance, can contribute to global vaccine safety efforts.

In recent years, the number of electronic health data sources and interest in their applications have rapidly increased with the advances in medical information systems in China [13], and these electronic health databases could provide the potential for drug safety surveillance and pharmacoepidemiology [14]. Among the electronic health data sources, regional health data sources have been successfully used for drug safety evaluations and surveillance of chronic diseases [15,16]. However, very little is known about the capacity of this data source for active surveillance of adverse events following immunization, and increasing importance has been given to feasibility assessments as essential technical evaluations before starting any vaccine epidemiologic study. Here, we aimed to conduct a feasibility assessment for active surveillance of human papillomavirus (HPV) vaccine safety using the regional health data platform in the city of Ningbo, including a description of the database stakeholders and components, evaluation of the completeness of data relevant to HPV vaccine safety, and an examination of the linkage of data between different data sources.

**Methods**

**Study Setting and Data Sources**

Ningbo is a city in the Zhejiang province of China (28°51′ – 30°33′ N, 120°55′ – 122°16′ E). It is located in the south wing of the Yangtze River Delta and consists of 4 counties (Yuyao, Cixi, Ninghai, and Xiangshan) and 6 districts (Yinzhou, Haishu, Jiangbei, Zhenhai, Beilun, and Fenghua), with a total land area of 9365 km². In 2017, the city population was >8 million people, and nearly 6 million are part of the hukou (ie, registration of an individual) of Ningbo. The resident population is relatively stable, with a 4.1% out-migration rate and 11.1% in-migration rate.

The regional health care information platform in Ningbo was initially devised and launched in 2011 by the Health Commission of Ningbo to construct a united and standardized medical information network and facilitate health care services. By 2015, the database covered almost all health-related activities of residents within this area, and more than 87% of the residents were registered in the database with a valid health care identifier. In 2016, the database was approved and awarded a Four Grade Class A, which at the time was the top achievement level by the Standardization and Maturity Measurement of Regional Health Information Interconnection by the National Health Commission of China.

**Questionnaire Design and Field Investigation**

Based on information in previous studies, we developed the questionnaire and open-ended interview guidelines to evaluate the feasibility of active surveillance following HPV vaccination using the regional health care information platform in Ningbo. To finalize the questionnaire and guidelines, four experts from pharmacoepidemiology, vaccine safety, medical informatics, and database administration independently reviewed the documents and provided feedback. Then, a 2-step survey was conducted to collect database information from the data owners, management, and other staff. First, we sent the questionnaire, its instructions, a comprehensive description of the study purpose, and the completion deadline to the database staff via email. After receiving the questionnaire responses, we confirmed any potential discrepancies with Ningbo through telephone communication. Second, we conducted face-to-face interviews, using the open-ended interview guidelines, with relevant staff during field visits.
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The questionnaire about the database consisted of 7 parts: (1) basic information in the database; (2) information in electronic medical records (EMR) in the database; (3) vaccination registration and information about maternal and child health care in the database; (4) method and possibility of linking data between different data sources; (5) age distribution of HPV vaccine–protected women in 2017; (6) completeness of core variables relevant to active surveillance of vaccine safety in 2017; and (7) crucial outcome information in EMR in 2017.

The interview guideline was mainly composed of 3 parts: (1) general characteristics of the database; (2) general characteristics of the essential information system for active surveillance, including vaccination registration, EMR, maternal and child health care information, cancer registration, death registration; and (3) other several specific questions.

The study was approved by the Peking University Institutional Review Board (IRB 00001052-18016). Moreover, all the tasks were performed by staff of the data owner, and investigators could not access the raw data throughout the study period.

**Results**

**Stakeholders and Database Components in Ningbo**

The Ningbo database was constructed and is owned by the Ningbo Health Commission (NHC), and the Ningbo Centers for Disease Control and Prevention (CDC) can operate and develop this database with permission from the NHC. There are two primary data sources in the database, including the digital CDC platform and digital hospital platform. The CDC controls the former, which mainly focuses on public health and provides a unified information system for the whole city, including integrated primary health care, chronic or infectious disease surveillance, vaccine registration (children and adults), and death registration. Data in the hospital digital platform are collected during regular clinical services provided in hospitals, such as from EMR, and the information system usually differs by hospital, but the NHC has developed harmonized standards to transform and upload these data, which are in a nearly structured format in the Ningbo database. Moreover, the NHC and CDC have endeavored to improve the data quality in the database through official regulations, upgrading of standards, and regular quality checks. The local CDC has also established an institutional review board to review ethical issues and guarantee privacy protection during the process of scientific research.

**Characteristics of the Data Sources for Active Surveillance of HPV Vaccine Safety**

Table 1 summarizes the characteristics of the five data sources related to active surveillance for HPV vaccine safety in the Ningbo database; data from these sources were updated and uploaded into the database daily. First, residents’ electronic health records were created primarily by general physicians when the residents visited medical and health institutions for services; these records currently cover >87% of the permanent residents in Ningbo. Second, all vaccination records, including free vaccines provided by the Expanded Programme on Immunization or vaccines paid for out-of-pocket, for infants and children aged <6 years are registered in the immunization program system. It was a compulsory requirement from the Ningbo CDC beginning in May 2017 that vaccination records for adults be registered. Third, starting in 2015, the platform integrated new and historical EMR data from all public hospitals and most of the large private hospitals in the city. Fourth, the maternal and child health care information system includes data recorded during health care services provided for prenatal examinations, maternal deliveries, and newborn follow-ups (until the infant was 1 year old), which resulted in an increase in the local pregnancy and maternal registration rate to 97% by 2016. Finally, the death surveillance information system primarily includes identity information and medical certificates of the dead and can trace death records outside of the city of Ningbo but inside Zhejiang province.
### Table 1. Characteristics of the data sources related to HPV vaccine safety surveillance.

<table>
<thead>
<tr>
<th>Data and population</th>
<th>Year surveillance began</th>
<th>Coverage</th>
<th>Main purpose</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>RHR</strong>&lt;sup&gt;a&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Residents</td>
<td>2010</td>
<td>&gt;87% of permanent residents</td>
<td>Basic information, health checks, special population primary care</td>
</tr>
<tr>
<td><strong>IP</strong>&lt;sup&gt;b&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Children</td>
<td>2005</td>
<td>100% for 167 vaccination clinics</td>
<td>Basic information, vaccination records, vaccine cold chain</td>
</tr>
<tr>
<td>Adults</td>
<td>2017</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>EMR</strong>&lt;sup&gt;c&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Outpatients&lt;sup&gt;d&lt;/sup&gt;</td>
<td>2015</td>
<td>All 221 public health hospitals and 28 large private hospitals</td>
<td>Diagnoses, prescriptions, medical examinations, lab tests</td>
</tr>
<tr>
<td>Inpatients</td>
<td>2015</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>MCH</strong>&lt;sup&gt;e&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Maternal patients</td>
<td>2015</td>
<td>&gt;97% maternal registration rate</td>
<td>Prenatal examinations, birth deliveries, newborn follow-ups</td>
</tr>
<tr>
<td>Newborns</td>
<td>2015</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>DS</strong>&lt;sup&gt;f&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Residents</td>
<td>2010</td>
<td>Permanent residents</td>
<td>Identity, death certificates</td>
</tr>
</tbody>
</table>

<sup>a</sup>RHR: residents’ health records.

<sup>b</sup>IP: immunization program.

<sup>c</sup>EMR: electronic medical record.

<sup>d</sup>Includes outpatient and emergency visits.

<sup>e</sup>MCH: maternal and child health care.

<sup>f</sup>DS: death surveillance.

#### Characteristics of HPV Vaccination in the Immunization Program

From 2017 to 2018, there were two types of HPV vaccines: bivalent and quadrivalent. Both were only available for women in this district. Table 2 describes the characteristics of the population who received the HPV vaccine in Ningbo. During this period, 19,328 women received at least one dose of the HPV vaccine. Women aged 30-40 years represented the largest proportion. Quadrivalent vaccination was administered more often than bivalent vaccination. Moreover, 60 (60/19,328, 0.31%) first doses seemingly occurred outside Ningbo, and these data were not traced back to the database.

The completeness of critical variables relevant to HPV vaccination (eg, recipient identity card [ID], name, gender, birth date, address, vaccine name, vaccination date, vaccination manufacturer, batch number) was also investigated, and for these variables, there were no missing data. The system did not have information for education, occupation, height, weight, smoking habits, and alcohol consumption.

#### Table 2. Characteristics of the women who underwent HPV vaccination.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Total (n=19,328), n (%)</th>
<th>First dose (n=19,268), n (%)</th>
<th>Second dose (n=13,404), n (%)</th>
<th>Third dose (n=5316), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age group (years)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>9-15</td>
<td>1541 (7.97)</td>
<td>1532 (7.95)</td>
<td>1343 (10.02)</td>
<td>613 (11.53)</td>
</tr>
<tr>
<td>16-20</td>
<td>959 (4.96)</td>
<td>943 (4.89)</td>
<td>806 (6.01)</td>
<td>491 (9.24)</td>
</tr>
<tr>
<td>21-25</td>
<td>2735 (14.15)</td>
<td>2721 (14.12)</td>
<td>1961 (14.63)</td>
<td>1064 (20.02)</td>
</tr>
<tr>
<td>26-30</td>
<td>3221 (16.66)</td>
<td>3215 (16.69)</td>
<td>1966 (14.67)</td>
<td>634 (11.93)</td>
</tr>
<tr>
<td>31-35</td>
<td>4146 (21.45)</td>
<td>4138 (21.48)</td>
<td>2554 (19.05)</td>
<td>759 (14.28)</td>
</tr>
<tr>
<td>36-40</td>
<td>4117 (21.30)</td>
<td>4112 (21.34)</td>
<td>2753 (20.54)</td>
<td>902 (16.97)</td>
</tr>
<tr>
<td>41-45</td>
<td>2609 (13.50)</td>
<td>2607 (13.53)</td>
<td>2021 (15.08)</td>
<td>853 (16.05)</td>
</tr>
<tr>
<td><strong>Vaccine</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bivalent</td>
<td>5194 (26.87)</td>
<td>5147 (26.71)</td>
<td>4445 (33.16)</td>
<td>1721 (32.37)</td>
</tr>
<tr>
<td>Quadrivalent</td>
<td>14134 (73.13)</td>
<td>14121 (73.29)</td>
<td>8959 (66.84)</td>
<td>3595 (67.63)</td>
</tr>
</tbody>
</table>
Identification of the Outcome of Interest in EMR

Table 3 shows the ability of the 10th revision of the International Statistical Classification of Diseases and Related Health Problems (ICD-10) codes to identify the safety outcomes of interest in EMR as well as the incident cases of diseases 90 days after HPV vaccination. All visit records of the cases were retrieved from the EMR using standard query language and the ICD-10 code, and duplicate records were removed. As a result, for data from 2017 and 2018, ICD-10 codes can be used to identify all the outcomes of interest in women aged 9-45 years. Among these diseases, there were 1867 cases of systemic lupus erythematosus, which was the largest proportion of cases. In contrast, there were only 2 cases of acute disseminated encephalomyelitis, which was the smallest proportion of cases. Except for that of Henoch-Schonlein purpura (HSP; 118/1606, 7.35%), the rate of missing IDs for other diseases was near or <5%, and the total rate of missing IDs was 1.88% (173/9180).

Moreover, we monitored the risk of specific adverse events during the 90 days after HPV vaccination. For all the doses, we found 4 incident cases with no history of the disease at least 1 year before HPV vaccination. Two new cases, one each of rheumatoid arthritis (RA) and optic neuritis (ON), were diagnosed within 30 days of bivalent HPV vaccination, and one new case of HSP was diagnosed within 90 days of bivalent HPV vaccination. One new case of RA emerged within 90 days after quadrivalent HPV vaccination.

Hospitals not included in the database could not diagnose nor treat the outcomes of interest. Regarding case validation, structured data from imaging examinations, laboratory tests, histological examinations, and other medical examinations could be found directly in the database, while nonstructured or free-text information, such as the chief complaint, may have needed to be retrieved from the hospital.
<table>
<thead>
<tr>
<th>Disease</th>
<th>ICD-10</th>
<th>n</th>
<th>ID missing, n (%)</th>
<th>New cases 30 days post-HPV vaccination, n</th>
<th>New cases 90 days post-HPV vaccination, n</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rheumatologic/autoimmune diseases</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SLE&lt;sup&gt;c&lt;/sup&gt;</td>
<td>M32</td>
<td>1867</td>
<td>39 (2.09)</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>RA&lt;sup&gt;f&lt;/sup&gt;</td>
<td>M05, M06</td>
<td>2878</td>
<td>72 (2.50)</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>JRA&lt;sup&gt;g&lt;/sup&gt;</td>
<td>M08.0</td>
<td>52</td>
<td>3 (5.77)</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Inflammatory bowel disease (IBD)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Crohn disease</td>
<td>K50</td>
<td>135</td>
<td>6 (4.44)</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Ulcerative colitis</td>
<td>K51</td>
<td>787</td>
<td>17 (2.16)</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Autoimmune endocrine conditions</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Type 1 diabetes</td>
<td>E10</td>
<td>369</td>
<td>18 (4.88)</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Autoimmune thyroiditis</td>
<td>E06.3</td>
<td>126</td>
<td>2 (1.59)</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Graves’ disease</td>
<td>E05.0</td>
<td>362</td>
<td>5 (1.38)</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Autoimmune neurologic and ophthalmic conditions</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Multiple sclerosis</td>
<td>G35</td>
<td>30</td>
<td>0 (0)</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>ADEM&lt;sup&gt;b&lt;/sup&gt;</td>
<td>G04.0</td>
<td>2</td>
<td>0 (0)</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>GBS&lt;sup&gt;i&lt;/sup&gt;</td>
<td>G61.0</td>
<td>11</td>
<td>0 (0)</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Neuromyelitis optica</td>
<td>G36.0</td>
<td>35</td>
<td>1 (2.86)</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>ON&lt;sup&gt;j&lt;/sup&gt;</td>
<td>H46</td>
<td>346</td>
<td>16 (4.62)</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Others</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ITP&lt;sup&gt;k&lt;/sup&gt;</td>
<td>D69.3</td>
<td>4</td>
<td>279</td>
<td>4 (1.43)</td>
<td>0</td>
</tr>
<tr>
<td>HSP&lt;sup&gt;d&lt;/sup&gt;</td>
<td>D69.0</td>
<td>1606</td>
<td>118 (7.35)</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Bell’s palsy</td>
<td>G51.0</td>
<td>105</td>
<td>5 (4.76)</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>VTE&lt;sup&gt;m&lt;/sup&gt;</td>
<td>I82.89</td>
<td>59</td>
<td>3 (5.08)</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Raynaud’s disease</td>
<td>I73.0</td>
<td>131</td>
<td>1 (0.76)</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Total</td>
<td>N/A&lt;sup&gt;n&lt;/sup&gt;</td>
<td>9180</td>
<td>173 (1.88)</td>
<td>2</td>
<td>4</td>
</tr>
</tbody>
</table>

<sup>a</sup>ICD-10: 10th revision of the International Statistical Classification of Diseases and Related Health Problems.

<sup>b</sup>duplicate records were removed, and the number of patients was calculated using an encoded identifier consisting of the identity card or name, gender, birth date, and address.

<sup>c</sup>ID: identity card, which is unique for each individual in China.

<sup>d</sup>HPV: human papillomavirus.

<sup>e</sup>SLE: systemic lupus erythematosus.

<sup>f</sup>RA: rheumatoid arthritis.

<sup>g</sup>JRA: juvenile rheumatoid arthritis.

<sup>h</sup>ADEM: acute disseminated encephalomyelitis.

<sup>i</sup>GBS: Guillain-Barre syndrome.

<sup>j</sup>ON: optic neuritis.

<sup>k</sup>ITP: primary immune thrombocytopenia.

<sup>l</sup>HSP: Henoch-Schönlein purpura.

<sup>m</sup>VTE: venous thromboembolism.

<sup>n</sup>N/A: not applicable.
Discussion

Principal Findings

A feasibility assessment is the first step to improve the quality of study protocols and accelerate regulatory approvals and, in turn, the start of an actual study [17]. The regional healthcare information platform in Ningbo covers the entire city and has integrated the essential data sources for active surveillance of the HPV vaccine, including immunization program registration, EMR, resident health records, and death surveillance; these data can be linked using the unique national ID or encoded identifier. More importantly, this database can sensitively identify the outcome of interest through ICD-10 coding, so we can actively monitor risks following HPV vaccination by linking HPV vaccination records with adverse events from EMR, death, or other data sources. Therefore, this database could be available and feasible in research for active surveillance of adverse events following HPV vaccination.

Comparison With Prior Work

The Chinese CDC established the AEFI Surveillance System, which is a passive national surveillance system covering more than 29 provinces, in 2015 [18]. However, regarding active surveillance, the relevant studies have used traditional methods for timely collection of adverse events, such as by telephone or daily cards, that were designed and performed during the H1N1 pandemic [19]. Plus, we have not found a study that attempted to construct a sustained active surveillance system for AEFI despite the large population and vast geographical area in China [7]. Internationally, some countries have developed sustainable active surveillance systems for adverse events using population-based databases that link vaccine history with outcomes, such as the VSD [9] and Post-Licensure Rapid Immunization Safety Monitoring program [20]. In this study, considering that the crucial data components in the Ningbo database are similar to those in the VSD and Post-Licensure Rapid Immunization Safety Monitoring program, we consider this to be pioneering work in China – to construct a continuous method for actively monitoring AEFI during the post-marketing phase of vaccines. Moreover, we can also link vaccination history with death records in the Ningbo database, which might reduce potential bias from right-censored data.

In this study, of the specific list of outcomes, we identified 4 incident cases within the 90 days following HPV vaccination. The combined incident rate of RA, ON, and HSP was 8.84/100,000 doses of bivalent HPV, and the incident rate of RA was 3.75/100,000 doses of quadrivalent HPV. There was no cluster of these adverse events. Considering the prevalence of RA is 0.46% [21] and the lack of large epidemiology studies of ON [22] and HSP in Chinese women, the rate of adverse events was not high enough for a safety signal. Furthermore, an updated systematic review concluded that the risk of RA, ON, or HSP is not increased with any type of HPV vaccine [23]. However, due to the limited sample size and different backgrounds of Chinese women, a larger sample or longer observational period is required to comprehensively review the safety of HPV vaccines in China.

To monitor the long-term safety of HPV vaccines, a continuous, sustainable surveillance system is necessary. There are several ways of setting controls to promptly identify and alert of vaccine safety signals. First, comparing with historical controls, or background rates, is an approach to identify whether the incidence rate of adverse events following vaccination is higher than the background rate, which is not due to chance [24]. However, it may not be feasible to perform this comparison in the Ningbo database due to the short premarketing period of the HPV vaccine. Four study designs were recently recognized and have become widespread for vaccine safety surveillance, including the self-controlled case series (SCCS), self-controlled risk interval (SCRI), cohort, and case-control study designs [25], and SCRI and SCCS have been proven to be an efficient, rational alternative to the cohort in a simulation study [25,26]. In a real-world study, self-controlled analyses, such as those used in SCRI and SCCS, are used because each case acts as its own control within a short period, thereby inherently adjusting for all time-unequally potential confounders, such as sex, nationality, and genetic predisposition [27,28]. In our study, given that the database can only capture the visit records of safety outcomes and HPV vaccines that occurred in the city, it is likely that we will misclassify these crucial variables in a subsequent study; for example, some local young women can be vaccinated while attending college outside the city. In addition, these records cannot currently be traced back to the Ningbo database unless the women return to Ningbo and utilize the relevant local services.

Therefore, using the SCRI as the primary design to evaluate the risk after vaccination seems most appropriate, minimizing misclassification bias due to incomplete vaccine exposure. A cohort study as the secondary design may improve statistical power [28]. Also, additional regional databases need to be incorporated to increase the robustness of risk estimation, especially for different subpopulations or districts.

Limitations

Some potential barriers need to be overcome in additional studies. First, because the HPV vaccination rate is so low in Ningbo, the observation period should be lengthened, or additional sites should be incorporated. Second, identification algorithms for safety outcomes should be developed to improve performance, with a positive predictive value >70% [29]. Third, migration may cause potential bias in the representative population or misclassification of exposure and outcomes, so we should consider its influence in future research. Finally, missing links between data should be addressed and balanced with privacy concerns [30].

Conclusions

The study presents an available approach to initiate an active surveillance system for adverse events after HPV vaccination, based on a regional health care information platform in China. Utilizing a longer observation period or including additional functional sites is warranted to conduct future hypothesis-generating and hypothesis-confirming studies to address vaccine safety concerns.
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Abstract

Background: The most commonly used means to assess pain is by patient self-reported questionnaires. These questionnaires have traditionally been completed using paper-and-pencil, telephone, or in-person methods, which may limit the validity of the collected data. Electronic data capture methods represent a potential way to validly, reliably, and feasibly collect pain-related data from patients in both clinical and research settings.

Objective: The aim of this study was to conduct a systematic review and meta-analysis to compare electronic and conventional pain-related data collection methods with respect to pain score equivalence, data completeness, ease of use, efficiency, and acceptability between methods.

Methods: We searched the Medical Literature Analysis and Retrieval System Online (MEDLINE), Excerpta Medica Database (EMBASE), and Cochrane Central Register of Controlled Trials (CENTRAL) from database inception until November 2019. We included all peer-reviewed studies that compared electronic (any modality) and conventional (paper-, telephone-, or in-person–based) data capture methods for patient-reported pain data on one of the following outcomes: pain score equivalence, data completeness, ease of use, efficiency, and acceptability. We used random effects models to combine score equivalence data across studies that reported correlations or measures of agreement between electronic and conventional pain assessment methods.

Results: A total of 53 unique studies were included in this systematic review, of which 21 were included in the meta-analysis. Overall, the pain scores reported electronically were congruent with those reported using conventional modalities, with the majority of studies (36/44, 82%) that reported on pain scores demonstrating this relationship. The weighted summary correlation coefficient of pain score equivalence from our meta-analysis was 0.92 (95% CI 0.88-0.95). Studies on data completeness, patient- or provider-reported ease of use, and efficiency generally indicated that electronic data capture methods were equivalent or
superior to conventional methods. Most (19/23, 83%) studies that directly surveyed patients reported that the electronic format was the preferred data collection method.

**Conclusions:** Electronic pain-related data capture methods are comparable with conventional methods in terms of score equivalence, data completeness, ease, efficiency, and acceptability and, if the appropriate psychometric evaluations are in place, are a feasible means to collect pain data in clinical and research settings.


**KEYWORDS**
electronic; data collection; pain; efficiency; systematic review; meta-analysis

**Introduction**

**Background**

Pain is an unpleasant sensory and emotional experience that is unique to the individual. It is also a dynamic process and fluctuates in a multidimensional manner across its sensory (eg, intensity, location, duration, etc), evaluative (ie, impact on functioning) and affective (ie, emotional effect) qualities within both the short and long term [1]. Pain is influenced by a variety of biopsychosocial factors, including genetics, mood, emotions, memory, and interpersonal relationships as well as external stimuli such as physical movement [1-3]. The accurate measurement of pain is of utmost importance to clinicians and researchers.

The most commonly used methods of measuring pain within a clinical and research context are self-reported questionnaires. Clinically, pain measurements are generally performed before and after an intervention to assess a patient’s response to therapy. These assessments are typically performed using paper-based questionnaires or via face-to-face or telephone-based verbal surveys or interviews. Although widely used, these conventional data collection methods can introduce a number of biases in the collected pain data. In particular, these methods often rely heavily on a patient’s recall of their pain symptoms (eg, pain intensity over the preceding week). Unfortunately, the recall of pain is problematic because memories of pain are vulnerable to distortion due to physical and psychological contextual factors and selective coding and retrieval of memories [4,5]. Additional issues with conventional data collection methods include limitations in conducting ecologically valid assessments of pain in the patient’s natural environment and social context, logistical challenges for repeated measurements over time, potential burden to patients, clinicians, and researchers, and possibly reduced data quality due to incomplete or back-filled pain diaries [6-8].

The advent of mobile electronic devices has created novel opportunities to collect pain-related data in clinical and research settings. Electronic data collection methods have been used to assess variables related to a variety of conditions, including mood disorders, asthma, tobacco cessation, urinary incontinence, brain injury, diabetes, cancer, and pain [7,9-11]. Specialists in mood disorders, asthma, tobacco cessation, urinary incontinence, and their nearly ubiquitous use in developed countries [16], electronic data collection methods are becoming more widely available. As such, a review of the literature is needed to understand the potential advantages and disadvantages of collecting pain data using electronic methods.

**Objective**

We aimed to identify and synthesize data from studies comparing electronic and conventional pain-related data collection methods to describe similarities and differences in pain scores, data completeness, ease of use, efficiency, and acceptability between methods.

**Methods**

**Overview**

We developed an internal protocol to guide the conduct of the review and meta-analysis. Reporting is guided by the Preferred Reporting Items for Systematic Reviews and Meta-Analyses [17].

**Eligibility Criteria**

**Criteria for Inclusion in the Systematic Review**

To be included in this review, studies must have (1) been published in English, (2) enrolled participants in a clinical study examining an acute or chronic pain-related outcome as reported by participants, (3) used both an electronic data collection method and a conventional form of data collection (ie, paper-based, telephone, or in-person), and (4) collected data on pain scores, data completeness, ease of use, efficiency, and acceptability between methods.

There were no restrictions on the type of study design (randomized or observational), country of study, or year of publication. Only studies in which the full texts could be retrieved were included in the review.

**Criteria for Inclusion in the Meta-Analysis**

A subset of studies included in the systematic review was also included in the meta-analysis. These studies reported correlations or measures of agreement (ie, intraclass correlation coefficients [ICC’s], Pearson correlations, Spearman rho, and weighted kappa) between patient-reported pain intensity or pain...
interference (including affect) scores assessed using an electronic and a conventional data capture method. Pain intensity and interference were the focus of the analysis as these constructs are commonly assessed, single-item aspects of both acute and chronic pain and are routinely used to determine treatment effectiveness and guide therapy [18,19]. As recalled pain reports may not be an accurate reflection of the momentary pain experience, we included only studies that compared momentary pain reports. No restrictions were placed on the type of data collection method (eg, mobile phone, computer-based, and tablet), pain assessment instrument (eg, numerical rating scale [NRS]), frequency of data collection, or other pain-related assessments (ie, studies that also assessed constructs such as quality of life or disease activity in addition to pain intensity or interference were included).

**Study Selection**

We developed a comprehensive search strategy in consultation with a tertiary hospital librarian with expertise in the scientific literature related to digital health. We customized the search strategy to conduct tailored searches of MEDLINE, EMBASE, and Cochrane Central Register of Controlled Trials (CENTRAL) from inception until November 19, 2019. Medical Subject Headings (MeSH) keywords in the search included: pain, pain measurement, pain threshold, pain perception, electronics, cellular phone, computers, handheld, wireless technology, internet, computer communication networks, mobile applications, randomized controlled trial, multicenter study, observational study, humans, and prospective studies. Additional keywords used in the search included: pain, pain reporting, personal digital assistant, smartphone, and prospective study. An example of the search strategy can be found in Multimedia Appendix 1. We supplemented our search with searches of the author’s own databases of electronic pain assessment studies.

Search results were initially electronically screened for intradatabase and interdatabase duplicates. After the electronic removal of duplicates, titles and abstracts were screened independently by 2 authors using piloted standardized screening forms (all authors involved). Subsequently, the full texts of the included citations were reviewed in duplicate to confirm study inclusion (all authors involved). The kappa statistic was calculated as a metric of screening agreement at the full-text stage. Following the literature-based precedent, we interpreted the kappa as follows: <0.00, poor; 0.00-0.20, slight; 0.21-0.40, fair; 0.41-0.60, moderate; 0.61-0.80, substantial; and 0.81-1.00, almost perfect [20]. Disagreements among reviewers about study eligibility were resolved by consensus through discussion by at least three authors.

**Data Collection Process**

A standard data collection form was created and piloted. Data abstraction occurred independently and in duplicate. Data extracted included study design, sample size, study population, electronic and conventional data collection method, duration of data collection, score equivalence between data capture methods (ie, correlations, score differences, and descriptive reports), data completeness, ease and efficiency of data collection, and patient or participant acceptability. An a priori decision was made to not formally assess study quality given the nature of the intervention (ie, data collection method) and the diverse study designs collected in the systematic search.

**Data Synthesis**

Descriptive statistics (ie, frequencies and percentages) were used to synthesize and present data across all included studies. Meta-analysis was performed to synthesize results related to score equivalence across data capture methods. For the analysis, reported correlation coefficients (or kappa in the case of 2 studies [21,22]) served as effect size indices. In all studies where more than one coefficient for a correlation or measure of agreement between electronic and conventional pain data collection methods was available, we used the average of the coefficients so that a single study did not disproportionately impact the summary effect size. Whenever available, the reported sample size used to produce the score equivalence coefficient was used in the model. In cases where the sample size for the score equivalence analysis was not explicitly mentioned, we used the sample size reported for the entire study. Random-effects models were used to combine data across studies, and the I² statistic was used to quantify heterogeneity. The criteria set out by Higgins et al [23] were used to interpret the I² statistic; namely, 25%, 50%, and 75% were considered low, moderate, and high heterogeneity, respectively. To further examine the impact of heterogeneity on the results, the standardized residual score (ie, the standardized difference between each study effect size and the weighted mean effect size) for each study was calculated and compared [9]. A conservative cutoff of ±2 was set to examine extreme effect sizes as determined by the standardized residuals. We performed a sensitivity analysis to evaluate any impact of the type of correlation or measure of agreement on the weighted summary correlation. Specifically, following previously used methods, separate meta-analyses were conducted with studies reporting ICC or weighted kappa, which account for covariance and score mean and variability, and studies reporting the more conventional Pearson or Spearman rho coefficients [9]. Possible publication bias was assessed by visual inspection of an asymmetrical funnel plot. To investigate the sources of heterogeneity, we conducted further subgroup analyses. Our subgroup analyses focused on elucidating the impact of (1) the similarity of pain assessment measure between electronic and conventional modalities (ie, same measure or different) and (2) the duration of data collection (ie, once or multiple times). Subgroup analyses by study participant age and pain condition were precluded by the structure of data reported in our included studies. Meta-analysis procedures were conducted using Microsoft Excel (Microsoft Corporation) and Distiller SR Forest Plot Generator (Evidence Partners Inc).

**Results**

**Study Selection**

The search strategy identified 4927 studies, of which 183 underwent full-text review and 129 were excluded (Figure 1). The kappa agreement score between appraisers at this stage was 0.69, which indicated substantial agreement. In all, 54 papers reporting on 53 unique studies were included in the qualitative synthesis. Stinson et al [5,24] reported different results from
the same study, so were grouped presently for analyses purposes. In all, 21 studies were included in the quantitative synthesis. The number of published studies meeting our inclusion criteria increased steadily over time (Figure 2).

Figure 1. Study selection flowchart.
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Figure 2. Number of studies meeting inclusion criteria overtime.
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**Study Characteristics**

The study details are presented in Table 1. Data from a total of 7977 pain patients were included in this review. The mean number of participants across studies was 151 (range 15-2400). The average mean or median age of participants was 41.5 years (SD 17.5), and across studies, the average proportion of female participants was 63.1%; mean or median age data were missing from 9 studies and sex data were missing from 7 studies. Participants in the included studies had various painful conditions or diagnoses, including both acute and chronic pain. The most common pain conditions were nonspecific chronic pain (9/54, 17% studies), postoperative pain (8/53, 15% studies), and arthritis (8/53, 15% studies).
Table 1. Study characteristics.

<table>
<thead>
<tr>
<th>Authors (publication year)</th>
<th>Criteria for electronic and conventional pain assessments</th>
<th>Study design</th>
<th>Sample size</th>
<th>Population (age, sex, pain condition)</th>
<th>Electronic data collection modality and pain data collected</th>
<th>Conventional data collection method and pain data collected</th>
<th>Duration of data collection</th>
<th>Participants</th>
</tr>
</thead>
<tbody>
<tr>
<td>Allena et al (2012) [25]</td>
<td>Acceptability, data completeness, and ease</td>
<td>Not specified</td>
<td>85</td>
<td>Mean age 39.7 (SD 10.2) years, 68 females and 17 males, medication overuse headache</td>
<td>PDA&lt;sup&gt;a&lt;/sup&gt; program collecting data on pain intensity (no indication of measure), pain sensory characteristics, associated symptoms, possible trigger factors and medication use</td>
<td>Paper-based tool (no indication if questions were the same across formats); prospective recording of attack characteristics, more accurate descriptions</td>
<td>Participants completed both formats daily for 7-10 days</td>
<td></td>
</tr>
<tr>
<td>Athale et al (2004) [26]</td>
<td>Acceptability, data completeness, ease, and score equivalence</td>
<td>Nonrandomized, crossover</td>
<td>43</td>
<td>Mean age not specified (range 18-75+ years), 36 females and 7 males, rheumatoid arthritis</td>
<td>Computer program collecting data on VAS&lt;sup&gt;b&lt;/sup&gt;-rated pain intensity, pain sensory characteristics, and affective and functional impact of pain</td>
<td>Paper-based tool (different from electronic format only in that pain and swelling locations are indicated on separate body maps)</td>
<td>Participants completed each format once</td>
<td></td>
</tr>
<tr>
<td>Bandarian-Balooch et al (2017) [27]</td>
<td>Acceptability, data completeness, ease, and score equivalence</td>
<td>Randomized, controlled trial</td>
<td>181</td>
<td>Mean age 26.5 (range 18-55) years, 146 female and 35 males, headache and migraine</td>
<td>Mobile phone or computer program collecting NRS&lt;sup&gt;c&lt;/sup&gt;-rated pain intensity, frequency, and duration data as well as triggers and medication use</td>
<td>Paper-based tool with one subgroup identical to electronic format and the other a long-form report representative of conventional paper diaries</td>
<td>Participants completed assigned format once per day for 30 days</td>
<td></td>
</tr>
<tr>
<td>Bedson et al (2019) [28]</td>
<td>Data completeness, ease, efficiency, and score equivalence</td>
<td>Nonrandomized, cohort</td>
<td>21</td>
<td>Median age 62 (IQR 50-70) years, 13 females and 8 males, musculoskeletal pain</td>
<td>Tablet program collecting data on NRS-rated pain intensity and pain interference, as well as sleep disturbance, analgesic use, mood, and side effects</td>
<td>Paper-based tool (same assessment as used in the electronic study)</td>
<td>Participants completed electronic assessment 2 times per day for 4 weeks and the paper-based tool once at baseline and once at study completion</td>
<td></td>
</tr>
<tr>
<td>Bishop et al (2010) [29]</td>
<td>Acceptability, data completeness, ease, efficiency, and score equivalence</td>
<td>Randomized, crossover</td>
<td>167</td>
<td>Complete age data not reported, (range 18-78), complete sex data not reported, back pain</td>
<td>Computer program collecting data on the occurrence of pain interference (RMDQ&lt;sup&gt;d&lt;/sup&gt;)</td>
<td>Paper-based tool (same assessment as used in the electronic format)</td>
<td>Participants completed each format once in random order on the same day</td>
<td></td>
</tr>
<tr>
<td>Blum et al (2014) [30]</td>
<td>Acceptability, ease, and efficiency</td>
<td>Crossover (randomization procedure not stated)</td>
<td>62</td>
<td>Median age 63.5 (range 23-86) years, 31 females and 31 males, cancer</td>
<td>PDA program (E-MOSAIC) collecting data on VAS-rated pain intensity, medication use, and other symptoms</td>
<td>Paper-based tool (same assessment as used in the electronic format)</td>
<td>Participants completed each format once with a 1-hour washout between periods</td>
<td></td>
</tr>
<tr>
<td>Authors (publication year)</td>
<td>Criteria for electronic and conventional pain assessments</td>
<td>Study design</td>
<td>Sample size</td>
<td>Population (age, sex, pain condition)</td>
<td>Electronic data collection modality and pain data collected</td>
<td>Conventional data collection method and pain data collected</td>
<td>Duration of data collection</td>
<td></td>
</tr>
<tr>
<td>-----------------------------</td>
<td>----------------------------------------------------------</td>
<td>--------------</td>
<td>-------------</td>
<td>---------------------------------------</td>
<td>----------------------------------------------------------</td>
<td>----------------------------------------------------------</td>
<td>----------------------------</td>
<td></td>
</tr>
<tr>
<td>Byrom et al (2018) [31]</td>
<td>Score equivalence</td>
<td>Randomized, crossover</td>
<td>155</td>
<td>Mean age 48.6 (SD 13.1) years (19-69), 83 females and 72 males, chronic pain</td>
<td>Mobile phone or tablet program collecting data on VAS- and NRS-related pain intensity, as well as VRS*-rated pain intensity (SF-36)</td>
<td>Paper-based tool (same assessment as used in the electronic format)</td>
<td>Participants completed each format once with a 30- to 60- min washout between periods</td>
<td></td>
</tr>
<tr>
<td>Castarlenas et al (2015) [22]</td>
<td>Acceptability, score equivalence</td>
<td>Crossover (randomization procedure not stated)</td>
<td>191</td>
<td>Mean age 14.6 (range 12-18) years, 117 females and 74 males, pain somewhere in their body in the last 3 months</td>
<td>Mobile phone program collecting data on NRS-rated pain intensity</td>
<td>Verbally administered tool (same assessment as used in the electronic format)</td>
<td>Participants completed each version once</td>
<td></td>
</tr>
<tr>
<td>Chiu et al (2019) [32]</td>
<td>Score equivalence</td>
<td>Randomized, crossover</td>
<td>138</td>
<td>Mean age VAS group 55 (SD 14) years, 54 females and 19 males, postoperative pain; mean age NRS group 53 (SD 13) years, 39 females and 26 males, postoperative pain</td>
<td>Mobile phone program collecting data on VAS- and NRS-rated pain intensity</td>
<td>Paper-based tool (same assessment as used in the electronic format)</td>
<td>Participants completed each format once with a 5-min washout between periods</td>
<td></td>
</tr>
<tr>
<td>Christie et al (2014) [33]</td>
<td>Data completeness and score equivalence</td>
<td>Crossover (randomization procedure not stated)</td>
<td>21</td>
<td>Median age 49.7 (SD 12.2) years, 16 females and 5 males, inflammatory rheumatic disease</td>
<td>Mobile phone program collecting data on NRS-rated pain intensity, fatigue, stiffness and daily activity or function</td>
<td>Paper-based tool (same assessment as used in the electronic format)</td>
<td>Participants completed each format on alternate days for 28 days</td>
<td></td>
</tr>
<tr>
<td>Cook et al (2004) [34]</td>
<td>Acceptability, ease, and score equivalence</td>
<td>Randomized, crossover</td>
<td>189</td>
<td>Mean age 47.5 (SD 12.8) years, 119 females and 70 males, chronic pain</td>
<td>Computer program collecting data on VAS- and NRS-rated pain intensity and the affective impact of pain (SF-MPQ), PDIh was also used.</td>
<td>Paper-based tool (same assessment as used in the electronic format).</td>
<td>Participants completed both formats once with a 45-min washout between periods</td>
<td></td>
</tr>
<tr>
<td>Cunha-Miranda et al (2015) [35]</td>
<td>Score equivalence</td>
<td>Nonrandomized, crossover</td>
<td>134</td>
<td>Mean age 51.3 (SD 12.0) years, 100 females and 34 males, arthritis</td>
<td>Tablet program collecting data on VAS-rated pain intensity and interference, as well as other disease and quality of life metrics dependent on participant diagnosis</td>
<td>Paper-based tool (same assessment as used in the electronic format).</td>
<td>Participants completed each format with a 15-min washout between periods</td>
<td></td>
</tr>
<tr>
<td>Authors (publication year)</td>
<td>Criteria for electronic and conventional pain assessments</td>
<td>Study design</td>
<td>Sample size</td>
<td>Population (age, sex, pain condition)</td>
<td>Electronic data collection modality and pain data collected</td>
<td>Conventional data collection method and pain data collected</td>
<td>Duration of data collection</td>
<td></td>
</tr>
<tr>
<td>--------------------------</td>
<td>----------------------------------------------------------</td>
<td>--------------</td>
<td>-------------</td>
<td>---------------------------------------</td>
<td>-------------------------------------------------</td>
<td>-------------------------------------------------</td>
<td>----------------------------</td>
<td></td>
</tr>
<tr>
<td>Fanciullo et al (2007) [36]</td>
<td>Acceptability and score equivalence</td>
<td>Crossover (randomization procedure not stated)</td>
<td>54</td>
<td>Median age 10.7 (SD 4.0) years, 26 females and 28 males, various causes of pain (eg, broken bones, infections, and cancer)</td>
<td>Computer program collecting data on pain intensity from an investigator-developed computer faces scale</td>
<td>Paper-based tool (Wong-Baker Faces Scale)</td>
<td>Participants completed both formats once</td>
<td></td>
</tr>
<tr>
<td>Freynhagen et al (2006) [37]</td>
<td>Ease</td>
<td>Nonrandomized, cohort</td>
<td>717</td>
<td>Mean age 56.0 years (SD not stated), sex ratio not specified, chronic pain</td>
<td>PDA program collecting data on VAS-rated pain intensity, functional disability, and depression</td>
<td>Paper-based tool (same assessment as used in the electronic format)</td>
<td>Participants completed either format once</td>
<td></td>
</tr>
<tr>
<td>Gaertner et al (2004) [38]</td>
<td>Acceptability, data completeness, ease, efficiency, and score equivalence</td>
<td>Randomized, crossover</td>
<td>24</td>
<td>Mean age 49.9 (SD 15.1) years, 13 females and 11 males, various painful conditions (eg, cancer, osteoarthritis, chronic neuropathic pain)</td>
<td>PDA program collecting data on NRS-rated pain intensity, analgesic use, other symptoms and therapies</td>
<td>Paper-based tool (same assessment as used in the electronic format)</td>
<td>Participants completed each format daily for 14 days</td>
<td></td>
</tr>
<tr>
<td>Garcia-Palacios et al (2013) [39]</td>
<td>Acceptability, data completeness, ease, and score equivalence</td>
<td>Randomized, crossover</td>
<td>47</td>
<td>Mean age 48.1 (SD 8.0) years, 47 females, fibromyalgia</td>
<td>Mobile phone program collecting data on NRS-rated pain intensity, fatigue, and faces scale-rated mood, BPI and fatigue scale were also used.</td>
<td>Paper-based tool (same assessment as used in the electronic format)</td>
<td>Participants completed the electronic assessment 3 times per day for 1 week and the paper-based tool once per week</td>
<td></td>
</tr>
<tr>
<td>Heiberg et al (2007) [40]</td>
<td>Acceptability, data completeness, efficiency, and score equivalence</td>
<td>Crossover (randomization procedure not stated)</td>
<td>38</td>
<td>Mean age 58.4 (SD 12.9) years, 25 females and 12 males, rheumatoid arthritis</td>
<td>PDA program collecting data on VAS-rated pain intensity, fatigue, and global disease activity, as well as NRS-rated pain intensity (RADAI) daily, and VRS-rated pain intensity and interference (SF-36) and additional questions on daily functioning collected weekly</td>
<td>Paper-based tool (same assessment as used in the electronic format)</td>
<td>Participants completed each format for 42 days or 6 weeks (21 days/3 weeks for each format)</td>
<td></td>
</tr>
<tr>
<td>Authors (publication year)</td>
<td>Criteria for electronic and conventional pain assessments</td>
<td>Study design</td>
<td>Sample size</td>
<td>Population (age, sex, pain condition)</td>
<td>Electronic data collection modality and pain data collected</td>
<td>Conventional data collection method and pain data collected</td>
<td>Duration of data collection</td>
<td></td>
</tr>
<tr>
<td>---------------------------</td>
<td>----------------------------------------------------------</td>
<td>--------------</td>
<td>-------------</td>
<td>--------------------------------------</td>
<td>----------------------------------------------------------</td>
<td>----------------------------------------------------------</td>
<td>-----------------------------</td>
<td></td>
</tr>
<tr>
<td>Hofstedt et al (2019) [41]</td>
<td>Acceptability and score equivalence</td>
<td>Nonrandomized, cohort</td>
<td>70</td>
<td>Mean age 51.7 (SD 13.2) years, 53 females and 17 males, arthritis</td>
<td>Computer, tablet, or mobile phone program collecting data on VAS-rated pain intensity, global health, and fatigue, as well as disease activity and functional index for a subset of patients</td>
<td>Paper-based tool (same assessment as used in the electronic format)</td>
<td>Participants completed the electronic format at least once during the week before a clinic appointment and the conventional format once at the appointment</td>
<td></td>
</tr>
<tr>
<td>Jaatun et al (2014) [42]</td>
<td>Acceptability, ease, score equivalence</td>
<td>Randomized, crossover</td>
<td>92</td>
<td>Age range 20-90 years, 33 females and 59 males, cancer</td>
<td>Tablet program collecting data on pain location from an investigator-developed pain map</td>
<td>Paper-based tool collecting pain location data from the BPI</td>
<td>Participants completed both formats once a 20-30-min washout between periods</td>
<td></td>
</tr>
<tr>
<td>Jamison et al (2001) [15]</td>
<td>Data completeness and score equivalence</td>
<td>Nonrandomized, cohort</td>
<td>36</td>
<td>Mean age 42.6 (SD 7.0) years, 20 females and 16 males, chronic low back pain</td>
<td>PDA program collecting data on VAS-rated pain intensity each hour for 16 waking hours as well as number of sleep hours</td>
<td>Paper-based tool collecting data on NRS-rated pain intensity for each waking hour and telephone-based NRS-pain intensity over the preceding week</td>
<td>Participants completed formats for 1 year.</td>
<td></td>
</tr>
<tr>
<td>Jamison et al (2002) [43]</td>
<td>Score equivalence</td>
<td>Randomized, crossover</td>
<td>24</td>
<td>Mean age 34.4 (range 19-57) years, 19 females and 5 males, healthy volunteers holding weights heavy enough to induce pain</td>
<td>PDA program collecting data on VAS-rated pain intensity</td>
<td>Paper-based tool (same assessment as used in the electronic format)</td>
<td>Participants completed each format 21 times on 1 day</td>
<td></td>
</tr>
<tr>
<td>Jamison et al (2006) [44]</td>
<td>Score equivalence</td>
<td>Nonrandomized, cohort</td>
<td>21</td>
<td>Mean age 42.0 (SD 4.9) years, 9 females and 12 males, low back pain</td>
<td>PDA program collecting data on VAS-rated pain intensity, as well as the affective and functional impact of pain, medications, and side effects</td>
<td>Telephone interviews collecting data on recalled NRS-rated pain over the previous week and telephone-based NRS-pain intensity over the preceding week</td>
<td>Participants completed the electronic format at least daily for 1 year.</td>
<td></td>
</tr>
<tr>
<td>Jonassaint et al (2015) [45]</td>
<td>Score equivalence</td>
<td>Nonrandomized, cohort</td>
<td>15</td>
<td>Median age 29 (range 16-54) years, 6 females and 9 males, sickle cell disease</td>
<td>Mobile phone program collecting VAS-rated pain intensity, location and perceived severity, and treatment strategies.</td>
<td>Paper-based tool collecting data on VAS-rated pain (same assessment as used in the electronic format)</td>
<td>Participants first completed paper-based tool, then electronic version daily for 28 days.</td>
<td></td>
</tr>
<tr>
<td>Authors (publication year)</td>
<td>Criteria for electronic and conventional pain assessments</td>
<td>Study design</td>
<td>Sample size</td>
<td>Population (age, sex, pain condition)</td>
<td>Electronic data collection modality and pain data collected</td>
<td>Conventional data collection method and pain data collected</td>
<td>Duration of data collection</td>
<td></td>
</tr>
<tr>
<td>---------------------------</td>
<td>----------------------------------------------------------</td>
<td>--------------</td>
<td>-------------</td>
<td>---------------------------------------</td>
<td>-----------------------------------------------------------</td>
<td>-----------------------------------------------------------</td>
<td>----------------------------</td>
<td></td>
</tr>
<tr>
<td>Junker et al (2008) [46]</td>
<td>Data completeness and score equivalence</td>
<td>Randomized, crossover</td>
<td>198</td>
<td>Mean age 56.5 (SD 13.9) years, 114 females and 84 males, chronic pain</td>
<td>PDA program collecting data on VAS-rated pain intensity recalled pain over previous 4 weeks, recalled worst pain in previous 4 weeks and a summative pain score</td>
<td>Paper-based tool (different from electronic format in that pain intensity rated on NRS)</td>
<td>Participants completed each format once</td>
<td></td>
</tr>
<tr>
<td>Khan et al (2019) [47]</td>
<td>Acceptability and data completeness</td>
<td>Randomized, cohort</td>
<td>78</td>
<td>Mean age 52.7 (SD 11.1) years, 78 females, postoperative pain</td>
<td>Computer, mobile phone, or tablet program collecting data on data on NRS-related pain intensity, as well as pain catastrophizing, preoperative anxiety, and somatic preoccupation presurgery and medication use and adverse events postsurgery</td>
<td>Paper- or in-person verbal tool (same assessment as used in the electronic format)</td>
<td>Participants completed each format twice daily on postoperative days 1, 2, 3, and 9 and at a 3-month follow-up visit</td>
<td></td>
</tr>
<tr>
<td>Kim et al (2016) [48]</td>
<td>Acceptability and efficiency</td>
<td>Nonrandomized, cohort</td>
<td>96</td>
<td>Mean age not specified, 59 females and 37 males, spinal disorders</td>
<td>Tablet program collecting data on VAS-rated pain intensity, disability, as well as questions related to the nature of pain and alleviating and aggravating pain factors</td>
<td>Paper-based tool (same assessment as used in electronic format)</td>
<td>Each format used for a variable and unspecified number of times</td>
<td></td>
</tr>
<tr>
<td>Koho et al (2014) [49]</td>
<td>Acceptability, ease, and score equivalence</td>
<td>Randomized, crossover</td>
<td>94</td>
<td>Mean age 47.0 (SD 8.0) years, 55 females and 39 males, chronic musculoskeletal pain</td>
<td>Computer program collecting data on the affective impact of pain</td>
<td>Paper-based tool (same assessment as used in the electronic format)</td>
<td>Participants completed each format twice on two consecutive days</td>
<td></td>
</tr>
<tr>
<td>Authors (publication year)</td>
<td>Criteria for electronic and conventional pain assessments</td>
<td>Study design</td>
<td>Sample size</td>
<td>Population (age, sex, pain condition)</td>
<td>Electronic data collection modality and pain data collected</td>
<td>Conventional data collection method and pain data collected</td>
<td>Duration of data collection</td>
<td></td>
</tr>
<tr>
<td>----------------------------</td>
<td>----------------------------------------------------------</td>
<td>------------------</td>
<td>-------------</td>
<td>--------------------------------------</td>
<td>----------------------------------------------------------</td>
<td>----------------------------------------------------------</td>
<td>-----------------------------</td>
<td></td>
</tr>
<tr>
<td>Kvien et al 2005 [50]</td>
<td>Acceptability, efficiency, and score equivalence</td>
<td>Nonrandomized, crossover</td>
<td>30</td>
<td>Mean age 61.6 (range 49.8-70.0) years, 19 females and 11 males, rheumatoid arthritis</td>
<td>PDA program collecting data on VAS-rated pain intensity, fatigue, and patient global evaluation of their disease, NRS-rated pain intensity (RADAI), VRS-rated pain intensity and interference (SF-36), and additional questions on daily functioning</td>
<td>Paper-based tool (same assessment as used in the electronic format)</td>
<td>Participants completed each format on 2 occasions 5 to 7 days apart</td>
<td></td>
</tr>
<tr>
<td>MacKenzie et al (2011) [51]</td>
<td>Acceptability, ease, efficiency, and score equivalence</td>
<td>Randomized, crossover</td>
<td>63</td>
<td>Mean age 53.0 (range 28.0-82.0) years, 29 females and 34 males, psoriatic arthritis</td>
<td>Computer program collecting data on VAS-rated pain intensity (HAQ²), VRS-rated pain intensity and interference (SF-36) and additional questions on health and arthritis-related symptoms and function</td>
<td>Paper-based tool (same assessment as used in the electronic format)</td>
<td>Participants completed each format once 1 hour apart</td>
<td></td>
</tr>
<tr>
<td>Marceau et al (2007) [52]</td>
<td>Acceptability, data completeness, ease and score equivalence</td>
<td>Randomized, crossover</td>
<td>36</td>
<td>Mean age 48.0 (SD 8.0) years, 25 females and 11 males, chronic pain</td>
<td>PDA program collecting data on VAS-rated pain intensity and interference, as well as on the affective impact of pain, medication use, and pain location</td>
<td>Paper-based tool (same assessment as used in the electronic format)</td>
<td>Participants completed each format once per day for 2 weeks with a 1-week washout between periods</td>
<td></td>
</tr>
<tr>
<td>Marceau et al (2010) [53]</td>
<td>Acceptability and ease</td>
<td>Randomized, controlled trial</td>
<td>134</td>
<td>Mean age 49.5 (SD 11.3) years, 67 females and 67 males, chronic pain</td>
<td>PDA program collecting data on VAS-rated pain intensity and interference, as well as on the affective impact of pain, medication use, and pain location</td>
<td>Paper-based tool (same assessment as used in the electronic format)</td>
<td>Participants completed each format monthly for 10 months</td>
<td></td>
</tr>
<tr>
<td>Matthews et al (2018) [54]</td>
<td>Score equivalence</td>
<td>Randomized, crossover</td>
<td>32</td>
<td>Mean age 24.5 (SD 5.6) years, 25 females and 7 males, nontraumatic knee pain</td>
<td>Tablet-based method of collecting data on pain area, location, and distribution through drawing</td>
<td>Paper-based tool (same assessment as used in the electronic format)</td>
<td>Participants completed each format once with a 1-2-min washout between periods</td>
<td></td>
</tr>
<tr>
<td>Authors (publication year)</td>
<td>Criteria for electronic and conventional pain assessments</td>
<td>Study design</td>
<td>Sample size</td>
<td>Population (age, sex, pain condition)</td>
<td>Electronic data collection modality and pain data collected</td>
<td>Conventional data collection method and pain data collected</td>
<td>Duration of data collection</td>
<td></td>
</tr>
<tr>
<td>---------------------------</td>
<td>----------------------------------------------------------</td>
<td>--------------</td>
<td>-------------</td>
<td>---------------------------------------</td>
<td>------------------------------------------------------------</td>
<td>-----------------------------------------------------------</td>
<td>-----------------------------</td>
<td></td>
</tr>
<tr>
<td>Neudecker et al (2006) [55]</td>
<td>Score equivalence</td>
<td>Randomized, crossover</td>
<td>53</td>
<td>Mean age 51.0 (range 18.0-78.0) years, 33 females and 20 males, postoperative pain</td>
<td>PDA program collecting data on VAS-rated pain intensity</td>
<td>Manually manipulated slide device-based tool (same assessment as used in the electronic format)</td>
<td>Participants completed each format while participants were at rest and while coughing (number of assessments not specified)</td>
<td></td>
</tr>
<tr>
<td>Palermo et al (2004) [56]</td>
<td>Acceptability, data completeness, ease, and score equivalence</td>
<td>Randomized, controlled trial</td>
<td>60</td>
<td>Mean age electronic version 12.3 (SD 2.4) years, mean age paper version 12.3 (SD 3.0) years, 42 females and 18 males, headache or juvenile idiopathic arthritis</td>
<td>PDA program collecting data on faces scale-rated pain intensity, pain sensory characteristics, affective and functional impact of pain</td>
<td>Paper-based tool (same assessment as used in the electronic format)</td>
<td>Participants completed the assigned format for 7 consecutive days</td>
<td></td>
</tr>
<tr>
<td>Pawar et al (2017) [57]</td>
<td>Acceptability, ease, efficiency, and score equivalence</td>
<td>Randomized, crossover</td>
<td>52</td>
<td>Mean age 46.6 (SD 14.5) years, 31 females and 21 males, low back pain</td>
<td>Mobile phone program collecting data on the occurrence of pain interference (RMDQ)</td>
<td>Paper-based tool (same assessment as used in the electronic format)</td>
<td>Participants completed each format with a 1-hour interval between assessments</td>
<td></td>
</tr>
<tr>
<td>Ritter et al (2004) [58]</td>
<td>Data completeness and score equivalence</td>
<td>Randomized, controlled trial</td>
<td>397</td>
<td>Mean age electronic version 45.9 (SD 14.3) years, mean age paper version 44.6 (SD 13.5) years, 287 females and 110 males, diabetes, asthma, heart disease, lung disease, hypertension</td>
<td>Computer program collecting data on 16 health-related variables including NRS-rated pain intensity</td>
<td>Computer program collecting data on VAS-Rated pain intensity and health-related quality of life</td>
<td>Participants completed assigned format once</td>
<td></td>
</tr>
<tr>
<td>Rolfson et al (2011) [59]</td>
<td>Data completeness and score equivalence</td>
<td>Randomized, controlled trial</td>
<td>2400</td>
<td>Group mean age and sex ratio not specified, total hip replacement surgical pain</td>
<td>Computer program collecting data on VAS-Rated pain intensity and health-related quality of life</td>
<td>Computer program collecting data on VAS-Rated pain intensity and health-related quality of life</td>
<td>Participants completed assigned format once</td>
<td></td>
</tr>
<tr>
<td>Saleh et al (2002) [60]</td>
<td>Acceptability and score equivalence</td>
<td>Nonrandomized, cohort</td>
<td>87</td>
<td>Mean age 63.5 (SD 11.6) years, 3 females and 84 males, hip or knee pain</td>
<td>PDA program collecting data on VRS-rated pain intensity and interference (SF-36) and NRS-rated pain interference (WOMAC)</td>
<td>Paper-based tool (same assessment as used in the electronic format)</td>
<td>Participants completed assigned format once</td>
<td></td>
</tr>
<tr>
<td>Sanchez-Rodriguez et al (2015) [61]</td>
<td>Acceptability and score equivalence</td>
<td>Nonrandomized, crossover</td>
<td>180</td>
<td>Mean age 14.9 (SD 1.64), age range 12–19 years, 104 females and 76 males, pain in the last 3 months</td>
<td>Mobile phone program, collecting NRS-, faces pain scale-, VAS- and CAS™ pain intensity data</td>
<td>Paper-based tool (same assessment as used in the electronic format)</td>
<td>Participants completed each assigned format once with a 30-min interval between assessments</td>
<td></td>
</tr>
<tr>
<td>Authors (publication year)</td>
<td>Criteria for electronic and conventional pain assessments</td>
<td>Study design</td>
<td>Sample size</td>
<td>Population (age, sex, pain condition)</td>
<td>Electronic data collection modality and pain data collected</td>
<td>Conventional data collection method and pain data collected</td>
<td>Duration of data collection</td>
<td></td>
</tr>
<tr>
<td>----------------------------</td>
<td>-------------------------------------------------------------</td>
<td>--------------</td>
<td>-------------</td>
<td>----------------------------------------</td>
<td>-------------------------------------------------------------</td>
<td>-------------------------------------------------------------</td>
<td>-----------------------------</td>
<td></td>
</tr>
<tr>
<td>Serif et al 2005 [62]</td>
<td>Ease and efficiency</td>
<td>Nonrandomized, cohort</td>
<td>50</td>
<td>Age range 27-65 years, sex not specified, back pain</td>
<td>PDA program collecting data on VAS-pain intensity, pain location, and other symptoms</td>
<td>Paper-based tool (same assessment as used in the electronic format)</td>
<td>Participants completed assessments every 2 hours (between 10 am and 4 pm) for 5 days</td>
<td></td>
</tr>
<tr>
<td>Stinson et al (2008 and 2014) [5,24]</td>
<td>Acceptability, data completeness, ease, efficiency, and score equivalence</td>
<td>Nonrandomized, cohort</td>
<td>76 in nonjoint injection group and 36 in joint injection group</td>
<td>Mean age nonjoint injection group 13.4 (SD 2.5) years, 59 females and 17 males, arthritis; mean age joint injection group 12.6 (SD 2.4) years, 24 females and 12 males, arthritis</td>
<td>PDA program collecting data on VAS-rated pain intensity, interference and unpleasantness</td>
<td>Paper-based tool (different from the electronic tool in that recall period was 1 week) and quality of life and pain coping also assessed</td>
<td>Participants completed the electronic format 3 times daily for 14 days (21 days for joint injection group) and the conventional format on days 7 and 14 (and 21 for joint injection group)</td>
<td></td>
</tr>
<tr>
<td>Stinson et al (2012) [63]</td>
<td>Acceptability, data completeness, ease, efficiency, and score equivalence</td>
<td>Randomized, crossover</td>
<td>24 children aged 4-7 years (with parents) and 77 youth aged 8-18 years</td>
<td>Mean age younger children 5.9 (SD 0.9) years, mean age older children 13.5 (SD 3.1) years, 61 females and 36 males, various rheumatic diseases</td>
<td>(1) Mobile phone program collecting data on faces scale or NRS-rated pain intensity, pain sensory characteristics and affective and functional impact of pain and (2) computer program (same assessment as used in the mobile phone format)</td>
<td>Paper-based tool (same assessment as used in the electronic formats)</td>
<td>Participants completed each format once</td>
<td></td>
</tr>
<tr>
<td>Stinson et al (2015) [7]</td>
<td>Acceptability, data completeness, ease, efficiency, and score equivalence</td>
<td>Nonrandomized, cohort</td>
<td>92 in nonsurgical group and 14 in surgical group</td>
<td>Mean age nonsurgical group 13.1 (SD 2.9) years, 45 females and 47 males, cancer; mean age surgical group 14.8 (SD 2.8) years, 7 females and 7 males, cancer surgery</td>
<td>Mobile phone program collecting data on VAS-rated pain intensity, interference and unpleasantness, as well as pain duration and location, pain management strategies used</td>
<td>Paper-based tool (different from the electronic tool in that recall period was 1 week) and quality of life and pain coping also assessed</td>
<td>Participants completed the electronic format twice daily for 14 days (21 days for surgical group) and the conventional format on days 7 and 14 (and 21 for surgical group)</td>
<td></td>
</tr>
<tr>
<td>Authors (publication year)</td>
<td>Criteria for electronic and conventional pain assessments</td>
<td>Study design</td>
<td>Sample size</td>
<td>Population (age, sex, pain condition)</td>
<td>Electronic data collection modality and pain data collected</td>
<td>Conventional data collection method and pain data collected</td>
<td>Duration of data collection</td>
<td></td>
</tr>
<tr>
<td>----------------------------</td>
<td>-------------------------------------------------------------</td>
<td>--------------</td>
<td>-------------</td>
<td>---------------------------------------</td>
<td>-------------------------------------------------------------</td>
<td>----------------------------------------------------------</td>
<td>-----------------------------</td>
<td></td>
</tr>
<tr>
<td>Stomberg et al (2012) [64]</td>
<td>Acceptability, data completeness, ease, efficiency, and score equivalence</td>
<td>Randomized, controlled trial</td>
<td>40</td>
<td>Age range 18-66 years, sex ratio not specified, posthysterectomy and postcholecystectomy pain</td>
<td>Mobile phone program collecting data on NRS-rated pain intensity</td>
<td>Paper-based tool (same assessment as used in the electronic format)</td>
<td>Participants in the electronic group completed pain assessments every 4 hours during the day for 6 days, plus ad hoc reports, participants in the conventional group completed pain assessments every 4 hours during the day for 4 days</td>
<td></td>
</tr>
<tr>
<td>Stone et al (2003) [65]</td>
<td>Data completeness and score equivalence</td>
<td>Randomized, controlled trial</td>
<td>91</td>
<td>Mean age across groups 49.0-53.5 (SD 10.4-10.7) years, 77 females and 14 males, chronic pain</td>
<td>PDA program collecting data on VAS-rated pain intensity, pain sensory characteristics, and affective and functional impact of pain</td>
<td>Paper-based tool (same assessment as used in the electronic format)</td>
<td>Participants in the electronic group completed pain assessments either 3, 6, or 12 times per day for 2 weeks, participants in the conventional group completed pain assessments once per week for 2 weeks.</td>
<td></td>
</tr>
<tr>
<td>Sun et al (2015) [66]</td>
<td>Acceptability and score equivalence</td>
<td>Randomized, crossover</td>
<td>128</td>
<td>Median age faces pain scale group 7.5 (range 4-12 years), median age CAS group 13 (range 5-18 years), 52 females and 76 males, postoperative pain</td>
<td>Mobile phone program collecting data on faces pain scale- (children &lt;5 years) and CAS- (children 5-12 years) rated pain intensity</td>
<td>Paper-based tool (same assessment as used in the electronic format)</td>
<td>Participants completed each tool within 10 min of waking from surgery and 30 min later with a 5-min washout interval in between</td>
<td></td>
</tr>
<tr>
<td>Suso-Ribera et al (2018) [67]</td>
<td>Data completeness, ease, and score equivalence</td>
<td>Nonrandomized, cohort</td>
<td>38</td>
<td>Mean age 42.7 (SD 9.9) years, 20 females and 18 males, chronic pain</td>
<td>Mobile phone-based program collecting data on NRS-rated pain intensity and interference, as well as pain catastrophizing, pain acceptance, and fear and avoidance, mood and coping</td>
<td>Paper- and telephone-based tool collecting data on NRS-rated pain intensity and interference, as well as pain catastrophizing, pain acceptance, and fear/avoidance, mood and coping (tools used may have differed from electronic format)</td>
<td>Participants completed the electronic format twice daily for 30 days and the conventional format at baseline and after each study week</td>
<td></td>
</tr>
<tr>
<td>Authors (publication year)</td>
<td>Criteria for electronic and conventional pain assessments</td>
<td>Study design</td>
<td>Sample size</td>
<td>Population (age, sex, pain condition)</td>
<td>Electronic data collection modality and pain data collected</td>
<td>Conventional data collection method and pain data collected</td>
<td>Duration of data collection</td>
<td></td>
</tr>
<tr>
<td>---------------------------</td>
<td>----------------------------------------------------------</td>
<td>--------------</td>
<td>-------------</td>
<td>--------------------------------------</td>
<td>------------------------------------------------------------</td>
<td>-------------------------------------------------------------</td>
<td>-----------------------------</td>
<td></td>
</tr>
<tr>
<td>Symonds et al (2015) [68]</td>
<td>Score equivalence</td>
<td>Nonrandomized, crossover</td>
<td>356</td>
<td>Mean age across groups 58.4 (SD 8.4) years, 279 females and 77 males, osteoarthritis of the index knee</td>
<td>PDA program collecting data on VRS-rated pain intensity and interference (SF-36) and NRS-rated pain interference (WOMAC)</td>
<td>Paper-based tool collected data from the WOMAC</td>
<td>Participants complete each format once (washout period not specified)</td>
<td></td>
</tr>
<tr>
<td>Theiler et al (2007) [69]</td>
<td>Acceptability</td>
<td>Nonrandomized, cohort</td>
<td>60</td>
<td>Mean age 52.1 (range 23.0-79.0) years, 36 females and 24 males, chronic pain</td>
<td>Computer program collecting data on NRS-rated pain intensity, medication use, and other symptoms</td>
<td>Telephone-based tool (same assessment as used in the electronic format)</td>
<td>Participants completed either format every day for 1 week followed by 3-4 days per week for 3 additional weeks</td>
<td></td>
</tr>
<tr>
<td>VanDenKerkhof et al (2003) [70]</td>
<td>Data completeness, efficiency, and score equivalence</td>
<td>Nonrandomized, cohort</td>
<td>84</td>
<td>Age and sex ratio not specified, postorthopedic surgical pain</td>
<td>PDA-based program collecting data on NRS-rated pain intensity and physician orders</td>
<td>Paper-based tool (same assessment as used in the electronic format)</td>
<td>Physician completed each format for half of the study period, assessments were completed once per participant</td>
<td></td>
</tr>
<tr>
<td>VanDenKerkhof et al (2004) [71]</td>
<td>Data completeness and efficiency</td>
<td>Randomized, controlled trial</td>
<td>74</td>
<td>Mean age electronic group 64.0 (SD 10.0) years, mean age conventional group 58.0 (SD 16.0) years, sex ratio not specified, postorthopedic surgical pain</td>
<td>PDA program collecting data on NRS-rated pain intensity and physician orders</td>
<td>Paper-based tool (same assessment as used in the electronic format)</td>
<td>Participants completed assigned format once</td>
<td></td>
</tr>
<tr>
<td>Wehrens et al (2015) [72]</td>
<td>Acceptability, ease, and score equivalence</td>
<td>Randomized, crossover</td>
<td>20</td>
<td>Mean age 47.8 (SD 11.0) years, 20 females, chronic widespread pain</td>
<td>Computer program collecting data on NRS-rated pain intensity, interference, affect as part of the FIQ, as well as measures of depression, quality of life, coping and anxiety</td>
<td>Paper based tool (same assessment as used in the electronic format)</td>
<td>Participants completed each format once with a 5-min wash-out interval</td>
<td></td>
</tr>
</tbody>
</table>
Pain intensity was the most commonly assessed pain outcome, measured in 90% (48/53) of studies. Methods to measure pain intensity using electronic methods were visual analog scales (VAS; 26/53, 49%), NRS (22/53, 41%), faces scales (5/53, 9%), verbal rating scales (5/53, 9%), and color analogue scales (2/53, 4%). The method of pain intensity measurement was not specified in 1 study (21.9%). In total, 75% (40/53) of studies employed the same measurement tools across the electronic and conventional modalities.

Pain assessment tools using electronic data capture most often were multidimensional in nature (35/53, 66%). Electronic data collection methods were used to capture multidimensional aspects of pain using the following validated questionnaires: Brief Pain Inventory, Fibromyalgia Impact Questionnaire, Health Assessment Questionnaire, Pain Disability Index, Rheumatoid Arthritis Disease Activity Index, Roland-Morris Disability Questionnaire, Short Form 20, Short Form 36, Short Form McGill Pain Questionnaire, and Western Ontario and McMaster Universities Arthritis Index.

Comparisons Across Data Collection Modalities

Qualitative Synthesis of Score Equivalence

In total, 83% (44/53) of studies reported pain score equivalence between electronic and conventional data capture methods (Table 2). Statistical methods used to compare scores differed between studies: 47% (21/44) of these used correlational analyses (ie, ICC, Pearson coefficient, Spearman coefficient, or weighted kappa) to examine the agreement between pain scores; 29% (13/44) studies statistically examined the differences between mean or median score, SDs, or ranges between methods; 76% (3/44) studies used descriptive methods to examine agreement; and 15% (7/44) studies used a combination of these statistical methods.

Data Related to Pain Assessment Measures

Participants completed each format once with a 30-min washout between periods.
Table 2. Summary of study results related to score equivalence.

<table>
<thead>
<tr>
<th>Outcome and study (year)</th>
<th>Equivalence examination method and results</th>
<th>Score correlation</th>
<th>Score differences</th>
<th>Descriptive</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Method</td>
<td>Results</td>
<td>Method</td>
<td>Results</td>
</tr>
<tr>
<td>Studies reporting pain score equivalence</td>
<td>Athale et al (2004) [26]</td>
<td>ICC&lt;sup&gt;a&lt;/sup&gt;</td>
<td>Pain intensity ICC=0.941; pain interference ICC=0.959</td>
<td>—&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td></td>
<td>—</td>
<td>—</td>
<td>ANOVA&lt;sup&gt;c&lt;/sup&gt;</td>
<td>Mean pain intensity, frequency, duration, medication usage, disability P&gt;0.05 of all</td>
</tr>
<tr>
<td></td>
<td>Bandarian-Balooch et al (2017) [27]</td>
<td>ICC</td>
<td>Pain interference ICC=0.965</td>
<td>—</td>
</tr>
<tr>
<td></td>
<td>Bishop et al (2010) [29]</td>
<td>ICC</td>
<td>Pain intensity ICC=0.965</td>
<td>—</td>
</tr>
<tr>
<td></td>
<td>Byrom et al (2018) [31]</td>
<td>ICC</td>
<td>Pain intensity r=0.87-0.98, 95% CI 0.83-0.99</td>
<td>—</td>
</tr>
<tr>
<td></td>
<td>Castarlanas et al (2015) [22]</td>
<td>Weighted kappa</td>
<td>Pain intensity κ=0.813</td>
<td>—</td>
</tr>
<tr>
<td></td>
<td>Chiu et al (2019) [32]</td>
<td>Pearson correlation</td>
<td>Pain intensity r=0.93-0.96 (P&lt;.001)</td>
<td>—</td>
</tr>
<tr>
<td></td>
<td>Christie et al (2014) [33]</td>
<td>—</td>
<td>Paired sample t tests or Wilcoxon Signed Rank Test</td>
<td>Mean, SD, and range of pain intensity P&gt;0.46 for all</td>
</tr>
<tr>
<td></td>
<td>Cook et al (2004) [34]</td>
<td>Spearman rho</td>
<td>Pain intensity and interference rho=0.67-0.84</td>
<td>—</td>
</tr>
<tr>
<td></td>
<td>Fanciullo et al (2007) [36]</td>
<td>Spearman rho</td>
<td>Pain intensity rho=0.72 (P&lt;.001)</td>
<td>—</td>
</tr>
<tr>
<td></td>
<td>Gaertner et al (2004) [38]</td>
<td>—</td>
<td>t test</td>
<td>Mean pain intensity not significantly different (P value not reported)</td>
</tr>
<tr>
<td></td>
<td>Garcia-Palacios et al (2013) [39]</td>
<td>Pearson correlation</td>
<td>Pain intensity r=0.79 (P&lt;.001)</td>
<td>—</td>
</tr>
<tr>
<td></td>
<td>Heiberg et al (2007) [40]</td>
<td>—</td>
<td>Wilcoxon’s signed rank test</td>
<td>Mean, SD, and range of pain intensity P&gt;0.06</td>
</tr>
<tr>
<td></td>
<td>Hofstedt et al (2019) [41]</td>
<td>ICC</td>
<td>Pain intensity ICC=0.952</td>
<td>Paired t test</td>
</tr>
<tr>
<td></td>
<td>Jaatun et al (2014) [42]</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
</tbody>
</table>

In 71% (65/92) of cases participants marked the same number of areas and the same anatomical locations on both body map versions, in 20 cases, the markings were relatively similar, and in 7 cases, the markings were dissimilar.
### Equivalence Examination Method and Results

<table>
<thead>
<tr>
<th>Outcome and Study (Year)</th>
<th>Equivalent Examination Method and Results</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Score Correlation</td>
</tr>
<tr>
<td></td>
<td>Method</td>
</tr>
<tr>
<td>Jamison et al (2006) [44]</td>
<td>Pearson correlation</td>
</tr>
<tr>
<td>Jonassaint et al (2015) [45]</td>
<td>ICC</td>
</tr>
<tr>
<td>Kvien et al (2005) [50]</td>
<td>Pearson correlation</td>
</tr>
<tr>
<td>MacKenzie et al (2011) [51]</td>
<td>ICC</td>
</tr>
<tr>
<td>Marceau et al (2007) [52]</td>
<td>—</td>
</tr>
<tr>
<td>Matthews et al (2018) [54]</td>
<td>Pearson correlation and ICC</td>
</tr>
<tr>
<td>Neudecker et al (2006) [55]</td>
<td>Pearson correlation</td>
</tr>
<tr>
<td>Palermo et al (2004) [56]</td>
<td>—</td>
</tr>
<tr>
<td>Pawar et al (2017) [57]</td>
<td>ICC</td>
</tr>
<tr>
<td>Ritter et al (2004) [58]</td>
<td>—</td>
</tr>
<tr>
<td>Saleh et al (2002) [60]</td>
<td>—</td>
</tr>
<tr>
<td>Stinson et al (2012) [63]</td>
<td>—</td>
</tr>
<tr>
<td>Stinson et al (2015) [7]</td>
<td>Pearson correlation</td>
</tr>
<tr>
<td>Outcome and study (year)</td>
<td>Equivalence examination method and results</td>
</tr>
<tr>
<td>--------------------------</td>
<td>------------------------------------------</td>
</tr>
<tr>
<td></td>
<td>Score correlation Method</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td>[65]</td>
<td></td>
</tr>
<tr>
<td>[66]</td>
<td></td>
</tr>
<tr>
<td>[68]</td>
<td></td>
</tr>
<tr>
<td>VanDenKerkhof et al (2003) [70]</td>
<td>—</td>
</tr>
<tr>
<td>[21]</td>
<td></td>
</tr>
</tbody>
</table>

**Studies reporting pain score nonequivalence**

| Rolfson et al (2011) [59] | —                        | Mann-Whitney U test      | Mean pain intensity P=.02            |             |
|                          |                          |                          |                                      |             |

**Studies reporting discrepant results**

|                          |                          |                          |                                      |             |

| Junker et al (2008)     | —                        | Paired t test            | Mean average and present pain intensity P<.01; mean worst pain P=.68 (null hypothesis was nonequivalence) |
| [46]                    |                          |                          |                                      |             |

| Koho et al (2014)       | ICC                      | Test not reported        | Significantly higher mean scores for 2 of 17 scale items using the electronic method (P value not reported) |
| [49]                    |                          |                          |                                      |             |

| Stomberg et al (2012)  | —                        | Mantel’s test            | Mean pain intensity significantly higher in electronic data capture group on 2 of 3 assessment days (P value not reported) |
| [64]                    |                          |                          |                                      |             |
### Outcome and study (year)

<table>
<thead>
<tr>
<th>Score correlation Method</th>
<th>Results</th>
<th>Score differences Method</th>
<th>Results</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sasso-Ribera et al (2018) [67]</td>
<td>Pearson correlation</td>
<td>Pain intensity and interference $r=0.60-0.81$</td>
<td>Paired sample $t$ tests</td>
</tr>
<tr>
<td>——</td>
<td>Averaged weekly pain interference reports from app significantly lower than verbally or paper-based recalled interference verbal over the week $P &lt; 0.01$</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

| —— | Pain intensity and pain interference ICC=0.76-0.98 (95% CI 0.50-0.99) |
| —— | —— |

| —— | —— |

---

Across all methods used to compare scores, 82% (36/44) studies demonstrated equivalence between scores reported electronically or using conventional methods. One of these 44 studies (2%) reported nonequivalent scores between data collection methods, and 16% (7/44) studies reported discrepant results. Among studies reporting nonequivalence or discrepancies, purported reasons were recall bias, differences in question layout wherein paper assessments made all items visible to participants simultaneously allowing item scoring in relation to other responses, capacity to change item response using paper methods, and differences in scale presentation (eg, numerical values for NRS not shown using electronic data capture method).

### Quantitative Synthesis of Score Equivalence

A forest plot for correlations for score equivalence between data collection modalities is shown in Figure 3. The weighted summary correlation coefficient was 0.92 (95% CI 0.89-0.95, n=1961) and considerable heterogeneity ($I^2=95$%) was observed across studies. Studies using ICC or weighted kappa produced summary correlations that were similar in magnitude to those using Pearson or Spearman rho correlations (ie, 0.91, 95% CI 0.90-0.92, n=1360, $I^2=95$%; and 0.85, 95% CI 0.82-0.87, n=1159, $I^2=95$, respectively). One study met our predefined criterion for extreme effect size [43]. Removing this study from the analysis did not substantially decrease the heterogeneity ($I^2=94$%), and the summary correlation was essentially unchanged at 0.90 (95% CI 0.86-0.93, n = 1937). Visual inspection of the funnel plot showed asymmetry, suggesting a possible publication bias (Multimedia Appendix 2).
Most studies used the same measure (n=16) versus a different measure (n=5) to assess pain via electronic and conventional modalities, and heterogeneity was high in both subgroups. The summary correlation was 0.93 in studies using the same measure (95% CI 0.89-0.96, I^2=96%, 95% prediction interval=0.45-0.99) and 0.86 in studies using different measures (95% CI 0.74-0.93, I^2=90%, 95% prediction interval=0.01-0.99). In the case of data collection duration, 14 studies collected pain data from participants once and 7 collected data on multiple occasions. The summary correlation was 0.92 in studies that collected pain data once (95% CI 0.88-0.95, n=1678, I^2=95%, 95% prediction interval 0.57-0.99) and 0.92 in studies that collected pain data from participants more than once (95% CI 0.75-0.98, n=283, I^2=96%, 95% prediction interval=0.61-0.99). Heterogeneity remained high despite stratification by the duration of data collection.

**Data Completeness**

Overall, 45% (24/53) studies reported the completeness of data collected via electronic or conventional methods (Table 3). All of these studies compared an electronic data capture modality to paper-based assessments with 8% (2/24) paper-based assessments being mailed to participants. The assessment of data completeness differed across studies and was largely defined as either the percentage of study participants not
completing pain assessments or the percentage of missing or incomplete pain assessments. In total, 37% (9/24) studies reported superior data completeness in the electronic data capture group, 33% (8/24) studies reported superior data completeness in the conventional data capture group, 8% (2/24) studies reported mixed results, and 20% (5/24) studies did not conduct a direct comparison between data collection modalities, but reported a high data completeness using electronic data capture.
Table 3. Summary of study results related to data completeness.

<table>
<thead>
<tr>
<th>Authors (year)</th>
<th>Electronic data collection modality</th>
<th>Conventional data collection modality</th>
<th>Definitions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Allena et al (2012) [25]</td>
<td>Complete records: 98%</td>
<td>Not reported</td>
<td>Defined as the percent of participants completing all assessments</td>
</tr>
<tr>
<td>Athale et al (2004) [26]</td>
<td>Missing data: 763 (11%)</td>
<td>Missing data: 16/63 (25%)</td>
<td>Defined as the percent of participants completing assessments</td>
</tr>
<tr>
<td>Bandarian-Balooch et al (2017) [27]</td>
<td>___(^a)</td>
<td>Long-paper diaries had significantly higher missing data scores in data completion than the e-diaries and short-paper diaries ((P&lt;.05)). The short-paper diary had significantly more missing data than the mobile phone groups ((P&lt;.05)) but was not significantly different than the computer group.</td>
<td>Defined as the number of missing items irrespective of inaccurate completion</td>
</tr>
<tr>
<td>Bedson et al (2019) [28]</td>
<td>Recordings were made on 73.3% of days</td>
<td>Not reported</td>
<td>Defined as percentage of days on which participants recorded data</td>
</tr>
<tr>
<td>Bishop et al (2010) [29]</td>
<td>Missing data: 15 responses (0.004% of items)</td>
<td>Missing data: 3 responses (0.0007% of items)</td>
<td>Defined as the total number of missed assessment items across all participants</td>
</tr>
<tr>
<td>Christie et al (2014) [33]</td>
<td>Response rate: 97.9%</td>
<td>Not reported</td>
<td>Defined as the percent of possible text message–based pain assessments completed cross all participants</td>
</tr>
<tr>
<td>Gaertner et al (2004) [38]</td>
<td>Missing data: 8% of all daily assessments</td>
<td>Missing data: 0% (participants reported retrospectively completing assessments when they forgot to do so at the scheduled time)</td>
<td>Defined as the percent assessments not completed across all participants over 14 days</td>
</tr>
<tr>
<td>Garcia-Palacios et al (2013) [39]</td>
<td>Complete records: 18.2 (86.66%)</td>
<td>Complete records: 11.1 (52.95%; (P&lt;.01))</td>
<td>Defined as mean number of complete assessments across participants out of possible records</td>
</tr>
<tr>
<td>Heiberg et al (2007) [40]</td>
<td>Median value for missing daily data entries: 1 for both periods</td>
<td>Median value for missing daily data entries: 0 for both periods</td>
<td>Defined as median number of missing assessments over 21 days</td>
</tr>
<tr>
<td>Jamison et al (2001) [15]</td>
<td>Compliance with reporting: 89.9%</td>
<td>Compliance with reporting: 55.9%</td>
<td>Defined as percent of assessments completed each day for 1 year (365 days; electronic assessment) and percent of assessments completed for 7 days each month for 1 year (84 days; conventional assessment)</td>
</tr>
<tr>
<td>Junker et al (2008) [46]</td>
<td>Not reported</td>
<td>Noticeably more missing data on the conventional method when compared with the electronic pain assessment</td>
<td>Defined as number of missing items across each assessment</td>
</tr>
<tr>
<td>Khan et al (2019) [47]</td>
<td>Mean number of queries: 1.53 (2.70)</td>
<td>Mean (SD) number of queries: 0.90 (0.87)</td>
<td>Defined as concerns about a specific data point raised by the data manager or study coordinator relating to inappropriate or missing data</td>
</tr>
<tr>
<td>Marceau et al (2007) [52]</td>
<td>Complete records: 397/461 (86.1%)</td>
<td>Complete records: 583/583 (100%)</td>
<td>Defined as the number of assessments completed across all participants</td>
</tr>
<tr>
<td>Palermo et al (2004) [56]</td>
<td>Compliance: 83.3%</td>
<td>Compliance: 46.7% ((P&lt;.001))</td>
<td>Defined as the percent of assessments completed over the 7 days</td>
</tr>
<tr>
<td>Ritter et al (2004) [58]</td>
<td>Response rate: 87.5%</td>
<td>Response rate: 83.1% ((P=.19))</td>
<td>Defined as percent of participants who completed assessments</td>
</tr>
<tr>
<td>Rolffson et al (2011) [59]</td>
<td>Response rate: 49%</td>
<td>Response rate: 92% ((P&lt;.01))</td>
<td>Defined as percent of participants who completed assessments</td>
</tr>
<tr>
<td>Stinson et al (2008 and 2014) [5,24]</td>
<td>Response rate: 78% and 73% for 2- and 3-week study protocols, respectively</td>
<td>Response rate: 93% in week 1 and 92% in week 2 (not reported for 3-week protocol)</td>
<td>Defined as 100% when 3 diary entries were completed for each of the 14 or 21 days of data collection</td>
</tr>
</tbody>
</table>
Definitions

Conventional data collection modality

Electronic data collection modality

Missing data: 0% (younger children), 1.16%/77 (older children; \( P=0.047 \))

Defined as the percent of assessment items not answered by participants

Stinson et al (2012) [63]

Missing data using Mobile phones: 5.26% (younger children), 3.42% (older children); missing data using computer: 0% (younger children), 0.14% (older children)

Response rate: 72.2% and 47.1% for 2- and 3-week study protocols, respectively

Defined as 100% when participants completed 2 diary entries per day for 14 days


Response rate on the day of surgery: 55%; response rate on days 2-4 postoperatively: 100%; response rate on days 5-6 postoperatively: 69%

Response rate on the day of surgery: 41%; response rate on days 2-4 postoperatively: 100%; not required to complete questionnaire on days 5-6

Defined as the percent of participants completing assessments

Stomberg et al (2012) [64]

Response rate 3 prompts per day: 93.5%; response rate 6 prompts per day: 93.9%; response rate 12 per day 95.5%

Response rate: 100.0%

Defined as the percent of participants completing assessments

Stone et al (2003) [65]

Response rate: 75.7%

Not reported

Defined as the percent of completed assessments out of all possible assessments

Suso-Ribera et al (2018) [67]

Complete records pain scores: 64.7%; complete records nausea, pruritis and sedation side effects: 100%; complete records hypotension side effect: 20.6%

Complete records pain scores: 43.6% (\( P=0.07 \)); complete records nausea, pruritis and sedation side effects: 12.8-33.3% of paper assessments (\( P<=0.001 \)); complete records hypotension side effect: 5.1% (\( P=0.07 \))

Percent of assessments where outcome was recorded

VanDenKerkhof et al (2003) [70]

NRSb score documentation rate: 100%

NRS score documentation rate: 90-97%

Defined as the percentage of time an NRS score was documented during a patient encounter

VanDenKerkhof et al (2004) [71]

N/A: not applicable.

Ease of Use

The ease of use of electronic and/or conventional pain data capture methods was reported in 45% (24/53) studies (Table 4). Ease was assessed subjectively using administered quantitative or qualitative surveys or verbal reports in all studies. Overall, electronic data collection modalities were considered easy to use by patients in pain or their care providers. In 91% (22/24) of the studies, the electronic modality was considered easy to use, easy to understand, or easy to review or report pain. In all, 29% (7/24) studies conducted inferential testing comparing ease between pain data capture modalities. Of these studies, 57% (4/7) showed that electronic versions were significantly easier to use, 14% (1/7) study showed that the paper version was significantly easier to use, and 28% (2/7) studies showed no significant differences between groups.
<table>
<thead>
<tr>
<th>Study (year)</th>
<th>Electronic data collection modality</th>
<th>Conventional data collection modality</th>
<th>Conclusion</th>
</tr>
</thead>
<tbody>
<tr>
<td>Allena et al (2012) [25]</td>
<td>Easy to understand: mean 8.7/10; easy to use: mean 8.9/10</td>
<td>Easy to understand: mean 8.3/10; easy to use: mean 7.9/10</td>
<td>Electronic format significantly ($P &lt; .01$) easier.</td>
</tr>
<tr>
<td>Athale et al (2004) [26]</td>
<td>9/19 (47%) rated computer as easier</td>
<td>5/19 (26%) rated paper as easier</td>
<td>Not reported</td>
</tr>
<tr>
<td>Bandarian-Balooch et al (2017) [27]</td>
<td>Ease of use (all electronic methods combined): mean 6.58/10</td>
<td>Ease of use: mean 6.17/10</td>
<td>The long-paper diary was rated as significantly ($P &lt; .02$) less easy to use than the other diaries</td>
</tr>
<tr>
<td>Bedson et al (2019) [28]</td>
<td>100% reported easy to read</td>
<td>Not reported</td>
<td>Not reported</td>
</tr>
<tr>
<td>Bishop et al (2010) [29]</td>
<td>17 comments on easy completion</td>
<td>16 comments on easy completion</td>
<td>Not reported</td>
</tr>
<tr>
<td>Blum et al (2014) [30]</td>
<td>79% reported no difficulty with using electronic method</td>
<td>Not reported</td>
<td>Not reported</td>
</tr>
<tr>
<td>Cook et al 2004 [34]</td>
<td>39% of patients stated easier to understand and complete</td>
<td>24% of patients stated easier to understand and complete</td>
<td>Not reported</td>
</tr>
<tr>
<td>Freynhagen et al (2006) [37]</td>
<td>No issues with the use of the PDAa</td>
<td>Not reported</td>
<td>Not reported</td>
</tr>
<tr>
<td>Gaertner et al (2004) [38]</td>
<td>54% found more complicated</td>
<td>42% found more complicated</td>
<td>No significant difference between modalities</td>
</tr>
<tr>
<td>Garcia-Palacios et al (2013) [39]</td>
<td>15/40 (37%) rated easier to use</td>
<td>4/40 (10%) rated easier to use</td>
<td>Not reported</td>
</tr>
<tr>
<td>Jaatun et al (2014) [42]</td>
<td>Both physicians found electronic pain reports easier to read and evaluate than the paper maps.</td>
<td>Not reported</td>
<td>Not reported</td>
</tr>
<tr>
<td>Koho et al (2014) [49]</td>
<td>64/93 (69%) rated easy to complete, 10/93 (11%) rated difficult to complete</td>
<td>63/93 (68%) rated easy to complete, 10/93 (11%) rated difficult to complete</td>
<td>Not reported</td>
</tr>
<tr>
<td>MacKenzie et al (2011) [51]</td>
<td>54/63 (85.7%) rated easy to complete</td>
<td>Not reported</td>
<td>Not reported</td>
</tr>
<tr>
<td>Marceau et al (2007) [52]</td>
<td>32/36 (89%) rated easy to understand and use; 30/36 (83%) rated easy to record data</td>
<td>27/36 (75%) rated easy to understand and use; 3/36 (8%) rated easy to record data</td>
<td>No significant difference in ease of understanding and use. Significantly ($P &lt; .001$) higher ease of recording data rating for electronic modality.</td>
</tr>
<tr>
<td>Marceau et al (2010) [53]</td>
<td>29/43 (67.4%) rated easy to use and understand</td>
<td>32/35 (91.4%) rated easy to use and understand</td>
<td>Significantly ($P = .01$) higher ease of use and understanding for paper modality.</td>
</tr>
<tr>
<td>Palermo et al (2004) [56]</td>
<td>15/18 (83%) rated easy or very easy to remember to fill out</td>
<td>8/15 (53%) rated easy or very easy to remember to fill out</td>
<td>No significant difference between modalities</td>
</tr>
<tr>
<td>Pawar et al (2017) [57]</td>
<td>70.58% rated as easy to use</td>
<td>Not reported</td>
<td>Not reported</td>
</tr>
<tr>
<td>Serif et al (2005) [62]</td>
<td>Some users, especially those with arthritis and/or poorer eyesight encountered difficulties in using the electronic modality, but ease of use was general consensus</td>
<td>Not reported</td>
<td>Not reported</td>
</tr>
<tr>
<td>Stinson et al (2008 and 2014) [5,24]</td>
<td>Majority found the electronic format easy to use</td>
<td>Not reported</td>
<td>Not reported</td>
</tr>
<tr>
<td>Stinson et al (2012) [63]</td>
<td>19/21 (91%) of parents the computer or paper to be easier to understand than the handheld device</td>
<td>Not reported</td>
<td>Significant difference ($P = .03$) in opinion of ease of use</td>
</tr>
<tr>
<td>Stinson et al (2015) [7]</td>
<td>94.6% and 91.7% of participants in the 2- and 3-week studies, respectively, found electronic diary interfered only minimally with activities</td>
<td>Not reported</td>
<td>Not reported</td>
</tr>
<tr>
<td>Stomberg et al (2012) [64]</td>
<td>Mean difficulty in using electronic modality: 1.31/10</td>
<td>No difficulties with use described</td>
<td>Not reported</td>
</tr>
</tbody>
</table>
Conventional data collection modality

<table>
<thead>
<tr>
<th>Study (year)</th>
<th>Electronic data collection modality</th>
<th>Conventional data collection modality</th>
<th>Conclusion</th>
</tr>
</thead>
<tbody>
<tr>
<td>Suso-Ribera et al (2018) [67]</td>
<td>100% of participants found the app extremely easy to use</td>
<td>Not reported</td>
<td>Not reported</td>
</tr>
<tr>
<td>Wæhrens et al (2015) [72]</td>
<td>Not reported</td>
<td>None found paper easier to use</td>
<td>Not reported</td>
</tr>
</tbody>
</table>

aPDA: personal digital assistant.

Efficiency

In total, 30% (16/53) studies reported on the time to complete pain assessments (Table 5). In all, 44% (7/16) of these studies provided some evidence that pain assessments completed via the electronic modality were quick to complete; 19% (3/16) of these studies provided some evidence that conventional methods to assess pain were quicker; and 1 of 16 studies (6%) showed mixed results where differences in between-assessment modality completion times differed by participant group (e.g., older children, parents, and younger children). In all, 25% (4/16) studies indicated that there were no differences in time to complete assessments across methods. Overall, in studies that directly measured the time to complete pain assessments [28,50,51,57,62,63,70,71], the difference in mean times to complete assessments was minimal (i.e., <5.6 min).
Table 5. Summary of study results related to efficiency.

<table>
<thead>
<tr>
<th>Study</th>
<th>Electronic data collection modality</th>
<th>Conventional data collection modality</th>
<th>Study author conclusions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bedson et al (2019)</td>
<td>Mean and max times to complete pain assessment: 2 and 5 min</td>
<td>Not reported</td>
<td>Not reported</td>
</tr>
<tr>
<td>Bishop et al (2010)</td>
<td>19 comments on quick to complete</td>
<td>9 comments on quick to complete</td>
<td>Not reported</td>
</tr>
<tr>
<td>Blum et al (2014)</td>
<td>70% completed pain assessment in under 5 min</td>
<td>88% completed pain assessment in under 5 min (questionnaire had fewer times than electronic modality)</td>
<td>Not reported</td>
</tr>
<tr>
<td>Gaertner et al (2004)</td>
<td>No difference in time to complete pain assessments between groups (always less than 15 min/day)</td>
<td>—</td>
<td>Not reported</td>
</tr>
<tr>
<td>Heiberg et al (2007)</td>
<td>Time to complete the pain assessment similar between groups</td>
<td>—</td>
<td>Not reported</td>
</tr>
<tr>
<td>Kim et al (2016)</td>
<td>68.7% responded that the time to complete pain assessments positive or very positive</td>
<td>Not reported</td>
<td>Significant relationship regarding participants evaluation of the time to complete electronic questionnaire (P&lt;.001)</td>
</tr>
<tr>
<td>Kvien et al (2005)</td>
<td>Mean (SD) time to complete pain assessment: 30.5 (16.0) min</td>
<td>Mean (SD) time to complete pain assessment: 24.9 (27.0) min</td>
<td>No significant difference between groups (P=.11)</td>
</tr>
<tr>
<td>MacKenzie et al (2011)</td>
<td>Mean time to complete pain assessment: 25.0 min (range 5 to 80 min)</td>
<td>Mean time to complete pain assessment: 24.2 min (range 5 to 60 min)</td>
<td>Not reported</td>
</tr>
<tr>
<td>Pawar et al (2017)</td>
<td>Mean time to complete pain assessment: 1.28 min (range 0.83-2.63 min)</td>
<td>Mean time to complete pain assessment: 3.7 min (range 2.42-5.23 min)</td>
<td>Not reported</td>
</tr>
<tr>
<td>Serif et al (2005)</td>
<td>Mean time to complete pain assessment: 47 seconds</td>
<td>Mean time to complete pain assessment: 267 seconds</td>
<td>Not reported</td>
</tr>
<tr>
<td>Stinson et al (2008 and 2014)</td>
<td>Most adolescents found the app quick to complete</td>
<td>Not reported</td>
<td>Not reported</td>
</tr>
<tr>
<td>Stinson et al (2012)</td>
<td>Computer: mean (SD) time to complete pain assessment: 3.40 (1.53) min for older children, 4.00 (1.71) min for parents and 1.64 (1.50) min for younger children; Mobile phone: mean (SD) time to complete pain assessment: 5.90 (2.79) min for older children, 7.00 (4.08) min for parents and 1.82 (1.17) min for younger children</td>
<td>Mean (SD) time to complete pain assessment: 3.08 (1.66) min for older children, 2.28 (1.32) min for parents and 1.91 (1.81) min for younger children</td>
<td>Completion times significantly longer in electronic group for older children and parents (P=.001). No significant difference for younger children (P=.64) who completed a shorter assessment.</td>
</tr>
<tr>
<td>Stinson et al (2015)</td>
<td>93.2% and 91.7% of participants in the 2- and 3-week studies, respectively, found electronic diary quick to complete</td>
<td>Not reported</td>
<td>Not reported</td>
</tr>
<tr>
<td>Stomberg et al (2012)</td>
<td>Participants reported electronic modality not time consuming</td>
<td>Not reported</td>
<td>Not reported</td>
</tr>
<tr>
<td>VanDenKerkhof et al (2003)</td>
<td>Median (IQR) time to complete pain assessment: 206 (70) seconds</td>
<td>Median (IQR) time to complete pain assessment: 153 (85) seconds</td>
<td>Completion time significantly longer to complete using electronic modality (P&lt;.001)</td>
</tr>
<tr>
<td>VanDenKerkhof et al (2004)</td>
<td>Median (IQR) time to complete pain assessment 2.8 min</td>
<td>Median (IQR) time to complete pain assessment: 2.7 min</td>
<td>No significant difference between groups (P=.74)</td>
</tr>
</tbody>
</table>

\(^a\)N/A: not applicable.

Acceptability

Data related to the comparative acceptability of each pain assessment modality were collected in 60% \(32/53\) studies \([5,7,21,22,24-27,29,30,34,36,38,42,47,53,56,57,60,61,63,64,66,69,72]\). Overall, electronic programs to assess pain are highly acceptable to patients. In total, 19 \(83\)% of the 23 studies \([21,22,25,26,30,34,36,38,42,49,51,57,60,72,73]\) that directly surveyed patients reported that the electronic format was the preferred data collection method, compared with 1 of 23 studies \(4\)% \([69]\), which reported that the conventional data collection method was preferable. This study indicated that age was related to patient preference, with younger patients \(mean\ age 45 years\) tending to prefer the internet and older patients \(mean\ age 54 years\), preferring the telephone-based data collection; 9\% \(2/23\)
studies reported discrepant results [66]. One of these studies reported that children aged <8 years favored the electronic assessment method, whereas the parents of these children and children aged 8 to 18 years had no preference. The other study reported that the preferred modality differed depending on the type of pain measurement instrument used. One study (4%) found no difference in participant satisfaction between electronic and conventional pain instruments [47]. Nine studies did not ask patients to specifically declare a preference for assessment modality but still reported high patient satisfaction with the electronic method [5,7,27,29,48,52,53,56,64,74].

Discussion

Principal Findings

This is the first systematic review and meta-analysis to compare electronic and conventional data collection methods for pain-related outcomes. The results from our review suggest strong correspondence in pain scores collected across electronic and conventional modalities as well as ease of use and acceptability for electronic data capture methods. Comparisons of data completeness and efficiency showed mixed results in terms of the superiority of electronic modalities over conventional methods. Overall, these results indicate that electronic data capture is a viable means to assess pain and has the potential to overcome many of the known limitations associated with conventional methods.

The capacity to obtain equivalently scored data from patients across electronic and conventional data capture modalities is paramount to the use of more novel collection methods in clinical and research settings. Studies included in this review (ie, in 82% of cases) commonly reported on the correspondence of pain scores between assessments. Regardless of whether the data analyses were qualitative or quantitative, the general consensus across studies was that pain was reported equivalently across assessment modalities. The meta-analysis of correlations between scores reported electronically and conventionally resulted in a summary coefficient of 0.92, indicating high correspondence. The summary coefficients produced by studies reporting ICC or weighted kappa and studies reporting Pearson or Spearman rho coefficients were not different from the overall summary score, suggesting negligible change in patient-reported scores across modalities. These findings agree with those of a meta-analysis published in 2008 that evaluated the equivalence of scores from patient-reported outcomes (not specifically pain) completed using PDA, computer, or tablet and paper-based methods and that showed a summary correlation of 0.90 [9]. Together, these reviews suggest that score equivalence between electronic and conventional data capture methods is a robust finding across patient-reported outcomes.

Despite our use of random effects models, we observed substantial heterogeneity across studies included in the meta-analysis that was not accounted for by the single study that met our criterion for extreme effect size, sensitivity analyses by correlation type, the similarity of pain assessment measure used in each modality, or duration of data collection. Studies varied in terms of study design, participant group, type of electronic and conventional data collection method, and pain measurement instrument—the heterogeneity may be explained by these differences in methodology. For instance, the type of electronic device used to collect pain data varied across studies, meaning that aspects of the device such as interface design, user familiarity, and screen size could each have contributed to our heterogeneous results [11]. The included studies also varied in terms of the type of pain intensity scale or pain interference instrument used (eg, NRS, VAS, etc). Although good congruence in patient self-report across instruments has been shown [75], and that the transfer of the assessment instrument to the electronic format generally appeared to be in good faith, as reported previously, differences in pain ratings across instruments are possible [76]. Irrespective of the observed heterogeneity, the correlation coefficients were strong across all studies with no reported coefficients less than 0.64, suggesting that heterogeneity should not temper the meta-analysis conclusion.

The collection of high-quality and complete patient-reported data is of utmost importance to clinicians, researchers, and study sponsors [12]. Data completeness was a commonly reported comparison outcome across data collection methods in the included studies. The results regarding the superiority of data completeness were mixed. However, the electronic method was most often associated with more complete data being collected. Ultimately, methodological and logistical issues related to paper-based data collection methods may support the use of electronic data capture. For instance, research has shown that the completeness and accuracy of pain data collected via paper methods is adversely impacted by patients back-filling diaries and, therefore, introducing recall bias into datasets (a behavior that can be rendered impossible using electronic methods) [8]. In addition, the capacity to efficiently and cost-effectively develop large databases for clinical and research purposes may be improved with electronic data capture. For instance, one of the studies included in this review [47] showed that over 4-fold more research assistant time was required to manage postoperative pain data collected using conventional means compared with electronic data. This finding suggests that cost savings may result from the use of electronic pain assessments in research, and this savings might be pronounced at scale. Furthermore, the likelihood of inaccurate or missing data in these databases resulting from human input error is reduced in the case of electronic entry [77].

Almost all studies that assessed ease indicated, in some manner, that electronic methods were easy to use, easy to understand, or easy to review or report pain. The time difference required to complete pain assessments via each data collection method was minimal, and the majority of studies showed that the electronic method required equal or less time to complete than conventional methods. The methodological advantages of electronic data capture include high-density sampling in all environments. Evidence of ease of use and efficiency in electronic data capture is useful to researchers and clinicians considering leveraging these utilities to collect repeated ecologically relevant pain assessments [78].

Electronic data capture was also shown to be a highly acceptable method for pain assessment and was more likely to be the method of choice for reporting by patients. These findings agree
with those of previous studies comparing electronic and conventional methods [10]. Given the heterogeneity of electronic pain data capture methods, participant populations, and sampling densities of included studies, our results suggest acceptability across a range of data collection contexts. This result is meaningful as the acceptability of an intervention has been linked to adoption, especially in relation to long-term sustainability [79].

Limitations

Some included studies did not administer the same pain measurement instrument or use the same sampling schedule via electronic and conventional methods, making it difficult to directly compare results across modalities. Owing to variations in study design and the fact that our outcomes of interest were often times not the main objective of our included studies, we did not perform an assessment of quality for included studies; instead, we elected to include all identified studies in our review. Our results and conclusions are, therefore, the product of studies that may have included significant methodological weaknesses. In addition, as is an issue with all systematic reviews, we are constrained by possible publication bias, which was suggested by the funnel plot inspection of our quantitative synthesis data. However, given the objectives of the studies we included, we believe that the likelihood of a file-drawer effect is low. Finally, we included studies conducted in controlled (e.g., research and health care institutions) and uncontrolled (e.g., participant home) environments. We are, therefore, limited in our ability to make more definitive conclusions about our outcomes as they pertain to ecologically relevant data collection, which is considered a major methodological advantage of the electronic method.

Conclusions

Overall, this review demonstrates that electronic pain-related data capture methods are comparable with conventional methods in terms of score equivalence, data completeness, ease, efficiency, and acceptability. Specifically, pain-related outcome scores reported across methods were congruent in terms of score correlations and mean or median differences between scores. Data completeness, ease of use, efficiency, and acceptability outcomes were also comparable or superior using electronic data capture. Our results suggest that electronic methods are a feasible means to collect pain data, and the use of these methods is likely to increase with the ubiquitous use of mobile phones outside of the clinical or research setting. However, a critical caveat to this conclusion relates to the validation of pain instruments that are implemented electronically. To ensure the collection of accurate data, rigorous methods should be used to establish the sound psychometric properties of electronic pain measurement instruments. Validation of electronic methods will facilitate the capture of pain data in clinical settings but will also support its use in data collection for interventional research, an area that has largely not been explored to date [6].
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Abstract

Background: Information and communication technologies are promising tools to increase the quality of life of people with dementia or mild cognitive impairment and that of their caregivers. However, there are barriers to their use associated with sociodemographic factors and negative attitudes, as well as inadequate knowledge about technologies.

Objective: The aim of this study was to analyze technophilia (attitudes toward new technologies) and the use of smartphones and tablets along with associated factors in people with dementia/mild cognitive impairment and their caregivers.

Methods: Data from the first visit of the Support Monitoring and Reminder for Mild Dementia (SMART4MD) randomized multicenter clinical trial were used for this analysis. Data were obtained from two European countries, Spain and Sweden, and from three centers: Consorci Sanitari de Terrassa (Catalonia, Spain), Servicio Andaluz de Salud (Andalusia, Spain), and the Blekinge Institute of Technology (Sweden). Participants with a score between 20 and 28 in the Mini Mental State Examination, with memory problems (for more than 6 months), and who were over the age of 55 years were included in the study, along with their caregivers. The bivariate Chi square and Mann-Whitney tests, and multivariate linear and logistic regression models were used for statistical analysis.

Results: A total of 1086 dyads were included (N=2172). Overall, 299 (27.53%) of people with dementia/mild cognitive impairment had a diagnosis of dementia. In addition, 588 (54.14%) of people with dementia/mild cognitive impairment reported using a smartphone almost every day, and 106 (9.76%) used specific apps or software to support their memory. Among the caregivers, 839 (77.26%) used smartphones and tablets almost every day, and 181 (16.67%) used specific apps or software to support their memory. The people with dementia/mild cognitive impairment showed a lower level of technophilia in comparison to that of their caregivers after adjusting for confounders (B=0.074, \(P=.02\)) with differences in technology enthusiasm (B=0.360, \(P<.001\)), but not in technology anxiety (B=–0.042, \(P=.37\)). Technophilia was associated with lower age (B=–0.009, \(P=.004\)), male gender (B=–0.160, \(P<.001\)), higher education level (P=.01), living arrangement (living with children vs single; B=–2.538,
P=.01), country of residence (Sweden vs Spain; B=0.256, \(P<.001\)), lower depression (B=−0.046, \(P<.001\)), and better health status (B=0.004, \(P<.001\)) in people with dementia/mild cognitive impairment. Among caregivers, technophilia was associated with comparable sociodemographic factors (except for living arrangement), along with a lower caregiver burden (B=−0.005, \(P=.04\)) and better quality of life (B=0.348, \(P<.001\)).

**Conclusions:** Technophilia was associated with a better quality of life and sociodemographic variables in people with dementia/mild cognitive impairment and caregivers, suggesting potential barriers for technological interventions. People with dementia/mild cognitive impairment frequently use smartphones and tablets, but the use of specific apps or software to support memory is limited. Interventions using these technologies are needed to overcome barriers in this population related to sociodemographic characteristics and the lack of enthusiasm for new technologies.

**Trial Registration:** ClinicalTrials.gov NCT03325699; https://clinicaltrials.gov/ct2/show/NCT03325699

(J Med Internet Res 2020;22(6):e17253) doi:10.2196/17253
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**Introduction**

The population in Europe is getting older, and consequently the number of people with dementia or mild cognitive impairment is increasing given the association of these conditions with age. It is estimated that the population with dementia will double by 2030 and triple by 2050, reaching more than 115 million individuals [1]. One of the core symptoms in mild cognitive impairment and in the early stages of dementia is memory impairment, which is a condition that is also associated with depression, sleep problems, and other behavioral symptoms [2,3]. Guaranteeing an optimal quality of life for people with these conditions remains an enormous challenge because there are no effective long-term pharmacological treatments in the majority of cases [4].

Information and communication technologies (ICTs), especially touchscreen technologies, are promising tools to increase the quality of life and cognitive function of people with dementia/mild cognitive impairment and their caregivers [5-9]. These technologies could be used to train cognitive functions, monitor health and movements, provide reminders to support memory, promote social support, improve communication with caregivers, and provide useful information about the condition. Smartphones and tablets have the advantage of not raising a stigma for the individuals that use them [10] because they are ubiquitous and used by the majority of the population, and they also represent a natural source of data for professionals and researchers [10-13]. Over 40,000 health-related apps exist but very few are specifically designed for people with dementia/mild cognitive impairment [14]. Previous studies have found barriers associated with the use of ICTs in older adults, including age and education level [15]. Likewise, barriers for the use of technology in people with dementia/mild cognitive impairment have been described, including negative attitudes toward ICTs, inaccurate perceptions of ICTs, and poor technology knowledge [16]. Although the attitudes and knowledge of ICTs and touchscreen technologies could determine the use of health apps, to the best of our knowledge, few large-sample studies have investigated the attitude and use of these technologies in older adults, including people with dementia/mild cognitive impairment and their caregivers. Technophilia is one of the emerging concepts regarding attitudes toward technologies.

One of the definitions of technophilia is the “attraction, enthusiasm of the human individual determined by the activities which involve the use of advanced technologies. It is expressed by easy adaptation to the social changes brought by technological innovations” [17].

The aim of this study was to analyze technophilia in people with dementia/mild cognitive impairment and their caregivers and to determine the sociodemographic and clinical factors associated with technophilia. Another aim was to analyze how this population uses smartphones, tablets, apps, and software to support their memory, and to identify factors associated with the use of apps to support memory. We tested the hypothesis that different sociodemographic and clinical factors in people with dementia/mild cognitive impairment and their caregivers are associated with technophilia and the use of specific apps to support memory in tablets or smartphones.

**Methods**

**Study Design**

In this cross-sectional study, data from the baseline assessment of the Support Monitoring and Reminder for Mild Dementia (SMART4MD) randomized multicenter clinical trial (ClinicalTrials.gov NCT03325699) were used. The objective of the trial was to create a digital platform (SMART4MD) for a tablet and to test if the platform had an impact on the quality of life of people with dementia/mild cognitive impairment and their caregivers. More detailed information on the trial is available in the published protocol [18].

**Setting**

This study was carried out in two European countries, Spain and Sweden, and at three centers: Consorci Sanitari de Terrassa (Catalonia, Spain), Servicio Andaluz de Salud (Andalusia, Spain), and the Blekinge Institute of Technology (Sweden).

**Participants**

A total of 1086 participant dyads (N=2172) were included in the study. The participant dyads comprised people with dementia/mild cognitive impairment and their informal caregivers. The participants were selected using a nonprobabilistic consecutive sampling method. The inclusion
criteria were as follows: (1) score of 20 to 28 points on the Mini Mental State Examination (MMSE), (2) experience of memory problems over a substantial period of time (more than 6 months), (3) aged>55 years, (4) recipients of home care, (5) have an informal caregiver, (6) taking prescribed medication and in charge of it, and (7) no physical conditions that would reduce their ability to use a touchscreen app. The exclusion criteria were as follows: (1) terminal illness with less than 3 years of expected survival, (2) score above 11 on the Geriatric Depression Scale (GDS-15), or (3) another known significant cause of disease as an explanation for cognitive impairment such as substance abuse, bipolar disorder, schizophrenia, or developmental disorders.

**Measures**

**Dependent Variables**

The dependent variables were technophilia and use and familiarity with touchscreen devices. The TechPH questionnaire was used to assess technophilia [19]. This questionnaire includes 6 items assessed on a 5-point Likert scale from 1 (fully disagree) to 5 (fully agree), which was designed to specifically assess technophilia in the older population. The scale has two factors: technology enthusiasm and technology anxiety. The TechPH index is a score derived from the 6 items (the sum of items divided by 6) ranging from 1 to 5. More information on the TechPH index is included in the report on the validation study [19].

Use and familiarity with touchscreen devices was assessed with a questionnaire tailored to this study covering the following aspects: (1) use of a smartphone and tablets (“On average how often would you say you have been using a smartphone or tablet during the last 3 months?”), (2) use of the internet (“How often do you use the internet on your smartphone or tablet?”), (3) knowledge (“How knowledgeable do you consider yourself when it comes to using a smartphone or a tablet?”), (4) use of technology to support memory (“Are you using your mobile phone or tablet as a way to support your memory today?”), (5) use of specific apps for memory (“Do you have any special app or software on your mobile phone or tablet that you use to support your memory?”), and (6) perspective on the helpfulness of the technology for their memory (“Do you think that using your mobile phone or tablet to support your memory helps you to remember things?”).

**Independent Variables in People With Dementia/Mild Cognitive Impairment**

Health-related quality of life was measured using the total score of the Quality of Life in Alzheimer's Disease (QoL-AD) questionnaire [20], which is a 13-item measure on a 4-point Likert scale. The EuroQol-5D-3L [21] (EQ5D) questionnaire was also administered, which is a self-completion questionnaire that consists of 5 questions along with a scale for the participant to rate their health status on a scale thermometer from 0 to 100 (EQ-VAS). The European value set of König et al [22] was used for calculation of the EQ5D score.

Functional decline was assessed with the Lawton Instrumental Activities of Daily Living (IADL) [23] scale in people with dementia/mild cognitive impairment. The IADL uses 8 items for women and 5 items for men. The score was rescaled to range between 0 and 1.

The severity of cognitive impairment was assessed with the MMSE [24]. Depression was scored with the GDS-15 [25], which is a widely used scale to assess geriatric depression with 15 items and a range of 0-4 (normal), 5-8 (mildly depressed), 9-11 (moderately depressed), and 12-15 (severely depressed). Since an inclusion criterion for study participation was a GDS-15 score<11, the range in this study was 0–11.”

**Independent Variables for Caregivers**

The independent variables for caregivers included the caregiver burden, which was assessed using the Zarit Caregiver Burden Interview (ZBI-12) [27,28], a 12-item 5-point Likert scale questionnaire. This is the short version of the original scale and was designed specifically for caregivers of people with dementia/mild cognitive impairment. Health-related quality of life was measured using the EQ5D as described above. The sociodemographic data included age, gender, education, living arrangements, marital status, country of residence, and relationship with the patient.

**Statistical Analysis**

The mean (SD) and frequency and percentages are used to describe continuous and categorical variables, respectively. To compare groups with high and low technophilia, we used the median TechPh Index (2.83 in people with dementia/mild cognitive impairment and 3.00 in caregivers) as the cut-off point. To compare groups, we used the Chi square test for categorical variables and the Mann-Whitney test for continuous variables. A multivariate linear regression analysis was conducted to analyze the factors associated with technophilia. To check the assumptions of the linear model, the Breusch-Pagan test (heteroscedasticity), Shapiro-Wilk normality test of the residuals, variance inflation factor (VIF; multicollinearity), and a scatter plot for the linearity of the variables were used. We also analyzed the factors associated with the use of specific apps or software to support memory using multivariate logistic regression. To check the goodness of fit, we used the Hosmer-Lemeshow test and the VIF for multicollinearity. If the VIF was higher than 2, the variable was taken out of the model. A 95% level of significance was used for assessment. R program version 3.6.1 (R Foundation for Statistical Computing, Vienna, Austria) and the R Commander package were used for these analyses.

**Results**

The basic characteristics of the sample of people with dementia/mild cognitive impairment are summarized in Table 1. Nearly a third of the sample were diagnosed with dementia. A total of 588 of the 1086 people with dementia/mild cognitive impairment (54.14%) used smartphones and tablets almost every day and 284 (26.15%) had never used these technologies. Only 381/1086 (35.08%) used the internet on smartphones and tablets.
almost every day and 470/1086 (43.28%) never used the internet on these gadgets. More than half (706/1086, 65.01%) considered themselves not at all or quite knowledgeable when it comes to using a smartphone or a tablet. A total of 106 (9.76%) had a special app or software on their mobile phone or tablet to support memory, and 669/1086 (61.60%) believed that using a mobile phone or tablet to support their memory helps them remember things. Additional information about the use of smartphones and tablets by the people with dementia/mild cognitive impairment is provided in Multimedia Appendix 1. Information about groups with high and low technophilia and groups that use or do not use specific apps or software on their mobile phone or tablet to support memory is shown in Table 1.
Table 1. Characteristics of participants with dementia or mild cognitive impairment.

<table>
<thead>
<tr>
<th>Variables</th>
<th>All participants (N=1086)</th>
<th>High technophilia (N=591)</th>
<th>Low technophilia (N=493)</th>
<th>P value</th>
<th>Use apps to support memory (N=106)</th>
<th>Do not use apps to support memory (N=877)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>74.48 (7.24)</td>
<td>74.32 (7.32)</td>
<td>74.57 (7.16)</td>
<td>.72</td>
<td>70.22 (7.46)</td>
<td>74.76 (7.11)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Gender, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>576 (53.0)</td>
<td>276 (46.7)</td>
<td>298 (60.4)</td>
<td>.51</td>
<td>48.1 (53.6)</td>
<td>470 (46.4)</td>
<td>.29</td>
</tr>
<tr>
<td>Male</td>
<td>510 (47.0)</td>
<td>315 (53.3)</td>
<td>195 (39.6)</td>
<td>.55</td>
<td>51.9 (46.4)</td>
<td>407 (64.4)</td>
<td></td>
</tr>
<tr>
<td>Education level, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>.003</td>
<td></td>
<td></td>
<td>.03</td>
</tr>
<tr>
<td>Elementary school</td>
<td>653 (60.4)</td>
<td>331 (56.3)</td>
<td>320 (65.2)</td>
<td>.55</td>
<td>51.9 (60.4)</td>
<td>527 (60.4)</td>
<td></td>
</tr>
<tr>
<td>Secondary school</td>
<td>225 (20.8)</td>
<td>126 (21.4)</td>
<td>99 (20.2)</td>
<td>.21</td>
<td>19.8 (21.8)</td>
<td>190 (21.8)</td>
<td></td>
</tr>
<tr>
<td>Higher education</td>
<td>203 (18.8)</td>
<td>131 (22.2)</td>
<td>72 (14.7)</td>
<td>.30</td>
<td>28.3 (17.8)</td>
<td>155 (17.8)</td>
<td></td>
</tr>
<tr>
<td>Marital status, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>.06</td>
<td></td>
<td></td>
<td>.06</td>
</tr>
<tr>
<td>Unmarried</td>
<td>41 (3.8)</td>
<td>20 (3.4)</td>
<td>21 (4.3)</td>
<td>6</td>
<td>5.7 (3.5)</td>
<td>31 (3.5)</td>
<td></td>
</tr>
<tr>
<td>Married</td>
<td>697 (64.2)</td>
<td>377 (43.9)</td>
<td>320 (64.9)</td>
<td>.75</td>
<td>70.8 (64.9)</td>
<td>555 (63.4)</td>
<td></td>
</tr>
<tr>
<td>Common law partner</td>
<td>44 (4.1)</td>
<td>33 (5.6)</td>
<td>11 (2.2)</td>
<td>.7</td>
<td>6.6 (2.2)</td>
<td>35 (4.0)</td>
<td></td>
</tr>
<tr>
<td>Divorced</td>
<td>58 (5.3)</td>
<td>34 (5.8)</td>
<td>24 (4.9)</td>
<td>.5</td>
<td>4.7 (5.6)</td>
<td>49 (5.6)</td>
<td></td>
</tr>
<tr>
<td>Widowed</td>
<td>245 (22.6)</td>
<td>126 (21.4)</td>
<td>117 (23.7)</td>
<td>13</td>
<td>12.3 (23.5)</td>
<td>206 (23.5)</td>
<td></td>
</tr>
<tr>
<td>Living arrangement, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>.22</td>
<td></td>
<td></td>
<td>.05</td>
</tr>
<tr>
<td>Single</td>
<td>222 (20.6)</td>
<td>109 (18.6)</td>
<td>113 (23.1)</td>
<td>19</td>
<td>17.9 (20.4)</td>
<td>177 (20.4)</td>
<td></td>
</tr>
<tr>
<td>Spouse/partner</td>
<td>686 (63.6)</td>
<td>385 (65.7)</td>
<td>301 (61.6)</td>
<td>.73</td>
<td>68.9 (63.2)</td>
<td>549 (63.2)</td>
<td></td>
</tr>
<tr>
<td>Children</td>
<td>97 (9.0)</td>
<td>57 (9.7)</td>
<td>40 (8.2)</td>
<td>3</td>
<td>2.8 (9.8)</td>
<td>85 (9.8)</td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>73 (6.8)</td>
<td>36 (6.1)</td>
<td>35 (7.2)</td>
<td>11</td>
<td>10.4 (6.7)</td>
<td>58 (6.7)</td>
<td></td>
</tr>
<tr>
<td>Country of residence, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
<td></td>
<td></td>
<td>.12</td>
</tr>
<tr>
<td>Sweden</td>
<td>345 (31.8)</td>
<td>231 (39.1)</td>
<td>114 (23.1)</td>
<td>.39</td>
<td>36.8 (29.4)</td>
<td>258 (29.4)</td>
<td></td>
</tr>
<tr>
<td>Spain</td>
<td>741 (68.2)</td>
<td>360 (60.9)</td>
<td>379 (76.9)</td>
<td>.67</td>
<td>63.2 (70.6)</td>
<td>619 (70.6)</td>
<td></td>
</tr>
<tr>
<td>Diagnosis of dementia, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>.73</td>
<td></td>
<td></td>
<td>.007</td>
</tr>
<tr>
<td>Yes</td>
<td>299 (28.5)</td>
<td>165 (28.8)</td>
<td>132 (27.8)</td>
<td>.87</td>
<td>82.9 (27.8)</td>
<td>594 (70.2)</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>750 (71.5)</td>
<td>408 (71.2)</td>
<td>342 (72.2)</td>
<td>.18</td>
<td>17.1 (29.8)</td>
<td>252 (29.8)</td>
<td></td>
</tr>
<tr>
<td>Diagnosis of other medical condition, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>.04</td>
<td></td>
<td></td>
<td>.96</td>
</tr>
<tr>
<td>Yes</td>
<td>267 (24.6)</td>
<td>431 (72.9)</td>
<td>386 (78.3)</td>
<td>.26</td>
<td>24.5 (24.3)</td>
<td>213 (24.3)</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>819 (75.4)</td>
<td>160 (27.1)</td>
<td>107 (21.7)</td>
<td>.80</td>
<td>75.5 (27.1)</td>
<td>664 (75.7)</td>
<td></td>
</tr>
<tr>
<td>Cognitive Status (MMSE&lt;sup&gt;1&lt;/sup&gt;, mean (SD))</td>
<td>25.41 (2.48)</td>
<td>25.51 (2.53)</td>
<td>25.32 (2.40)</td>
<td>.05</td>
<td>25.97 (2.05)</td>
<td>25.30 (2.56)</td>
<td>.03</td>
</tr>
<tr>
<td>Depression (GDS-15&lt;sup&gt;3&lt;/sup&gt;, mean (SD))</td>
<td>3.03 (2.84)</td>
<td>2.47 (2.53)</td>
<td>3.70 (3.05)</td>
<td>&lt;.001</td>
<td>3.06 (3.01)</td>
<td>3.11 (2.84)</td>
<td>.53</td>
</tr>
<tr>
<td>Instrumental activities (IADL&lt;sup&gt;2&lt;/sup&gt;, mean (SD))</td>
<td>0.87 (0.19)</td>
<td>0.87 (0.20)</td>
<td>0.86 (0.19)</td>
<td>.07</td>
<td>0.91 (0.17)</td>
<td>0.86 (0.19)</td>
<td>.008</td>
</tr>
<tr>
<td>Quality of life (QoL-AD&lt;sup&gt;4&lt;/sup&gt;, mean (SD))</td>
<td>36.08 (6.52)</td>
<td>37.67 (6.31)</td>
<td>34.21 (6.27)</td>
<td>&lt;.001</td>
<td>36.93 (7.32)</td>
<td>36.00 (6.49)</td>
<td>.21</td>
</tr>
<tr>
<td>Quality of life (EQ5D&lt;sup&gt;5&lt;/sup&gt;, mean (SD))</td>
<td>0.75 (0.22)</td>
<td>0.78 (0.22)</td>
<td>0.72 (0.22)</td>
<td>&lt;.001</td>
<td>0.69 (0.25)</td>
<td>0.75 (0.22)</td>
<td>.08</td>
</tr>
<tr>
<td>Health State thermometer, mean (SD)</td>
<td>69.45 (19.60)</td>
<td>72.98 (18.70)</td>
<td>65.27 (19.88)</td>
<td>&lt;.001</td>
<td>70.67 (19.03)</td>
<td>69.22 (19.80)</td>
<td>.43</td>
</tr>
</tbody>
</table>
The basic characteristics of the caregivers are summarized in Table 2. Among the 1086 caregivers, 839 (77.26%) used touchscreen technologies almost every day, and 123 (11.33%) had never used smartphones or tablets. A total of 721 (66.39%) used the internet on smartphones and tablets almost every day, and 191 (17.59%) never used the internet on touchscreen gadgets. A total of 433 (39.87%) considered themselves not at all or quite knowledgeable when it comes to using a smartphone or a tablet. A total of 181 (16.67%) had a special app or software on their mobile phone or tablet to support their memory, and 773 (71.18%) believed that using a mobile phone or tablet to support their memory helps them to remember things. Additional information about the use of smartphones and tablets by the caregivers is provided in Multimedia Appendix 1. Information about the caregivers overall, groups with high and low technophilia, and groups that use or do not use specific apps or software on their tablet or mobile phone to support memory is shown in Table 2.
Table 2. Characteristics of caregivers.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Total (N=1086)</th>
<th>High technophilia (N=464)</th>
<th>Low technophilia (N=598)</th>
<th>P value</th>
<th>Use apps to support memory (N=181)</th>
<th>Do not use apps to support memory (N=840)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>62.29 (14.68)</td>
<td>58.35 (15.84)</td>
<td>65.24 (12.95)</td>
<td>&lt;.001</td>
<td>54.27 (14.49)</td>
<td>63.34 (14.20)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Gender, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>741 (68.2)</td>
<td>295 (63.6)</td>
<td>167 (27.9)</td>
<td></td>
<td>133 (73.5)</td>
<td>566 (67.4)</td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>345 (31.8)</td>
<td>169 (36.4)</td>
<td>431 (72.1)</td>
<td></td>
<td>48 (26.5)</td>
<td>274 (32.6)</td>
<td></td>
</tr>
<tr>
<td>Education level, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Elementary school</td>
<td>378 (35.7)</td>
<td>111 (24.3)</td>
<td>257 (44.2)</td>
<td></td>
<td>29 (16.2)</td>
<td>318 (38.8)</td>
<td></td>
</tr>
<tr>
<td>Secondary school</td>
<td>345 (32.5)</td>
<td>167 (36.6)</td>
<td>173 (29.3)</td>
<td></td>
<td>73 (40.8)</td>
<td>256 (31.3)</td>
<td></td>
</tr>
<tr>
<td>Higher education</td>
<td>337 (31.8)</td>
<td>178 (39.0)</td>
<td>152 (26.1)</td>
<td>&lt;.001</td>
<td>77 (43.0)</td>
<td>245 (29.9)</td>
<td>.005</td>
</tr>
<tr>
<td>Marital status, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unmarried</td>
<td>126 (11.6)</td>
<td>75 (16.2)</td>
<td>46 (7.7)</td>
<td></td>
<td>33 (18.2)</td>
<td>88 (10.5)</td>
<td></td>
</tr>
<tr>
<td>Married</td>
<td>804 (74.2)</td>
<td>312 (67.4)</td>
<td>475 (79.6)</td>
<td></td>
<td>121 (66.9)</td>
<td>633 (75.5)</td>
<td></td>
</tr>
<tr>
<td>Common law partner</td>
<td>76 (7.0)</td>
<td>38 (8.2)</td>
<td>37 (6.2)</td>
<td>&lt;.001</td>
<td>15 (8.3)</td>
<td>55 (6.6)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Divorced</td>
<td>47 (4.3)</td>
<td>23 (5.0)</td>
<td>24 (4.0)</td>
<td></td>
<td>11 (6.1)</td>
<td>34 (4.1)</td>
<td></td>
</tr>
<tr>
<td>Widowed</td>
<td>30 (2.8)</td>
<td>15 (3.2)</td>
<td>15 (2.5)</td>
<td></td>
<td>1 (0.5)</td>
<td>28 (3.3)</td>
<td></td>
</tr>
<tr>
<td>Living arrangement, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>.005</td>
<td></td>
<td></td>
<td>.30</td>
</tr>
<tr>
<td>Single</td>
<td>98 (9.0)</td>
<td>50 (10.8)</td>
<td>45 (7.5)</td>
<td></td>
<td>17 (9.4)</td>
<td>75 (8.9)</td>
<td></td>
</tr>
<tr>
<td>Spouse/partner</td>
<td>738 (68.1)</td>
<td>291 (62.9)</td>
<td>436 (73.0)</td>
<td></td>
<td>112 (61.9)</td>
<td>576 (68.7)</td>
<td></td>
</tr>
<tr>
<td>Children</td>
<td>100 (9.2)</td>
<td>52 (11.2)</td>
<td>45 (7.5)</td>
<td></td>
<td>21 (11.6)</td>
<td>77 (9.2)</td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>147 (13.6)</td>
<td>70 (15.1)</td>
<td>71 (11.9)</td>
<td></td>
<td>31 (17.1)</td>
<td>110 (13.1)</td>
<td></td>
</tr>
<tr>
<td>Country of residence, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>.03</td>
<td></td>
<td></td>
<td>.05</td>
</tr>
<tr>
<td>Sweden</td>
<td>345 (31.8)</td>
<td>167 (36.0)</td>
<td>177 (29.6)</td>
<td></td>
<td>44 (24.3)</td>
<td>266 (31.7)</td>
<td></td>
</tr>
<tr>
<td>Spain</td>
<td>741 (68.2)</td>
<td>297 (64.0)</td>
<td>421 (70.4)</td>
<td></td>
<td>137 (75.7)</td>
<td>574 (68.3)</td>
<td></td>
</tr>
<tr>
<td>Relation with the patient, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Spouse/partner</td>
<td>590 (55.5)</td>
<td>204 (44.7)</td>
<td>374 (63.9)</td>
<td></td>
<td>59 (33.7)</td>
<td>483 (58.6)</td>
<td></td>
</tr>
<tr>
<td>Child</td>
<td>320 (30.1)</td>
<td>179 (39.3)</td>
<td>134 (22.9)</td>
<td></td>
<td>97 (55.4)</td>
<td>214 (26.0)</td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>153 (14.4)</td>
<td>73 (16.0)</td>
<td>77 (13.2)</td>
<td></td>
<td>19 (10.9)</td>
<td>127 (15.4)</td>
<td></td>
</tr>
<tr>
<td>Caregiver Burden (ZBI-12(^f)), mean (SD)</td>
<td>6.86 (7.70)</td>
<td>6.31 (7.21)</td>
<td>7.28 (8.08)</td>
<td>.13</td>
<td>9.02 (7.62)</td>
<td>6.53 (7.68)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Quality of life (EQ5D(^g)), mean (SD)</td>
<td>0.77 (0.21)</td>
<td>0.81 (0.20)</td>
<td>0.75 (0.22)</td>
<td>&lt;.001</td>
<td>0.77 (0.22)</td>
<td>0.78 (0.21)</td>
<td>.72</td>
</tr>
<tr>
<td>Health State (thermometer), mean (SD)</td>
<td>72.24 (18.62)</td>
<td>74.95 (17.36)</td>
<td>70.07 (19.22)</td>
<td>&lt;.001</td>
<td>70.94 (18.21)</td>
<td>72.46 (18.67)</td>
<td>.22</td>
</tr>
</tbody>
</table>

\(^a\)Education level N=1060; Marital status N=1083; Living arrangement N=1083; Relation with the patient N=1063.

\(^b\)Education level N=456; Marital status N=463; Living arrangement N=463; Relation with the patient N=456.

\(^c\)Education level N=582; Marital status N=597; Living arrangement N=597; Relation with the patient N=585.

\(^d\)Education level N=179; Relation with the patient N=175.

\(^e\)Education level N=819; Marital status N=838; Living arrangement N=838; Relation with the patient N=824.

\(^f\)ZBI-12: Zarit Caregiver Burden Interview.

\(^g\)EQ5D: EuroQoL-5D-3L.

The people with dementia/mild cognitive impairment had a mean TechPH index of 2.84 (SD 0.69). The TechEnthusiasm score was 2.95 (SD 1.07) and the TechAnxiety score was 3.30 (SD 0.95). The caregivers had a TechPH index score of 3.07 (SD 0.68); the TechEnthusiam score was 3.31 (SD 1.00) and the TechAnxiety score was 3.19 (SD 0.95). There were
differences in the TechPH index between patients and caregivers (B=0.223, SE 0.030, P<.001), which remained significant after adjusting for age, gender, education level, and health status (B=0.074, SE 0.032, P=.02). There were significant differences in TechAnxiety between patients and caregivers (B=-0.120, SE 0.041, P=.004); however, these differences were not significant after adjusting for age, gender, education level, and health status (B=-0.042, SE 0.047, P=.37). There was a significant difference in TechEnthusiasm between patients and caregivers (B=0.360, SE 0.045, P<.001), and this difference was still significant after adjusting for confounders (B=0.128, SE 0.050, P=.01). There were significant differences in the use of specific apps or software to support memory between patients and caregivers (odds ratio [OR]=1.783, SE 0.131, P<.001); however, these differences were not significant after adjusting for confounders (OR=0.818, SE 0.167, P=.23).

In the multivariate analysis, the TechPH index in people with dementia/mild cognitive impairment was related to lower age, male gender, higher education level, living arrangement (living with children vs single), country of residence (Sweden vs Spain), depression, and health status (Table 3). In caregivers, the TechPH index was associated with lower age, male gender, higher education level, country of residence (Sweden vs Spain), lower caregiver burden, and better quality of life (Table 4). The use of specific apps or software on tablets or mobile phones to support memory was only associated with age in people with dementia/mild cognitive impairment (Table 5) and was associated with age, education level, and caregiver burden in caregivers (Table 6).

Table 3. Multivariate linear regression model\(^b\) of factors associated with technophilia in people with dementia/mild cognitive impairment.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Estimate</th>
<th>SE</th>
<th>(t)</th>
<th>P value</th>
<th>VIF(^b)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>3.763</td>
<td>0.402</td>
<td>9.359</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td>Age</td>
<td>-0.009</td>
<td>0.003</td>
<td>-2.850</td>
<td>.004</td>
<td>1.248</td>
</tr>
<tr>
<td>Gender: female (male=reference)</td>
<td>-0.160</td>
<td>0.044</td>
<td>-3.630</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td>Education level (elementary school=reference)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Secondary school</td>
<td>0.021</td>
<td>0.052</td>
<td>0.400</td>
<td>.69</td>
<td></td>
</tr>
<tr>
<td>Higher education</td>
<td>0.167</td>
<td>0.058</td>
<td>2.886</td>
<td>.004</td>
<td></td>
</tr>
<tr>
<td>Living arrangement (children=reference)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Single</td>
<td>-0.210</td>
<td>0.083</td>
<td>-2.538</td>
<td>.01</td>
<td></td>
</tr>
<tr>
<td>Spouse/partner</td>
<td>-0.149</td>
<td>0.074</td>
<td>-1.999</td>
<td>.05</td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>-0.137</td>
<td>0.103</td>
<td>-1.328</td>
<td>.18</td>
<td></td>
</tr>
<tr>
<td>Country: Sweden (Spain=reference)</td>
<td>0.256</td>
<td>0.058</td>
<td>4.414</td>
<td>&lt;.001</td>
<td>1.855</td>
</tr>
<tr>
<td>Diagnosis of dementia: Yes (no=reference)</td>
<td>0.060</td>
<td>0.054</td>
<td>1.116</td>
<td>.26</td>
<td>1.483</td>
</tr>
<tr>
<td>Diagnosis of other medical condition: Yes (no=reference)</td>
<td>0.047</td>
<td>0.050</td>
<td>0.939</td>
<td>.35</td>
<td>1.180</td>
</tr>
<tr>
<td>Cognitive Status (MMSE(^c))</td>
<td>-0.013</td>
<td>0.010</td>
<td>-1.356</td>
<td>.17</td>
<td>1.438</td>
</tr>
<tr>
<td>Depression (GDS-15(^d))</td>
<td>-0.046</td>
<td>0.008</td>
<td>-5.625</td>
<td>&lt;.001</td>
<td>1.360</td>
</tr>
<tr>
<td>Instrumental activities (IADL(^e))</td>
<td>-0.020</td>
<td>0.125</td>
<td>-0.164</td>
<td>.87</td>
<td>1.450</td>
</tr>
<tr>
<td>Health State (Thermometer)</td>
<td>0.004</td>
<td>0.001</td>
<td>3.570</td>
<td>&lt;.001</td>
<td>1.271</td>
</tr>
</tbody>
</table>

\(^a\)Breusch-Pagan test P=.06; Shapiro-Wilk normality test of the residuals P=.39; adjusted \(R^2=0.146.\)
\(^b\)VIF: variance inflation factor.
\(^c\)MMSE: Mini Mental State Examination.
\(^d\)GDS-15: Geriatric Depression Scale.
\(^e\)IADL: Lawton Instrumental Activities of Daily Living.
### Table 4. Multivariate linear regression model\(^a\) of factors associated with technophilia in caregivers.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Estimate</th>
<th>SE</th>
<th>t(_{1021})</th>
<th>P value</th>
<th>VIF(^b)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>3.824</td>
<td>0.159</td>
<td>24.014</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td>Age</td>
<td>−0.016</td>
<td>0.002</td>
<td>−9.560</td>
<td>&lt;.001</td>
<td>1.603</td>
</tr>
<tr>
<td>Female gender (male=reference)</td>
<td>−0.191</td>
<td>0.043</td>
<td>−4.470</td>
<td>&lt;.001</td>
<td>1.081</td>
</tr>
<tr>
<td><strong>Education level (elementary school=reference)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1.278</td>
</tr>
<tr>
<td>Secondary school</td>
<td>0.084</td>
<td>0.050</td>
<td>1.677</td>
<td>.01</td>
<td></td>
</tr>
<tr>
<td>Higher education</td>
<td>0.201</td>
<td>0.052</td>
<td>3.879</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td><strong>Living arrangement (children=reference)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.27</td>
</tr>
<tr>
<td>Single</td>
<td>0.050</td>
<td>0.092</td>
<td>0.537</td>
<td>.59</td>
<td>1.379</td>
</tr>
<tr>
<td>Spouse/partner</td>
<td>−0.062</td>
<td>0.074</td>
<td>−0.843</td>
<td>.40</td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>−0.094</td>
<td>0.083</td>
<td>−1.128</td>
<td>.26</td>
<td></td>
</tr>
<tr>
<td>Country: Sweden (Spain=reference)</td>
<td>0.245</td>
<td>0.048</td>
<td>5.140</td>
<td>&lt;.001</td>
<td>1.375</td>
</tr>
<tr>
<td>Caregiver Burden (ZBI-12(^c))</td>
<td>−0.005</td>
<td>0.003</td>
<td>−2.055</td>
<td>.04</td>
<td>1.154</td>
</tr>
<tr>
<td>Quality of life (EQ5D(^d))</td>
<td>0.348</td>
<td>0.097</td>
<td>3.592</td>
<td>&lt;.001</td>
<td>1.165</td>
</tr>
</tbody>
</table>

\(^a\)Breusch-Pagan test \(P=.07\); Shapiro-Wilk normality test of the residuals \(P=0.84\); adjusted \(R^2\)=0.194.

\(^b\)VIF: variance inflation factor.

\(^c\)ZBI-12: Zarit Caregiver Burden Interview.

\(^d\)EQ5D: EuroQoL-5D-3L.
Table 5. Multivariate logistic regression model\(^a\) of factors associated with use of apps or specific software to support memory in people with dementia/mild cognitive impairment.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Estimate</th>
<th>SE</th>
<th>z</th>
<th>P value</th>
<th>OR(^b)</th>
<th>95% CI</th>
<th>VIF(^c)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>3.189</td>
<td>2.247</td>
<td>1.419</td>
<td>.16</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age</td>
<td>-0.093</td>
<td>0.017</td>
<td>-5.387</td>
<td>&lt;.001</td>
<td>0.911</td>
<td>0.88-0.942</td>
<td>1.366</td>
</tr>
<tr>
<td>Gender: female (male=reference)</td>
<td>-0.119</td>
<td>0.233</td>
<td>-0.512</td>
<td>.61</td>
<td>0.877</td>
<td>0.56-1.402</td>
<td>1.183</td>
</tr>
<tr>
<td>Education level (elementary school= reference)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Secondary school</td>
<td>-0.145</td>
<td>0.292</td>
<td>-0.496</td>
<td>.62</td>
<td>0.865</td>
<td>0.49-1.534</td>
<td>.08</td>
</tr>
<tr>
<td>Higher education</td>
<td>0.548</td>
<td>0.290</td>
<td>1.886</td>
<td>.06</td>
<td>1.729</td>
<td>0.98-3.056</td>
<td></td>
</tr>
<tr>
<td>Living arrangement (children=reference)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1.357</td>
</tr>
<tr>
<td>Single</td>
<td>1.207</td>
<td>0.663</td>
<td>1.822</td>
<td>.07</td>
<td>3.345</td>
<td>0.91-12.262</td>
<td></td>
</tr>
<tr>
<td>Spouse/partner</td>
<td>1.090</td>
<td>0.625</td>
<td>1.745</td>
<td>.08</td>
<td>2.975</td>
<td>0.87-10.121</td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>1.347</td>
<td>0.699</td>
<td>1.926</td>
<td>.05</td>
<td>3.844</td>
<td>0.97-15.139</td>
<td></td>
</tr>
<tr>
<td>Country: Sweden (Spain=reference)</td>
<td>0.319</td>
<td>0.312</td>
<td>1.019</td>
<td>.31</td>
<td>1.375</td>
<td>0.74-2.538</td>
<td>1.990</td>
</tr>
<tr>
<td>Diagnosis of dementia: Yes (No=reference)</td>
<td>-0.391</td>
<td>0.330</td>
<td>-1.187</td>
<td>.23</td>
<td>0.676</td>
<td>0.35-1.290</td>
<td>1.431</td>
</tr>
<tr>
<td>Diagnosis of other medical condition: Yes (No=reference)</td>
<td>0.168</td>
<td>0.262</td>
<td>0.642</td>
<td>.52</td>
<td>1.183</td>
<td>0.70-1.977</td>
<td>1.132</td>
</tr>
<tr>
<td>Cognitive Status (MMSE(^d))</td>
<td>-0.001</td>
<td>0.056</td>
<td>-0.022</td>
<td>.98</td>
<td>0.999</td>
<td>0.89-1.115</td>
<td>1.373</td>
</tr>
<tr>
<td>Depression (GDS-15(^e))</td>
<td>-0.008</td>
<td>0.047</td>
<td>-0.165</td>
<td>.87</td>
<td>0.992</td>
<td>0.90-1.087</td>
<td>1.565</td>
</tr>
<tr>
<td>Instrumental activities (IADL(^f))</td>
<td>0.165</td>
<td>0.744</td>
<td>0.222</td>
<td>.82</td>
<td>1.180</td>
<td>0.27-5.074</td>
<td>1.360</td>
</tr>
<tr>
<td>Health State (Thermometer)</td>
<td>0.002</td>
<td>0.006</td>
<td>0.367</td>
<td>.71</td>
<td>1.002</td>
<td>0.99-1.015</td>
<td>1.411</td>
</tr>
</tbody>
</table>

\(^a\)Hosmer and Lemeshow goodness of fit test \(P=.23\).
\(^b\)OR: odds ratio.
\(^c\)VIF: variance inflation factor.
\(^d\)MMSE: Mini Mental State Examination.
\(^e\)GDS-15: Geriatric Depression Scale.
\(^f\)IADL: Lawton Instrumental Activities of Daily Living.
Table 6. Multivariate logistic regression model\(^a\) of factors associated with use of apps or specific software to support memory in caregivers.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Estimate</th>
<th>SE</th>
<th>z</th>
<th>P value</th>
<th>OR(^b)</th>
<th>95% CI</th>
<th>VIF(^c)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>0.089</td>
<td>0.683</td>
<td>0.131</td>
<td>.90</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age</td>
<td>-0.038</td>
<td>0.007</td>
<td>-5.441</td>
<td>&lt;.001</td>
<td>0.962</td>
<td>0.949-0.976</td>
<td>1.519</td>
</tr>
<tr>
<td>Female gender (male=reference)</td>
<td>0.069</td>
<td>0.199</td>
<td>0.346</td>
<td>.73</td>
<td>1.072</td>
<td>0.725-1.585</td>
<td>1.068</td>
</tr>
<tr>
<td>Education level (elementary school=reference)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Secondary school</td>
<td>0.828</td>
<td>0.252</td>
<td>3.279</td>
<td>.001</td>
<td>2.289</td>
<td>1.395-3.754</td>
<td>1.180</td>
</tr>
<tr>
<td>Higher education</td>
<td>0.960</td>
<td>0.257</td>
<td>3.738</td>
<td>&lt;.001</td>
<td>2.611</td>
<td>1.579-4.319</td>
<td></td>
</tr>
<tr>
<td>Living arrangement (children=reference)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Single</td>
<td>0.080</td>
<td>0.386</td>
<td>0.208</td>
<td>.83</td>
<td>1.083</td>
<td>0.508-2.311</td>
<td>1.375</td>
</tr>
<tr>
<td>Spouse/partner</td>
<td>0.332</td>
<td>0.298</td>
<td>1.113</td>
<td>.27</td>
<td>1.394</td>
<td>0.777-2.502</td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>-0.052</td>
<td>0.337</td>
<td>-0.153</td>
<td>.88</td>
<td>0.950</td>
<td>0.491-1.838</td>
<td></td>
</tr>
<tr>
<td>Country: Sweden (Spain=reference)</td>
<td>-0.126</td>
<td>0.225</td>
<td>-0.561</td>
<td>.57</td>
<td>0.881</td>
<td>0.567-1.370</td>
<td>1.327</td>
</tr>
<tr>
<td>Caregiver Burden (ZBI-12(^d))</td>
<td>0.023</td>
<td>0.011</td>
<td>2.084</td>
<td>.04</td>
<td>1.023</td>
<td>1.001-1.046</td>
<td>1.141</td>
</tr>
<tr>
<td>Quality of life (EQ5D(^e))</td>
<td>-0.540</td>
<td>0.429</td>
<td>-1.259</td>
<td>.21</td>
<td>0.582</td>
<td>0.251-1.351</td>
<td>1.194</td>
</tr>
</tbody>
</table>

\(^{a}\)Hosmer and Lemeshow goodness of fit test \(P=.68\).

\(^{b}\)OR: odds ratio.

\(^{c}\)VIF: variance inflation factor.

\(^{d}\)ZBI-12: Zarit Caregiver Burden Interview.

\(^{e}\)EQ5D: EuroQol-5D-3L.

Discussion

In people with dementia/mild cognitive impairment, technophilia was associated with less depression, better health status, as well as with sociodemographic variables. In caregivers, technophilia was associated with a better quality of life, less care burden, and other sociodemographic variables. The results of this study indicate that people with dementia/mild cognitive impairment have less technophilia than their caregivers, specifically less TechEnthusiasm, but no differences were found in TechAnxiety. The people with dementia/mild cognitive impairment used smartphones and tablets with specific apps or software to support their memory less than their caregivers, despite being a population who would benefit most from these apps. These differences are likely due to age barriers.

The use of smartphones and tablets in our study was lower than that reported in a recent study in Australia in which 91.4% of people with dementia/mild cognitive impairment reported routinely using smartphones [29]. Likewise, in other studies that included older adults and populations with cognitive impairment and dementia, attitudes toward technology were associated with factors such as age [30-32], male gender [33], higher education level [29,30,33,34], depression and negative cognitions [35], and health status [30], and variability was found between countries [36]. A correlation between the use of health apps and age has also been reported [32,37]. However, some results in other studies have not been replicated. For example, one study reported an association between cognitive functioning and the use of technologies in a cognitively impaired population [38], and another study found that women used more health apps than men [39].

The differences in technophilia between people with dementia/mild cognitive impairment and caregivers, mainly due to the lack of technology enthusiasm, could be related to dementia or mild cognitive impairment itself. In fact, other studies have found that dementia and mild cognitive impairment were related to more perceived difficulties in everyday technology use [40]. In addition, this lack of enthusiasm for technology could be related to the apathy associated with dementia and mild cognitive impairment, which is a persistent behavioral symptom [41,42]. This apathy could affect the enthusiasm toward new technologies and may be a barrier for interventions that demand learning and adaptation to the use of these technologies.

Other studies have also found that barriers to the use of ICTs and assistive technologies in older adults are due to the lack of “interest or relevance to life” and the perception of “no need” [15,43]. Indeed, these ICTs are often not designed specifically to cover the real needs of this population and they do not arouse interest. Other studies have also found that a lack of knowledge in older adults is a barrier to the use of technologies [11,16]. In addition, age was identified as one of the most critical determinants of the use of apps to support memory after adjusting for health status. This result coincides with other studies [15,30] in the general population.

Interestingly, technophilia was also strongly associated with health status and depression after adjusting for possible confounders such as gender, age, education level, and cognitive function. One longitudinal study conducted by Cotten et al [44] and other studies [45,46] have found that use of the internet and ICTs in older individuals is associated with less depression and...
a better quality of life, and there is some evidence that this association is mediated by loneliness and social isolation [44,45]. In conclusion, these results highlight the potential barriers of interventions for the use of ICTs, including smartphones and tablets, to improve the quality of life of people with dementia/mild cognitive impairment. The nature of the relation between use and technophilia and quality of life and mood needs to be clarified with longitudinal and experimental studies.

The use of specific apps or software to support memory was not associated with better cognitive function, better quality of life, or less depression. However, some positive results have emerged from several meta-analyses reporting that computerized cognitive training and electronic health apps are effective in improving cognition and quality of life in people with dementia/mild cognitive impairment [47,48]. This result comes from formal interventions, and the results of the present study could be due to possible confounders not assessed in the study or because the participants were not using the apps or software adequately (eg, insufficient training time or not using well-designed apps). Other studies have also indicated inconsistencies and lack evidence regarding the effectiveness of ICT interventions to improve cognition and other health-related variables [49,50].

The results of this study need to be considered in the context of several limitations. This was a cross-sectional study, and therefore the causal relation of the variables could not be established. More longitudinal and interventional studies are necessary to determine the effects of ICT use and the attitudes toward technology in people with dementia/mild cognitive impairment and their caregivers.

In conclusion, the factors associated with technophilia suggest potential barriers to technological interventions in people with dementia/mild cognitive impairment and their caregivers. These results have implications on the possible usefulness of considering technophilia and enthusiasm toward ICTs as determinants and moderator elements in digital interventions in the elderly population. The results suggest that designers of apps for older adults with cognitive impairment should create apps that engage users and are designed specifically for their needs as this population frequently lacks enthusiasm for technology. The use of touchscreen technologies was also frequent among people with dementia/mild cognitive impairment, whereas the use of specific apps or software to support memory was reduced in people with dementia/mild cognitive impairment and caregivers, and they face age barriers for the use of these apps. However, the majority of this population considers that use of smartphones or tablets is helpful for memory, which highlights the presence of a gap between the perceived potential and actual use of these technologies.
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Abstract

Background: Disparities in access to specific technologies within gender groups have not been investigated. Slum settings provide an ideal population to investigate the contributing factors to these disparities.

Objective: This study aimed to examine gender differences in mobile phone ownership, internet access, and knowledge of SMS text messaging among males and females living in urban slum settings.

Methods: A convenience sampling approach was used in sample selection from 675 unnotified slums. A total of 38 slum sites were then selected across four geographic zones. Of these, 10% of the households in each slum site was selected from each zone. One household member was interviewed based on their availability and fulfillment of the eligibility criteria. Eligible individuals included those aged 18 years and above, residing in these slums, and who provided voluntary consent to participate in the study. Individuals with mental or physical challenges were excluded from the study.

Results: Our results showed that females were half as likely to own mobile phones compared with males (odds ratio [OR] 0.53, 95% CI 0.37-0.76), less likely to have internet access (OR 0.79, 95% CI 0.56-1.11), or know how to send text messages (OR 0.93, 95% CI 0.66-1.31). The predictors of mobile phone ownership, internet access, and text messaging between males and females included age, individual education, housing type, and the number of earning members in a household in the adjusted analysis. Among males, the number of earning members was a predictor of both mobile phone ownership and text messaging, whereas household education was a predictor of both internet access and text messaging. Age and individual education only predicted internet access, whereas housing type only predicted text messaging. Among females, household education was a predictor of all the technology outcomes. Age and type of toilet facility only predicted mobile phone ownership; housing type only predicted internet access whereas television ownership with satellite service and smoking behavior only predicted text messaging.

Conclusions: Our study findings showing disparate access to technology within gender groups lend support for further research to examine the causal mechanisms promoting these differences to proffer significant solutions. Specifically, our study findings suggest that improving household education is crucial to address the disparate access and usage of mobile phones, the internet, and text messaging among women in slum settings. This suggestion is due to the consistency in household educational level as a predictor across all these technology indicators. In addition, the mechanisms by which the number of household earning members influences the disparate access to technology among men call for further exploration.

(J Med Internet Res 2020;22(6):e14714) doi:10.2196/14714
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Introduction

Digital Divide

Information and Communication Technology (ICT) plays a major role in fostering access to knowledge and key services across various sectors. ICT proliferation has been associated with increasing economic benefits, including new economic opportunities, increased trade, higher productivity, and lower costs. ICT is in a continuous state of advancement, evolution, and rapid diffusion at record-setting rates. For instance, global internet penetration rose from around 6% to almost 50% between 2000 and 2016, with penetration rates exceeding 90% in developed countries [1]. The term digital divide was coined in the 1990s by Lloyd Morriset (President of the Markle Foundation) to describe these inequalities, which depict a divide between the information-haves and have-nots [2]. The digital divide connotes disparate access to information across individuals with and without access to the internet, and more broadly, ICT as well as the general media [2]. However, the digital divide is most commonly used for indicating the availability of internet access at an affordable cost and quality [3,4]. Disparate patterns in technology access are frequently measured by internet access, penetration, the number of internet users, household ownership of computers, and mobile phone usage [5].

Background

The factors impacting the digital divide were conceptualized using the resources and appropriation theory developed by Van Dijk [5]. This theoretical framework depicts a causal model of the interplay between 1) individual and societal inequalities, 2) distribution of resources, 3) access to ICTs, and 4) societal participation. Specifically, the differential growth in ICT access and usage across countries in varied settings has been attributed to gross inequalities at the individual and societal levels. These are observed across age distributions, gender, race or ethnicity, income, literacy, personality, health, household conditions, and socioeconomic status (SES) [5]. The inequalities subsequently produce an unequal distribution of resources that promote unequal access to technology. Unequal access to technology is also dependent on the type of technology (ie, basic phone with limited functionality such as the absence of cameras, smartphone, computer, and other advanced systems). Unequal access to technology contributes to unequal societal participation, which, in turn, reinforces the existing inequalities [5]. Such inequalities tend to be more pronounced in marginalized settings, notably in urban slum settings in developing countries, which constitute a hub of economic disadvantage.

Although a variety of individual-level determinants of ICT inequalities exist, gender remains one that is of primary importance, as reflected in the United Nations (UN) Sustainable Development Goal 5: Gender Equality. The Sustainable Development Goal 5B target is to enhance the use of enabling technology, in particular ICT technology, to promote the empowerment of women [6]. Unequal access to technology among men and women constitutes one of the most striking aspects of the digital divide. The impact of the digital divide on gender has been widely studied in various developing and developed economies [7]. According to the International Telecommunication Union (ITU), on average, women are 16 percentage points less likely to use the internet compared with their male counterparts. This gender-gap is consistent globally, varying between 11% and 19% in Nigeria, Tanzania, India, Pakistan, and Japan, with differences as high as 31% in the least developed settings [7]. Gender gaps in these settings have been attributed to a variety of determinants, including disproportionate access to education among young women, which impairs their literacy levels. Further determinants include limited institutional opportunities for ICTs, personal safety issues with access to ICTs, and the leaky pipe phenomenon, which describes female preference to advance their family’s welfare over their personal development [6]. These barriers are perpetuated by structural factors such as extreme poverty and highly patriarchal societies, as well as psychological barriers such as limited confidence among women in their capacity to learn ICT skills, and the belief that technology is reserved for their male counterparts [7].

Objectives

Although prior research has established the existence of a digital divide between gender categories, findings of these studies suggest that variations within individual gender categories may be significantly contributing to the existing digital divide [8]. Slum settings provide a unique population to investigate the contributing factors to the disparity in technology access and usage within gender categories. This is because slums represent a hub of staggering economic disparities, which tend to be more diverse than the nonslum populations. In particular, a UN habitat report indicated that slums suffer from higher disease incidence and mortality, which exceed nonslum populations, and these disparities are rarely reflected in the national statistics, thereby masking the extent of the deprivation in slum settings [9]. Essentially, the state of slums constitutes an indicator of prosperous cities [9]. The objective of this study was to examine gender differences in mobile phone ownership, internet access, and knowledge of SMS among males and females living in urban slum settings.

Methods

Overview

A cross-sectional study was conducted between June 2016 and January 2017 to assess the impact of the digital divide among women and men residing in urban slums of Delhi, India. The sampling frame used was the Delhi Urban Shelter Improvement Board Jhuggi-Jhopadi Cluster List of 2015, which enumerated a total of 675 unnotified urban slums across the four geographic zones (North, South, East, and West) of New Delhi, India. Unnotified slums are slum settlements that are not federally recognized and do not benefit from government subsidies and interventions across slums [10]. A convenience sampling approach was used in identifying 675 unnotified slums, and selecting 38 slum sites across four zones (north zone, n=12; south zone, n=14; east zone, n=6; and west zone, n=6; Figure 1). From each zone, 10% of the households were selected based on proximity to the researcher, ease of access to the slums, and...
the presence of local collaborators in these slums who could help in navigating them. Of these, 1 member from each household was selected and interviewed based on availability for the interview and fulfillment of the eligibility criteria. Eligible individuals included those who were aged 18 years and above, resident in these slums, and provided voluntary consent to participate in the study. Individuals who did not provide consent and had any mental challenges were excluded from the study. This resulted in a total sample of 907 study participants across all the slums. The Institutional Review Board (IRB) of the Foundation of Healthcare Technologies Society, New Delhi, India, approved the study protocol (IRB number: FHTS/041/2016).

Figure 1. Study participant recruitment.

### Variables Assessed

The following variables were assessed:

- **Sociodemographic characteristics**: age, gender, education, household education, type of family, earning members in the household, housing type, type of toilet facility, television ownership, and healthy behaviors, including smoking and alcohol consumption.

- **Living index**: information was collected about housing type (concrete, semiconcrete, or not concrete), access to toilet facility (in-house, public place, or open defecation), television ownership, and use of satellite television service.

- **High-risk behaviors**: information was collected on the reporting of high-risk behaviors, including smoking and alcohol consumption.

- **Mobile ownership, internet access, and knowledge of SMS**: information was collected about individual or household mobile phone ownership, internet service (mobile phone), and knowledge of SMS text messaging.

### Statistical Analysis

Descriptive analysis was conducted to report means with SDs and frequencies for all continuous and categorical variables, respectively. Association was performed between sociodemographic characteristics, living index, and health behaviors and technology outcomes, including mobile phone ownership, access to the internet, and knowledge of text messaging. Stratified analysis by gender was performed to determine the between sociodemographic characteristics, living index, and health behaviors and technology outcomes, including mobile phone ownership, access to the internet, and knowledge of text messaging. Variables having significant relationship were included in multivariable logistic regression. Multivariate analyses, stratified by gender, were performed to examine variables that were associated with mobile phone ownership, internet access, and knowledge of SMS after adjusting for potential confounders including sociodemographics, healthy behaviors, and living index conditions. The analyses were performed using SAS, AS, Version 9.4 (SAS Software Limited).

### Results

#### Study Participant Characteristics

The average age of the study participants was 36 years (SD 13). Almost half of them were between the ages of 18 and 30 years (398/904, 44.0%). More than half of them were females (599/904, 66.3%), and 46.2% (418/904) had not completed high school. Half of them lived in households where the highest level of education was less than a high school diploma (453/904, 50.1%). More than half of the study participants lived in nuclear families (578/904, 64%) and had 1 earning member per household (534/904, 59.1%).

More than half of the study participants resided in houses that had concrete finishing (496/904, 54.9%). Of which, 45.2% (409/904) of the study participants utilized public toilet facilities as their primary source of sanitation. More than two-thirds of the study participants owned a television set (705/904, 77.9%) and had satellite television service (592/904, 65.5%). Then, 22.0% (199/904) of the participants reported smoking and 11.6% (105/904) reported alcohol consumption. The characteristics of the study participants have been previously published [11]. Less than 1% of responses were missing across the technology outcomes assessed (34/85000, 0.04%).
Mobile Phone Ownership, Internet Service, and Text Messaging Among Study Participants

More than half of the study participants owned a mobile phone (602/904, 66.5%). Only 24.3% (220/904) of the study participants had internet service on their mobile phones. Less than half of the study participants had knowledge of sending text messages (446/904, 49.3%; Figure 2).

More than half of the study participants who owned mobile phones had knowledge of sending text messages (375/602, 62.2%). However, less than half of them had internet service on their mobile phones (185/602, 30.7%; Figure 2 and Multimedia Appendix 1). More than two-thirds of the study participants who had internet service owned a mobile phone (185/220, 84.1%), and 93.2% (205/220) of them had knowledge of sending text messages. In all, 84.1% (375/446) of the study participants who knew how to send text messages owned a mobile phone, and less than half of them had access to the internet (205/446, 45.9%; Figure 2).

Figure 2. Phone ownership, internet service, and text messaging among the study participants (N=904).

Mobile Phone Ownership and Technology Access and Familiarity

Variables Associated With Mobile Phone Ownership, Internet Access, and Knowledge of Text Messaging Among the Study Participants

Mobile Phone Ownership

More than half of the study participants owned a mobile phone (602/904, 66.3%). A total of 61.7% (365/904) of them were females, 43.8% (264/602) of them were between 18 and 30 years old, and 54.3% (327/602) had not obtained a high school diploma (Multimedia Appendix 1). More than half of them lived in nuclear families having 1 earning member (351/602, 58.3%), and with a household educational level of less than high school (312/602, 51.8%). College education at the individual and household levels were significantly higher among study participants who owned a mobile phone compared with those that did not (P<.001).

A total of 61.7% (372/602) of the study participants that owned a mobile phone resided in households with concrete finishing compared with 41.1% (124/302) of those who did not own a mobile phone (P<.001). Less than 10% of the participants that owned a mobile phone practiced open defecation (40/602, 6.6%) compared with 25.8% (78/302) of those that did not own a mobile phone (P<.001). The majority of mobile phone owners also owned a television (515/602, 85.5%) and had access to a satellite television service (437/602, 72.5%). Smoking (P=.50) and alcohol consumption (P=.40) were not significantly associated with owning a mobile phone (Multimedia Appendix 1). Age of the study participant, gender, individual and household education, type of family, number of earning members, housing type, type of toilet facility, and television ownership with satellite service were significantly associated with mobile phone ownership.

Internet Access

Less than one-third of the study participants had internet service on their mobile phones or had a household member with internet service (220/904, 24.3%). percent of these, 51.4% (113/220) of those with internet service on their phones were between the ages of 18 and 30 years (P=.02; Multimedia Appendix 1). More than half of them were females (127/220, 57.7%) and had not completed high school (116/220, 52.7%). In all, 52.7% (116/220) of them lived in nuclear family settings and had 1 earning family member (110/220, 50.0%). More than two-thirds of them resided in houses with concrete finishing (153/220, 69.5%), and 50.0% (111/220) of them utilized in-house toilet facilities. Then, 78.6% (173/220) of them owned a television with satellite television service (P<.001)

The study participants age (P=.02), gender (P=.002), individual and household education, type of family, number of earning members, housing type (P=.02), type of toilet facility, and television ownership with satellite service were significantly associated with internet access on a mobile phone (P<.001). Smoking (P=.50) and alcohol consumption (P=.40) were not significantly associated with having internet service on their mobile phones.

Text Messaging

Less than half of the study participants knew how to send text messages (446/904, 49.3%; Multimedia Appendix 1). More than half of them were females (276/446, 61.9%) and had not completed high school (252/446, 56.5%). Almost one-third of the study participants who were knowledgeable about texting had obtained some college education (123/446, 27.5%) compared with 7.0% (31/446) of those who did not know how to send text messages. The majority of them had 1 to 2 earning members in the household. More than two-thirds of them resided in houses with concrete finishing (299/446, 67.0%). Less than half of them utilized public places (205/446, 45.9%) or in-house toilet facilities (212/446, 47.5%) as their primary mode of
sanitation. Of these, 6.5% (29/446) practiced open defecation. The majority of them owned a television (402/446, 90.1%) and had satellite television service (347/446, 77.8%). Smoking and alcohol consumption were not significantly associated with the knowledge of text messaging. Age of the study participant, gender, individual and household education, type of family, number of earning members, housing type, type of toilet facility, television ownership with satellite service, and technology usage were significantly associated with the knowledge of text messaging.

**Predictors of Mobile Phone Ownership, Internet Access, and Text Messaging Among the Study Participants**

**Predictors of Mobile Phone Ownership**

Age, household educational level, number of earning members, housing type, and type of toilet facility remained significantly associated with mobile phone ownership (Multimedia Appendix 2). Females had lower odds of mobile phone ownership compared with males (odds ratio [OR] 0.51, 95% CI 0.35-0.75). Study participants in the age group of 41-50 years had the highest odds of mobile phone ownership as compared with those in the 50+ age (OR 1.99, 95% CI 1.07-3.69). Individuals living in households where the highest educational level was less than a high school diploma was associated with lower odds of mobile phone ownership (OR 0.51, 95% CI 0.28-0.94). Similarly, no earning member in a household was associated with lower odds of mobile phone ownership (OR 0.27, 95% CI 0.08-0.91). Living in houses made of concrete was associated with higher odds of mobile phone ownership (OR 1.56, 95% CI 1.07-2.25), whereas open defecation was associated with a lower odds of mobile phone ownership (OR 0.49, 95% CI 0.29-0.84).

**Predictors of Internet Access**

Age and household education remained significantly associated with internet access (Multimedia Appendix 2). Females had lower odds of internet access compared with males (OR 0.65, 95% CI 0.44-0.96). Study participants aged between 18 and 30 years had the highest odds of internet access across age groups (OR 2.19, 95% CI 1.15-4.19). Households in which the highest level of education attained was high school were associated with a lower odds of internet access (OR 0.49, 95% CI 0.28-0.87).

**Predictors of Text Messaging**

Age, individual education, household education, number of earning members in the household, housing type, and satellite television service remained significantly associated with text messaging (Multimedia Appendix 2). Study participants between the ages of 41 and 50 had the highest odds of text messaging (OR 2.12, 95% CI 1.13-3.97). Households in which no member had obtained any schooling was associated with lower odds of text messaging (0.22, 95% CI 0.05-0.93). Living in houses made of concrete (OR 2.05, 95% CI 1.13-3.72) and having a satellite television service were associated with higher odds of text messaging (OR 1.94, 95% CI 1.12-3.33).

**Stratified Analysis of Mobile Phone Ownership, Internet Access, and Text Messaging Across Gender Categories (Bivariable Analysis)**

**Mobile Phone Ownership Stratified by Gender**

A total of 39.4% (237/602) of males and 60.1% (365/602) of females owned mobile phones. Gender differences in mobile phone ownership were significant across age groups (P=0.02), educational status of the participant (P=0.01), housing type (P=0.02), smoking (P=0.01), and alcohol consumption (P=0.02; Multimedia Appendix 3). Of which, 60.1% (365/602) of the females owned mobile phones compared with 39.3% (237/602) males; 8.4% (20/237) of the males who owned a mobile phone had obtained some college education compared with 5.2% (19/365) of the females who owned a mobile phone resided in houses without concrete finishing compared with 5.1% (12/237) of the males (P=0.02). One-third of the males who owned a mobile phone reported smoking (n=73), compared with 17.3% (63/365) of the females. And 16.9% (40/237) of the males reported alcohol consumption compared with 10.4% (38/365) of the females. Gender differences were not significant by household education (P=.74), family type (P=.97), total earning members (P=.19), type of toilet facility (P=.91), and television ownership (P=.29).

**Access to Internet Services Stratified by Gender**

A total of 42% (93/220) of the males had access to internet services as compared with 57.7% (127/220) of females. Gender differences in internet access were significant across educational levels (P<.001) and housing type (P=.01; Multimedia Appendix 4). Almost one-quarter of the males had obtained some college education (21/93, 23%) compared with 9% (11/127) of females (P<.001). More than two-thirds of the females (94/127, 74%) resided in houses made of concrete compared with 64% (59/93) of the males. Gender differences in access to the internet were not significant by age (P=.09), household education (P=.25), family type (P=.78), toilet facility (P=.73), television ownership (P=.09), smoking (P=.05), and alcohol consumption (P=.92).

**Text Messaging Stratified by Gender**

A total of 38.1% (170/446) of males were familiar with sending text messaging as compared with 61.8% (276/446) of females. Gender differences were significant across educational groups (P<.001), total earning members in the household (P=.03), housing type (P<.001), smoking behaviors (P<.001), and alcohol consumption (P<.04; Multimedia Appendix 5). Almost half of the study participants capable of texting were aged 18 to 30 years. Of which 47.1% (130/276) of them were females compared with 45.9% (78/170) of them that were males; 14.2% (20/147) of the males were 50 years or older compared with 7.6% (21/276) of the females (P<.001). Less than half of the males had 1 earning member (83/170, 48.8%) compared with 58.7% (162/276) of the females. More than two-thirds of the females (201/276, 72.8%) resided in houses made of concrete compared with 57.6% (98/170) of the males. 30.6% (52/170) of the males reported smoking (P<.001), and 15.9% (27/170) of the males reported drinking (P=.04).
Factors Associated With Mobile Phone Ownership, Internet Access, and Text Messaging Stratified by Gender (Multivariable Analysis)

Age (P<.002), educational status (P=.003), and type of housing (P=.004) remained predictors of mobile phone ownership between males and females (Multimedia Appendix 6). Being older than 30 years (OR 2.19, 95% CI 1.35-3.58) and living in houses made of concrete (OR 2.49, 95% CI 1.50-4.14) were also significant predictors of mobile phone ownership. Educational status was the only significant predictor of internet access between males and females (P<.001). Older age (P=.004), less than high school education (P<.001), 1 household earning member, or less (P=.02) were associated with a lesser odds of text messaging between males and females. Living in houses made of concrete was associated with greater odds of text messaging (OR 2.69, 95% CI 1.55-4.69) (Multimedia Appendix 6).

Within-Gender Variation Related to Mobile Phone Ownership, Internet Access, and Text Messaging

Within-Gender Variation Related to Mobile Phone Ownership

Educational status of the individual (P<.001), household educational attainment (P<.001), total earning members in the household (P<.001), housing type (P<.001), type of toilet facility (P<.001), television ownership (P<.001), having a satellite television service (P<.001), and smoking (P=.02) were significantly associated with mobile phone ownership among males (Multimedia Appendix 7). More than half of the males who owned mobile phones had not obtained a high school education (154/237, 64.9%); resided in households where the highest level of education was less than high school (127/237, 53.6%); and had 1 earning member (129/237, 54.4%). More than half of them resided in houses with concrete finishing (137/237, 57.8%), and half of them utilized public places as the main source of sanitation (n=119). More than two-thirds of them owned a television and had satellite television service. One-third of the male participants who owned a mobile phone were smokers (n=73/237). Age (P=.30), type of family (P=.31), and alcohol consumption (P=.89) were not significantly associated with mobile phone ownership among men (Multimedia Appendix 7).

Age of the study participants, individual and household educational attainment, type of family, housing type, type of toilet facility, television ownership, and having a satellite television service were significantly associated with mobile phone ownership among female study participants (P<.001; Multimedia Appendix 6). Almost half of the females who owned a mobile phone were between 18 and 30 years old (167/365, 45.2%) and had not obtained a high school diploma (173/365, 47.4%; P<.001). More than half of them resided in households where the highest level of education attained was less than a high school diploma (185/365, 50.7%), and 64% (234/365) of them lived in nuclear families and in houses with concrete finishing (n=235). Less than half of them utilized public places as their main source of sanitation (177/365, 48.5%); 84.9% (310/365) of them owned a television, and 70.1% (256/365) of them had satellite television service. The number of earning members in the household (P=.52), smoking (P=.24), and alcohol consumption (P=.14) were not significantly associated with mobile phone ownership among women (Multimedia Appendix 7).

Within-Gender Variation Related to Internet Access

Age of the study participant (P=.002), educational level (P<.001), household education (P<.001), total earning members in the household (P=.003), and housing type (P=.01) were significantly associated with mobile phone internet access among men (Multimedia Appendix 8). More than half of the males who had internet access on their mobile phones were aged 18 to 30 years (P=.002). Almost a quarter of them had obtained some college education (21/93, 23%). Almost half of them lived in households where the highest level of education attained was college (40/93, 43%), and 41% (38/93) of them had 1 earning member in the household.

The educational level of the study participant, household education, type of family, housing type, type of toilet facility, television ownership, and satellite television service were significantly associated with mobile phone internet access among the females (P<.001). More than one-third of the females with internet access lived in households where a college degree had been attained (45/127, 35.4%; P<.001). Half of them came from nuclear families (64/127, 50.4%). More than two-thirds resided in houses made of concrete (94/127, 74.0%) and primarily used in-house toilet facilities (67/127, 52.8%). Almost all of them owned a television (117/127, 92.1%) and had satellite television service (103/127, 81.1%). Age (P=.22), total earning members in the household (P=.33), smoking (P=.29), and alcohol consumption (P=.05) were not significantly associated with internet access among females (Multimedia Appendix 8).

Within-Gender Variation Related to Text Messaging

The study participant’s education (P<.001), household education (P<.001), total earning members (P=.001), housing type (P<.001), toilet facility (P<.001), television ownership (P<.001), and satellite television service (P<.001) were significantly associated with the knowledge of text messaging among males (Multimedia Appendix 9). More than half of the males who were familiar with text messages had not completed high school (112/170, 65.9%; P<.001). Half of them lived in households where the highest level of education attained was less than a high school diploma (85/170, 50.0%; P<.001). Less than half of them had 1 earning member (83/170, 48.8%), 57.6% (98/170) of them lived in houses made of concrete, and 50.0% (85/170) of them utilized public places as their primary source of sanitation. The majority of them owned a television (153/170, 90.0%) and had satellite television service (134/170, 78.8%; P<.001). High-risk behaviors, including smoking (P=.15) and alcohol consumption (P=.66) were not significantly associated with text messaging among males.

Age of the study participant (P=.02), education (P<.001), household education (P<.001), type of family (P=.002), housing type (P<.001), toilet facility (P<.001), television ownership...
Almost half of the females who were familiar with sending text messages were between the ages of 18 and 30 years (130/276, 47.1%; P=.02). More than half of them had not completed high school (140/276, 50.7%), and less than half of them resided in households where the highest level of education was less than a high school diploma (121/276, 43.8%; P<.001). More than half of them resided in nuclear families (158/276, 57.2%) with 1 earning member (162/276, 59%). Half of them lived in houses with in-house toilet facilities; 72.8% (201/276) of the females who were familiar with sending text messaging resided in houses made of concrete compared with 43.0% (139/323) who were not capable of texting (P<.001). The majority of them owned a television (249/276, 90.2%) and had satellite television service (213/276, 77.1%); 12.3% (34/276) of females who were capable of texting reported smoking behaviors compared with 18.9% (61/323) who were not capable of texting (P=.03).

Multivariable Analysis of Factors Associated With Mobile Phone Ownership Within Males and Females

The number of household-earning members and the type of toilet facility in a household remained significantly associated with mobile phone ownership among males (P=.01; Table 1). Males who had no earning members in the household had a lesser odds of mobile phone ownership (OR 0.06, 95% CI 0.01-0.54; P=.01), and a higher odds of practicing open defecation as their primary source of sanitation (OR 2.88, 95% CI 1.09-7.63; P=.03).

Age of the study participant (P=.01), household education (P=.001), and type of toilet facility (P=.03) remained significantly associated with mobile phone ownership among females. Females between the ages of 31 and 40 years had the highest odds of mobile phone ownership among all the age groups (OR 2.418, 95% CI 1.243-4.703; P=.009). Females in households where no one had obtained any schooling had the lowest odds of mobile phone ownership (OR 0.27, 95% CI 0.12-0.59). In addition, females living in households that utilized public places as their primary mode of sanitation had a higher odds of mobile phone ownership (OR 1.59, 95% CI 1.04-2.43; P=.03), whereas those practicing open defecation had a lower odds of mobile phone ownership (OR 0.47, 95% CI 0.26-0.87).
Table 1. Multivariable analysis showing predictors of mobile phone ownership within the male and female study participants (N=904).

<table>
<thead>
<tr>
<th>Variables</th>
<th>Mobile phone ownership</th>
<th>Males (n=305)</th>
<th>Females (n=599)</th>
<th>OR (95% CI)</th>
<th>P value</th>
<th>OR (95% CI)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18-30</td>
<td>a</td>
<td></td>
<td></td>
<td>1.89 (0.9-3.59)</td>
<td>.05</td>
<td></td>
<td></td>
</tr>
<tr>
<td>31-40</td>
<td></td>
<td></td>
<td></td>
<td>2.42 (1.24-4.70)</td>
<td>.01</td>
<td></td>
<td></td>
</tr>
<tr>
<td>41-50</td>
<td></td>
<td></td>
<td></td>
<td>2.16 (1.01-4.59)</td>
<td>.05</td>
<td></td>
<td></td>
</tr>
<tr>
<td>50+ b</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Education</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No school</td>
<td></td>
<td></td>
<td></td>
<td>0.51 (0.08-3.46)</td>
<td>.49</td>
<td>0.714 (0.213-2.394)</td>
<td>.58</td>
</tr>
<tr>
<td>Incomplete school</td>
<td></td>
<td></td>
<td></td>
<td>2.16 (0.32-14.49)</td>
<td>.45</td>
<td>1.219 (0.369-4.031)</td>
<td>.75</td>
</tr>
<tr>
<td>High school diploma</td>
<td></td>
<td></td>
<td></td>
<td>0.76 (0.09-6.05)</td>
<td>.79</td>
<td>1.34 (0.319-5.619)</td>
<td>.69</td>
</tr>
<tr>
<td>Some college or college graduate b</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Household education</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No school</td>
<td></td>
<td></td>
<td></td>
<td>0.54 (0.11-2.72)</td>
<td>.46</td>
<td>0.27 (0.12-0.59)</td>
<td>.001</td>
</tr>
<tr>
<td>Incomplete school</td>
<td></td>
<td></td>
<td></td>
<td>0.52 (0.13-2.13)</td>
<td>.36</td>
<td>0.54 (0.27-1.06)</td>
<td>.07</td>
</tr>
<tr>
<td>High school diploma</td>
<td></td>
<td></td>
<td></td>
<td>1.29 (0.27-6.14)</td>
<td>.75</td>
<td>0.56 (0.26-1.19)</td>
<td>.13</td>
</tr>
<tr>
<td>Some college or college graduate b</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Type of family</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Broken b</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Extended</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Joint</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nuclear</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Total earning members in the household</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No earning member</td>
<td></td>
<td></td>
<td></td>
<td>0.06 (0.01-0.54)</td>
<td>.01</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 earning member</td>
<td></td>
<td></td>
<td></td>
<td>0.98 (0.32-2.99)</td>
<td>.97</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2 earning members</td>
<td></td>
<td></td>
<td></td>
<td>1.09 (0.32-3.69)</td>
<td>.89</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3 or more earning members b</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Housing type</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nonconcrete b</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Concrete</td>
<td></td>
<td></td>
<td></td>
<td>0.41 (0.14-1.17)</td>
<td>.09</td>
<td>1.37 (0.71-2.62)</td>
<td>.35</td>
</tr>
<tr>
<td>Semiconcrete</td>
<td></td>
<td></td>
<td></td>
<td>2.05 (0.86-4.90)</td>
<td>.11</td>
<td>0.77 (0.40-1.48)</td>
<td>.43</td>
</tr>
<tr>
<td><strong>Type of toilet facility</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>In-house b</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Public place</td>
<td></td>
<td></td>
<td></td>
<td>2.23 (0.72-6.93)</td>
<td>.16</td>
<td>1.59 (1.04-2.43)</td>
<td>.03</td>
</tr>
<tr>
<td>Open defecation</td>
<td></td>
<td></td>
<td></td>
<td>2.88 (1.09-7.63)</td>
<td>.03</td>
<td>0.47 (0.26-0.87)</td>
<td>.02</td>
</tr>
<tr>
<td><strong>Television ownership</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No b</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td></td>
<td></td>
<td></td>
<td>1.27 (0.34-4.81)</td>
<td>.72</td>
<td>1.06 (0.54-2.07)</td>
<td>.87</td>
</tr>
<tr>
<td><strong>Television ownership with satellite television service</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No b</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
### Variables

<table>
<thead>
<tr>
<th>Smoking</th>
<th>Males (n=305)</th>
<th>OR (95% CI)</th>
<th>P value</th>
<th>Females (n=599)</th>
<th>OR (95% CI)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Yes</td>
<td>3.30 (0.93-11.69)</td>
<td>.06</td>
<td></td>
<td>1.28 (0.71-2.31)</td>
<td>.40</td>
<td></td>
</tr>
<tr>
<td>No\textsuperscript{b}</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Yes</td>
<td>0.61 (0.30-1.22)</td>
<td>.16</td>
<td></td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
</tbody>
</table>

\textsuperscript{a}Empty cells indicate that the variables were not significant in the bivariate analysis for the respective gender group.
\textsuperscript{b}Reference group.

### Multivariable Analysis of Factors Associated With Internet Access Within Males and Females

Age of the study participant (P=.04), education (P=.01), and household education (P<.001) remained significantly associated with mobile phone internet access among males (Table 2). Males between the ages of 18 and 30 years had higher odds of internet access (OR 2.60, 95% CI 1.02-6.67; P=.04). The odds of internet access were lower among males with no schooling (OR 0.09, 95% CI 0.02-0.57; P=.01) or incomplete schooling (OR 0.16, 95% CI 0.03-0.83; P=.03). Living in households where the highest educational level was at most a high school diploma was associated with a lower odds of internet access (OR 0.29, 95% CI 0.09-0.89; P=.03).

Household educational level (P<.001) and housing type (P=.03) remained significantly associated with mobile phone internet access among females. Living in households where the highest educational level was less than a high school diploma was associated with a lower odds of internet access (OR 0.16, 95% CI: 0.09-0.31; P<.001). In addition, the odds of internet access were lower among females living in houses made of semiconcrete (OR 0.38, 95% CI 0.16-0.92).
Table 2. Multivariable analysis showing predictors of internet access within the male and female study participants (N=220).

<table>
<thead>
<tr>
<th>Variables</th>
<th>Internet access</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Males (n=305)</td>
<td>Females (n=599)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>OR (95% CI)</td>
<td>P value</td>
<td>OR (95% CI)</td>
</tr>
<tr>
<td>Age (years)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18-30</td>
<td>2.60 (1.02-6.67)</td>
<td>.04</td>
<td>—</td>
</tr>
<tr>
<td>31-40</td>
<td>1.57 (0.56-4.41)</td>
<td>.39</td>
<td>—</td>
</tr>
<tr>
<td>41-50</td>
<td>0.86 (0.28-2.69)</td>
<td>.79</td>
<td>—</td>
</tr>
<tr>
<td>50+</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Education</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No school</td>
<td>0.09 (0.02-0.57)</td>
<td>.01</td>
<td>6.5 (0.22-1.93)</td>
</tr>
<tr>
<td>Incomplete school</td>
<td>0.16 (0.03-0.83)</td>
<td>.03</td>
<td>1.82 (0.63-5.28)</td>
</tr>
<tr>
<td>High school diploma</td>
<td>0.34 (0.06-2.02)</td>
<td>.24</td>
<td>1.12 (0.29-4.29)</td>
</tr>
<tr>
<td>Some college or college graduate</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Household education</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No school</td>
<td>0.26 (0.05-1.28)</td>
<td>.09</td>
<td>0.16 (0.06-0.42)</td>
</tr>
<tr>
<td>Incomplete school</td>
<td>0.23 (0.08-0.61)</td>
<td>.004</td>
<td>0.16 (0.09-0.31)</td>
</tr>
<tr>
<td>High school diploma</td>
<td>0.29 (0.09-0.89)</td>
<td>.03</td>
<td>0.68 (0.34-1.33)</td>
</tr>
<tr>
<td>Some college or college graduate</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Type of family</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Broken</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Extended</td>
<td>—</td>
<td>—</td>
<td>1.27 (0.11-14.50)</td>
</tr>
<tr>
<td>Joint</td>
<td>—</td>
<td>—</td>
<td>1.98 (0.21-18.69)</td>
</tr>
<tr>
<td>Nuclear</td>
<td>—</td>
<td>—</td>
<td>0.80 (0.09-7.47)</td>
</tr>
<tr>
<td>Total earning members in the household</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No earning member</td>
<td>0.17 (0.01-2.22)</td>
<td>.18</td>
<td>—</td>
</tr>
<tr>
<td>1 earning member</td>
<td>0.45 (0.18-1.14)</td>
<td>.09</td>
<td>—</td>
</tr>
<tr>
<td>2 earning members</td>
<td>1.29 (0.20-3.34)</td>
<td>.59</td>
<td>—</td>
</tr>
<tr>
<td>3 or more earning members</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Housing type</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nonconcrete</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Concrete</td>
<td>2.51 (0.61-10.36)</td>
<td>.20</td>
<td>0.79 (0.35-1.79)</td>
</tr>
<tr>
<td>Semiconcrete</td>
<td>2.62 (0.64-10.74)</td>
<td>.18</td>
<td>0.38 (0.16-0.92)</td>
</tr>
<tr>
<td>Type of toilet facility</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>In-house</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Public place</td>
<td>1.94 (0.90-4.16)</td>
<td>.09</td>
<td>0.70 (0.42-1.17)</td>
</tr>
<tr>
<td>Open defecation</td>
<td>—</td>
<td>—</td>
<td>1.25 (0.53-2.92)</td>
</tr>
<tr>
<td>Television ownership</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Yes</td>
<td>—</td>
<td>—</td>
<td>1.94 (0.72-5.23)</td>
</tr>
<tr>
<td>Television ownership with satellite television service</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
</tbody>
</table>
Multivariable Analysis of Factors Associated With Knowledge of SMS Text Messaging Within Males and Females

Household educational level \( (P<.001) \), number of earning members \( (P=.01) \), and housing type \( (P=.02) \) remained significantly associated with the knowledge of text messaging among males (Table 3). Males from households who had no schooling (OR 0.05, 95% CI 0.02-0.18) or less than high schooling (OR 0.23, 95% CI 0.09-0.54) had a lower odds of text messaging. Having no earning member in the household was also associated with a lower odds of text messaging among males (OR 0.04, 95% CI 0.004-0.43). Males who lived in houses made of semiconcrete had higher odds of text messaging (OR 3.94, 95% CI 1.28-12.09).

Individual education \( (P=.04) \), household education \( (P<.001) \), satellite television service \( (P=.03) \), and smoking \( (P=.01) \) remained significantly associated with text messaging. Females who had no schooling (OR 0.24, 95% CI 0.06-0.97) or incomplete schooling (OR 0.23, 95% CI 0.12-0.46) had a lower odds of text messaging. Females who owned a television with satellite service had higher odds of text messaging (OR 2.06, 95% CI 1.08-3.93). Smoking behavior was associated with lower odds of text messaging (OR 0.45, 95% CI 0.26, 0.79).
Table 3. Multivariable analysis showing predictors of text messaging within the male and female study participants (N=904).

<table>
<thead>
<tr>
<th>Variables</th>
<th>Text messaging</th>
<th>Females (n=599)</th>
<th>Males (n=305)</th>
<th>OR (95% CI)</th>
<th>P value</th>
<th>OR (95% CI)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18-30</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1.81 (0.86-3.81)</td>
<td>.12</td>
</tr>
<tr>
<td>31-40</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1.95 (0.92-4.16)</td>
<td>.08</td>
</tr>
<tr>
<td>41-50</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>2.18 (0.92-5.15)</td>
<td>.08</td>
</tr>
<tr>
<td>50+</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Education</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No school</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.24 (0.06-0.97)</td>
<td>.04</td>
</tr>
<tr>
<td>Incomplete school</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.57 (0.15-2.24)</td>
<td>.42</td>
</tr>
<tr>
<td>High school diploma</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1.37 (0.26-7.12)</td>
<td>.71</td>
</tr>
<tr>
<td>Some College or college graduate</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Household education</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No school</td>
<td>0.05 (0.02-0.18)</td>
<td>&lt;.001</td>
<td>0.10 (0.04-0.25)</td>
<td>&lt;.001</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Incomplete school</td>
<td>0.23 (0.09-0.54)</td>
<td>.001</td>
<td>0.23 (0.12-0.46)</td>
<td>&lt;.001</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>High school diploma</td>
<td>0.47 (0.17-1.28)</td>
<td>.14</td>
<td>0.47 (0.21-1.02)</td>
<td>.06</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Some College or college graduate</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Type of family</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Broken</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Extended</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.57 (0.07-4.48)</td>
<td>.59</td>
</tr>
<tr>
<td>Joint</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1.81 (0.30-10.89)</td>
<td>.52</td>
</tr>
<tr>
<td>Nuclear</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.80 (0.13-4.82)</td>
<td>.81</td>
</tr>
<tr>
<td>Total earning members in the household</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No earning member</td>
<td>0.04 (0.004-0.43)</td>
<td>.01</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 earning member</td>
<td>0.47 (0.19-1.16)</td>
<td>.10</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2 earning members</td>
<td>0.77 (0.29-2.03)</td>
<td>.59</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3 or more earning members</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Housing type</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nonconcrete</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Concrete</td>
<td>2.99 (0.99-9.03)</td>
<td>.05</td>
<td>1.66 (0.81-3.43)</td>
<td>.17</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Semiconcrete</td>
<td>3.94 (1.28-12.09)</td>
<td>.02</td>
<td>0.50 (0.24-1.06)</td>
<td>.07</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Type of toilet facility</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>In-house</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Public place</td>
<td>0.90 (0.48-1.68)</td>
<td>.74</td>
<td>1.14 (0.73-1.79)</td>
<td>.56</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Open defecation</td>
<td>0.42 (0.15-1.23)</td>
<td>.11</td>
<td>0.79 (0.39-1.62)</td>
<td>.53</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Television ownership</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>1.81 (0.52-6.34)</td>
<td>.35</td>
<td>1.29 (0.59-2.82)</td>
<td>.52</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Television ownership with satellite television service</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Discussion

Principal Findings
The results of this study showed that more than half of the study participants owned a mobile phone (602/904, 66.3%). 49.3% (446/904) of them were familiar with sending text messages, and 24.3% (220/904) of them had internet service on their mobile phones. Variables associated with mobile phone ownership included gender, age, household educational level, number of earning members, housing type, and type of toilet facility. Variables associated with text messaging included the age of the study participant, individual education, household education, number of earning members in the household, housing type, and satellite television service. Variables significantly associated with internet access included gender, age, and household education. High-risk behaviors, including smoking and alcohol consumption were not significantly associated with mobile phone ownership, internet access, or text messaging.

This study identified important differences in the demographic and behavioral correlates of mobile phone ownership, access to the internet, and text messaging between males and females. Females were half as likely to own mobile phones compared with males (OR 0.53, 95% CI 0.37-0.76), less likely to have internet access (OR 0.79, 95% CI 0.56-1.11), or knew how to send text messages (OR 0.93, 95% CI 0.66-1.31). This finding is consistent with several similar studies in the literature [12]. Prior studies have shown that women in low- and middle-income countries (LMICs) are 14% less likely to own mobile phones compared with men. In addition, internet access is 12% lower among women compared with men [13].

Variables associated with mobile phone ownership between males and females included age, individual education, and housing type, in the adjusted analysis (P<.05). Being older than 30 years of age (OR 2.19, 95% CI 1.35-3.58), having no education (OR 0.31, 95% CI 0.14-0.66), and living in houses made of concrete (OR 2.49, 95% CI 1.50-4.14) were associated with mobile phone ownership. Some of these findings were not consistent with prior literature [3]. A prior study assessing determinants of household phone ownership in rural Bangladesh showed higher odds of mobile phone ownership among younger participants between the ages of 20 and 24 (OR 1.22, 95% CI 1.03-1.44), with lesser odds among participants aged 30 years or more (OR 0.95, 95% CI 0.77-1.18) [3]. A consistent finding of the highlighted literature with this study was the significance of wealth index measures (such as living in houses made of concrete) as a predictor of mobile phone ownership (P<.001). In particular, the highest quartile of wealth index was a key predictor of mobile phone ownership in rural Bangladesh [3].

In addition to age and individual education, the number of earning members in a household and housing type were predictors of text messaging between males and females in the adjusted analysis. Having 1 earning member or less was associated with reduced odds of text messaging (OR 0.547, 95% CI 0.329-0.909). This finding is consistent with prior literature in similar settings [14]. Such findings indicate that a high financial debt (especially in the absence of male family members), coupled with family responsibilities that affect finances (such as having several dependent family members), are possible mechanisms that explain the lower technology utilization among females [14].

Individual education was the sole predictor of internet access between males and females in the adjusted analysis. Having less than a high school education was significantly associated with reduced odds of internet access between males and females (OR 0.34, 95% CI 0.15-0.75). This finding was consistent with prior studies highlighting the role of literacy in internet utilization across LMICs. According to a qualitative analysis of socioeconomic correlates of the gender digital divide in Rwanda, a male participant stated as follows [15]:

For most Rwandan women, particular barriers are illiteracy, lack of familiarity with the main languages of computer technology and the internet, lack of operational training in computers, heavy household tasks, and lack of self-confidence [male, 50 years]

The relevance of individual education as a key predictor of all three measures of technology used between males and females in this study is consistent with prior literature [12,14]. These findings have been attributed to patriarchal norms, which are arguably more prevalent in the South Asian context [12]. One of such patriarchal norms is the dedication of funds for educating male children, but rather preparing for the wedding of female children [14]. Such norms largely promote mobile phone ownership and technology usage among male family members, although limiting their use among women, who would often require permission to use mobile phones [16].

Our study findings comparing the differences in technology outcomes between gender groups highlighted disparate...
predictors of mobile phone ownership, internet access, and text messaging between males and females. For instance, individual education was a predominant factor associated with all three technology outcomes. Age and housing type were only predictive of mobile phone ownership and text messaging, and the number of earning members was only predictive of text messaging. These disparate findings across these predictors suggested that individual differences within gender groups may also be evident across the technology outcomes.

Subsequent investigations indicated that predictors of the technology outcomes differed significantly within males and females. These findings are suggestive of disparate levels of social class that are predominant even with slum settings, consistent with prior literature [17]. For instance, slum studies conducted in the Indian states of Chennai showed that individuals residing on the outskirts or margins of slums that adjoin wealthy neighborhoods are likely to absorb the culture of these wealthy Chennai neighborhoods. Owing to this, they were found to have higher levels of technology awareness and utilization [17]. It is also likely that such slum residences that are situated closer to wealthy neighborhoods may have lower crime and poverty rates, which are major predictors of the disparate access to technology by gender [16]. These findings can be extrapolated to this study in explaining the individual differences within gender categories with respect to the technology outcomes studied, as discussed below.

Our results showed that the type of toilet facility in households was significantly associated with mobile phone ownership. However, this association was different among males and females. Using a public toilet facility was not significantly associated with mobile phone ownership among males but was significant for females. In addition, open defecation was significantly associated with mobile phone ownership among females and males. These findings can be explained by prior literature indicating that open defecation is a marker of reduced SES [18]. In comparison to public places where slum residents have to pay around US $0.03 to US $0.04 to use a community public toilet, individuals practicing open defecation do not have to pay for this practice. The finding of open defecation being protective among females could be attributed to a higher sense of insecurity among females with using shared public latrines [19]. In addition, prior literature has indicated that although policies have been enacted to foster the provision of gender-specific toilets and infrastructure, females remain disproportionately affected by a lack of female-specific sanitation facilities compared with their male counterparts. In particular, findings have recorded a 66% disparity between toilets for men and women as of April 2019 [19]. Taken together, open defecation as a marker of reduced socio-economic status ultimately impacts female ownership of household assets and technologies [19].

Our study also showed that among females, household education was a predictor of all the technology outcomes, in the adjusted analysis. The finding that household education (and not individual education) was a key predictor of all the technology outcomes within females is consistent with the dominance of patriarchal norms within slum settings, which serve to marginalize women. In particular, gender inequities have been attributed to norms such as lack of prioritization of women’s education from the childhood stage, women being forced to get married before they can attain financial independence, family responsibilities preventing women from working outside their homes, or in-laws forcing women to work in low-profit family businesses rather than letting them earn independently, and much more [14]. These combined factors serve to increase women’s financial dependence on the men within their households; thus, the educational level of these women become less significant, as that of the household earning member takes precedence [14].

This in turn lends support to our study finding that having 1 earning member or less was a key predictor of both internet access and text messaging (corresponding to higher levels of technology usage) among men. Our study findings showed that among males, the number of earning members was a predictor of both mobile phone ownership and text messaging. This situation may be explained by the likelihood for women to depend more on the men in the households for financial sustenance; hence, the lack of a household earning member may significantly impair the financial status of the households. This phenomenon may then translate into a reduced ownership of household infrastructure and assets such as housing type (concrete vs semiconcrete vs nonconcrete) and television ownership, which are essentially markers of wealth, with higher values indicating better SES.

**Strengths and Limitations**

A limitation of this study is the convenience approach employed in the identification of slums and, ultimately, the households that were interviewed. This approach may have introduced selection bias and affected the generalizability of the results to the entire population across Indian slums. This study is, however, generalizable to individuals residing in the unnotified slums included in this study. This study had several strengths. Our study findings provide an in-depth exploration of individual gender differences in the digital divide and highlight relevant measures of these differences. Although our study does not demonstrate any causal or quasi-causal claims, it highlights the possible areas of intervention that are in line with the identified predictors.

**Conclusions**

Our study findings show disparate access to the technology outcomes within males and females in slum settings and lend support for further research to examine the causal mechanisms promoting these differences. Such mechanisms may proffer significant solutions to address the technology divide within gender groups and ultimately between gender groups. Specifically, our study findings suggest that improving household education is crucial to address the disparate access and utilization of mobile phones, internet, and text messaging among women in slum settings, owing to the consistency in household educational level as a predictor across all these technology indicators. In addition, the mechanisms by which the number of household earning members influences the disparate access to technology among men, call for further exploration. Finally, although our chosen study focus was on gender disparities in access to specific technology outcomes,
future studies could explore the impact of the gender digital divide on access to health care and other health-related behaviors beyond those covered in this study. Internet and mobile phone usage are required for electronic health and mobile health technologies to promote the utilization of health care services.
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Abstract

Background: The number of older adults with vision impairment (VI) is growing. As health care services increasingly call for patients to use technology, it is important to examine internet/health information technology (HIT) use among older adults with VI.

Objective: This study aimed to examine (1) the rates of internet/HIT use among older adults with VI compared with a matched sample of their peers without VI, (2) associations of VI with internet/HIT use, and (3) association of HIT use with psychological distress, assessed with the Kessler-6 screen.

Methods: Data were obtained from the 2013 to 2018 US National Health Interview Survey. Older adults (aged ≥65 years) with self-reported VI were matched with older adults without VI, in a 1:1 ratio, based on age, sex, number of chronic medical conditions, and functional limitations (N=2866). Descriptive statistics and multivariable logistic regression models, with sociodemographic factors, health conditions, health insurance type, and health care service use as covariates, were used to examine the research questions.

Results: In total, 3.28% of older adults (compared with 0.84% of those aged 18-64 years) reported VI, and 25.7% of them were aged ≥85 years. Those with VI were significantly more socioeconomically disadvantaged than those without VI and less likely to use the internet (adjusted odds ratio [aOR] 0.64, 95% CI 0.49-0.83) and HIT (aOR 0.74, 95% CI 0.56-0.97). However, among internet users, VI was not associated with HIT use. HIT use was associated with lower odds of mild/moderate or serious psychological distress (aOR 0.62, 95% CI 0.43-0.90), whereas VI was associated with greater odds of mild/moderate or serious distress (aOR 1.84, 95% CI 1.36-2.49). Health care provider contacts were also associated with higher odds of internet or HIT use.

Conclusions: Compared with their matched age peers without VI, older adults with VI are less likely to use HIT because they are less likely to use the internet. Socioeconomically disadvantaged older adults experiencing a digital divide need help to access internet and communication technologies through a fee waiver or subsidy to cover internet equipment and subscription and ensure continuous connectivity. Older adults with VI who do not know how to use the internet/HIT but want to learn should be provided instruction, with special attention to accessibility features and adaptive devices. Older adults with a low income also need better access to preventive eye care and treatment of VI as well as other health care services.

(J Med Internet Res 2020;22(6):e17294)  doi:10.2196/17294
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Introduction

Background

A significant portion of older adults in the United States have vision impairment (VI) and associated disability. According to the 2014 American Community Survey, 4.3% (1.1 million) of the civilian, noninstitutionalized population of adults aged 65 to 74 years and 10% (1.9 million) of those aged ≥75 years reported blindness or serious trouble seeing, even when wearing glasses [1]. In the 2014 National Health Interview Survey (NHIS), 13.5% (6.1 million noninstitutionalized adult participants aged ≥65 years, including 350,000 who were blind) reported “any trouble seeing, even when wearing glasses or contact lenses” [1]. VI increases with advancing age, and the rate for the ≥85 age group in the 2014 NHIS was 22.3% [1]. The Centers for Disease Control and Prevention’s (CDC) analysis of the 2016 Behavioral Risk Factor Surveillance System (BRFSS) data also found that 6.6% of noninstitutionalized older adults reported having a vision-related disability, compared with 2.7% in the 18 to 44 age group and 6.1% in the 45 to 64 age group [2]. The BRFSS data showed that regardless of age group, VI (similar to other types of disability) is more prevalent among women than men, racial/ethnic minorities than non-Hispanic whites, and among those with lower income.

VI in older adults is attributable to refractive error (correctable with glasses) and eye disease (often not correctable or requiring surgical/medical interventions: age-related macular degeneration, ocular complications of diabetes mellitus, glaucoma, and age-related cataracts) [3,4]. According to Swenor et al [3], in the United States, uncorrected refractive error accounts for approximately 79% of VI, and cataracts are the most common correctable eye disease, accounting for approximately 50% of VI from eye disease. There are also effective strategies to prevent or delay late-life vision loss and blindness resulting from other defined diseases [4].

VI has a variety of functional consequences, as it can restrict certain activities that require good vision. One such activity may be technology use, including internet and health information technology (HIT) use. The rate of internet use in older adults has steadily risen over the past decade, with 67% using the internet and 51% having a home broadband connection in 2017 [5]. According to the Health Information National Trends Survey data, seeking health information and communicating with physicians on the web were the most significant areas of increase in internet use among older adults between 2003 and 2011/2012 [6]. However, although the digital health technology divide between genders, racial/ethnic groups, rural/urban residents, and those of various health statuses has narrowed over the years, HIT use has remained lower among those in advanced age, racial/ethnic minorities, and those with less education and lower income [6-8]. Lower levels of internet use among disabled older adults with a low income are largely attributable to the lack of financial resources to obtain computers and technology or medical conditions, disabilities, and associated pain that restrict use [9]. Keränen et al [10] also found that physical frailty was associated with lower information and communications technology (ICT) use independent of age, education, and opinions of technology use among older adults. However, studies on the internet and HIT use among older adults in the United States with VI compared with those without VI are not available, indicating a major gap in knowledge regarding VI’s impact on the digital divide.

As health care services, including provider-patient communications, increasingly rely on technology, the use of HIT by older adults has significant implications for the health care system and older adults themselves. HIT may reduce health care spending by providing preventive health promotion information, facilitating communication with health care providers, and improving health care quality and outcomes for older adults [8,11]. Longitudinal data show that HIT use may be associated with fewer physician visits among older adults with certain chronic health conditions (eg, diabetes). However, cross-sectional data show that HIT use is associated with higher health service use (eg, general practitioners, medical specialists, eye doctors, physical therapists/occupational therapists [PT/OT]) [7,12]. The latter may also be positive, as health information seeking and other HIT use behaviors, either encouraged by providers or initiated by the patient, can contribute to increased disease-related knowledge and better adherence to prevention and treatment regimens. Increased HIT use thus has significant potential for health care cost savings and improved health care quality and outcomes, especially among socioeconomically disadvantaged older adults and those with chronic medical conditions and disability.

ICT use may also impact how older adults perceive social support, loneliness, depression, psychological well-being, and quality of life, but findings vary. Some studies show that internet use results in higher levels of social support, life satisfaction and well-being, and reduced loneliness and depression [13-16]. Other studies indicate that variables such as living arrangements, ethnicity, and contact with family mediate these positive relationships and that more frequent use of ICT was associated with more psychological distress and less sense of community among older adults who were lonelier [17-19]. Elliot et al [20] found that although ICT use was not directly related to depressive symptoms or well-being, it acted as a moderator. In essence, functional limitation was a stronger predictor of depressive symptoms for high users, and ill health was a stronger predictor for nonusers or limited users. However, to our knowledge, there is no published study on the association of internet/HIT use with psychological well-being among older adults with VI.

Study Aims

Given the increasing number of older adults with VI, this case-control study examined (1) rates of internet and HIT use among a nationally representative sample of older adults with VI, compared with a matched sample of their peers without VI, (2) associations between VI and internet and HIT use, and (3) association of HIT use with psychological distress. The study hypotheses were that VI will be associated with lower odds of internet/HIT use (H1), and HIT use will be associated with lower odds of mild/moderate or serious psychological distress, controlling for VI (H2). Other covariates for the multivariable hypotheses testing were sociodemographic factors, health
conditions, health insurance type, and health care service use. These findings may help identify VI as a barrier to internet/HIT use among older adults and suggest ways to improve access to technology for older adults with VI.

**Methods**

**Data and Sample**

Data from the 2013 to 2018 NHIS public-use data files were downloaded from the CDC’s National Center for Health Statistics website. The NHIS is an annual, cross-sectional household survey that is the principal source of information on the health and health care access of the civilian, noninstitutionalized US population [21]. For each sampled household, interviews are conducted (mostly face-to-face) with an adult family member who answers questions about each family member’s demographic and health status characteristics. The NHIS also collects more detailed health and other data from 1 sample adult from each household, which is the primary data source for this study. Combining 6 consecutive years of annual NHIS data resulted in 190,113 sample adult respondents aged 18 to ≥85 years (NHIS public-use data sets do not provide the chronological age of those aged >85 years). Of the 190,113 sample adults, 19.4% (n=48,287) were aged ≥65 years. In this study, we focused on those aged ≥65 years with VI and their matched peers without VI (n=2866).

**Measures**

**Vision Impairment**

In the NHIS, respondents were asked about vision (“any trouble seeing, even when wearing glasses or contact lenses” and “blind or unable to see at all”). They were also asked a series of questions about the levels of difficulty (not at all to cannot do it at all) performing physical functions (eg, walking, climbing) and social activities (eg, going out to social events, participating in social activities) without special equipment. Those who reported any difficulty in any of these activities/functions were then asked a series of follow-up questions about whether the difficulty was caused by specific conditions (eg, vision problems, illnesses, injuries). In this study, we refer to older adults who reported that “vision/problem seeing causes difficulty with activities” as those with VI.

**Internet Use**

Respondents were asked if they had used the internet in the past 12 months (yes=1 and no=0).

**Health Information Technology Use**

Respondents were asked if they had (1) looked up health information on the internet, (2) filled a prescription on the internet, (3) scheduled a medical appointment on the internet, and (4) communicated with a health care provider by email in the past 12 months. In this study, HIT use refers to any of these 4 activities.

**Psychological Distress**

This was assessed using the Kessler-6 screen (K6), a global measure of distress that includes depressive- and anxiety-related symptomology over the 4-week period before test administration [22]. The 6 items were how often you felt nervous, restless/fidgety, so depressed that nothing cheered you up, hopeless, worthless, and that everything was an effort (0=none of the time, 1=little of the time, 2=some of the time, 3=most of the time, and 4=all of the time). K6 has reported a sensitivity of 0.36, a specificity of 0.96, and a total classification accuracy of 0.92 in predicting severe mental illness, defined as any Diagnostic and Statistical Manual of Mental Disorders, Fourth Edition (DSM-IV) disorder, other than a substance use disorder, with a Global Assessment of Functioning score less than 60 occurring in the past 12 months [22]. K6 scores of 13 to 24 (ie, serious distress) indicate a probable DSM-IV disorder and significant impairment in functioning, and K6 scores of 8 to 12 (mild/moderate distress) indicate a probable diagnosable mental illness but with less severe impairment in functioning [23]. Cronbach α for the 6 items among the study sample was 0.86.

**Sociodemographic Factors**

Sociodemographic factors are as follows: (1) age (65-74, 75-84, and ≥85 years), (2) gender, (3) race/ethnicity (non-Hispanic white, non-Hispanic black, Hispanic, Asian, and other), (4) marital status (not married vs married), (5) education (bachelor’s degree vs no degree), and (6) ratio of family income to the official US poverty threshold (<200%, 200%-399%, ≥400%, and missing).

**Health Status**

Indicators of health status are as follows: (1) number (0-10) of diagnosed chronic medical conditions (eg, arthritis, asthma, diabetes, hypertension, heart disease, stroke, chronic kidney disease, liver disease, lung disease, and cancer) with which the respondent had ever been diagnosed, and (2) hearing impairment (“hearing problem causes difficulty with activity,” yes=1 and no=0).

**Health Insurance**

Respondents were asked if they had Medicare, Medicaid, private health insurance, and veterans/military insurance coverage (yes=1 and no=0) for each in the past 12 months.

**Health Care Use**

Respondents were asked if they had in the past 12 months (1) had an overnight hospitalization, (2) received health care 10 or more times, and (3) saw/talked to a general practitioner, eye doctor, medical specialist, PT/OT, or mental health professional (yes=1 and no=0 for each).

**Data Analysis**

All analyses were conducted with Stata 15 (Stata Corp)/MP’s svy function to account for the NHIS’s stratified, multistage probability sampling design and to ensure that variance estimates incorporate the full sampling design. All statistics were weighted except for sample sizes. First, using the ccmatch function [24] in Stata, we matched older adults with VI with those without VI in a 1:1 ratio, based on age, sex, number of chronic medical conditions, any other functional limitation than VI, and self-response vs proxy response status. Second, we used chi-square and 2-tailed t tests to describe and compare older adults with and without VI on sociodemographic and health statuses, K6 scores, health insurance, and health care use. For
K6 scores, we excluded 57 respondents with missing data on 4 or more items but included 6 respondents who had missing data on 1 item and 3 respondents who had missing data on 2 or 3 items after replacing the missing data with the mean of their nonmissing items on the scale for the summed score. Third, we used chi-square tests and 95% CIs to compare older adults with and without VI on their internet and HIT use. Fourth, we tested H1 (association of VI with internet/HIT use) with the study sample using 2 logistic regression models with VI (vs no VI) as the independent variable and internet use (vs nonuse) and any HIT use (vs nonuse) as the dependent variables. We also used logistic regression to examine the association of VI with any HIT use among internet users. Finally, we tested H2 (association of HIT use with psychological distress) using a logistic regression model with any HIT use (vs nonuse) as the independent variable and mild/moderate or severe distress versus no distress (ie, K6 scores 8-24 vs K6 scores 0-7) as the dependent variable. Variance inflation factor diagnostics, using a cutoff of 2.50 [25], showed that multicollinearity among covariates was not a concern. Logistic regression results are presented as adjusted odds ratios (aORs) with 95% CI. Statistical significance was set at a \( P < .05 \).

**Results**

**Study Sample Selection**

Of the 48,287 sample adult respondents aged ≥65 years in the 2013 to 2018 NHIS, 16.07% (n=7896, including 398 blind respondents) reported that they had “any trouble seeing, even when wearing glasses or contact lenses.” However, only 18.73% of those who were not blind but had vision problems and 53.15% of blind older adults reported vision-caused difficulty with activities. As a result, 1630 older adults, including 210 blind persons or 3.28% of all NHIS sample adults aged ≥65 years, were deemed to have VI. The 3.28% rate of VI was significantly higher than the 0.84% rate of VI among the NHIS sample adults aged 18 to 64 years. Of the VI group, 88.15% reported that they had VI for more than a year, and 96.99% reported that VI was a chronic condition. The VI group also included more blind and hearing-impaired individuals, with 31.01% (compared with 2.87% in the no VI group) reporting hearing-caused difficulty with activities. Psychological distress was significantly higher among those aged ≥65 years who had VI, with approximately one-fourth of participants reporting mild/moderate or severe psychological distress in the preceding month. Although the data did not show the exact number of times these older adults saw/talked with health care providers, a higher proportion of the VI group reported receiving health care services ≥10 times, indicating that they were more frequent health care service users than those without VI.

Of the 1630 older adults with VI, 1598 were matched in a 1:1 ratio with 1598 older adults without VI. After excluding 165 from each group whose interviews were done by proxy (as some questions were not asked of the proxy respondents), the study sample was 2866 older adults (1433 with and 1433 without VI), representing 2.67 million older adults in the United States.

**Sample Characteristics**

As Table 1 shows, of the study sample, 39.94%, 34.37%, and 25.68% of the VI group were in the 65-74, 75-84, and ≥85 age groups, respectively. The proportion of those aged ≥85 years in the VI group was much higher than the proportion of the same age group among all NHIS sample adults (11.38%). As the VI and no VI groups were matched for age, sex, and number of medical conditions, these variables were not significantly different between the 2 groups. However, even after matching, compared with the no VI group, the VI group had significantly higher proportions of racial/ethnic minorities, nonmarried individuals, and those with an income less than 200% of the poverty threshold and Medicaid and lower proportions of those with a college degree and private health insurance.

Of the VI group, 88.15% reported that they had VI for more than a year, and 96.99% reported that VI was a chronic condition. The VI group also included more blind and hearing-impaired individuals, with 31.01% (compared with 2.87% in the no VI group) reporting hearing-caused difficulty with activities. Psychological distress was significantly higher among those aged ≥65 years who had VI, with approximately one-fourth of participants reporting mild/moderate or severe psychological distress in the preceding month. Although the data did not show the exact number of times these older adults saw/talked with health care providers, a higher proportion of the VI group reported receiving health care services ≥10 times, indicating that they were more frequent health care service users than those without VI.
Table 1. Sociodemographic, health insurance, and health care use characteristics of the matched sample

<table>
<thead>
<tr>
<th>Variables</th>
<th>No VI(^a) (n=1433)</th>
<th>VI (n=1433)</th>
<th>(P) value(^b)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age (years), %</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>65-74</td>
<td>40.34</td>
<td>39.94</td>
<td>.67</td>
</tr>
<tr>
<td>75-84</td>
<td>32.51</td>
<td>34.37</td>
<td></td>
</tr>
<tr>
<td>85+</td>
<td>27.15</td>
<td>25.68</td>
<td></td>
</tr>
<tr>
<td><strong>Female, %</strong></td>
<td></td>
<td></td>
<td>.62</td>
</tr>
<tr>
<td><strong>Race/ethnicity, %</strong></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Non-Hispanic white</td>
<td>78.75</td>
<td>68.79</td>
<td></td>
</tr>
<tr>
<td>Non-Hispanic black</td>
<td>10.04</td>
<td>11.09</td>
<td></td>
</tr>
<tr>
<td>Hispanic</td>
<td>6.98</td>
<td>10.88</td>
<td></td>
</tr>
<tr>
<td>Non-Hispanic Asian</td>
<td>3.09</td>
<td>7.04</td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>1.14</td>
<td>2.20</td>
<td></td>
</tr>
<tr>
<td><strong>Married, %</strong></td>
<td></td>
<td></td>
<td>.02</td>
</tr>
<tr>
<td><strong>College degree, %</strong></td>
<td></td>
<td></td>
<td>.02</td>
</tr>
<tr>
<td><strong>Family income: percentage of poverty</strong></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>&lt;200</td>
<td>32.59</td>
<td>43.66</td>
<td></td>
</tr>
<tr>
<td>200-399</td>
<td>31.99</td>
<td>25.08</td>
<td></td>
</tr>
<tr>
<td>≥400</td>
<td>26.66</td>
<td>21.97</td>
<td></td>
</tr>
<tr>
<td>Missing</td>
<td>8.76</td>
<td>9.29</td>
<td></td>
</tr>
<tr>
<td><strong>VI duration, %</strong></td>
<td></td>
<td></td>
<td>N/A(^c)</td>
</tr>
<tr>
<td>&gt;3 months</td>
<td>N/A</td>
<td>1.83</td>
<td></td>
</tr>
<tr>
<td>3-5 months</td>
<td>N/A</td>
<td>0.80</td>
<td></td>
</tr>
<tr>
<td>6-12 months</td>
<td>N/A</td>
<td>8.04</td>
<td></td>
</tr>
<tr>
<td>More than a year</td>
<td>N/A</td>
<td>88.15</td>
<td></td>
</tr>
<tr>
<td>Missing</td>
<td>N/A</td>
<td>1.18</td>
<td></td>
</tr>
<tr>
<td><strong>VI as a chronic problem, %</strong></td>
<td></td>
<td></td>
<td>N/A</td>
</tr>
<tr>
<td>Yes</td>
<td>N/A</td>
<td>96.99</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>N/A</td>
<td>3.01</td>
<td></td>
</tr>
<tr>
<td><strong>Blind, %</strong></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Hearing impairment, %</td>
<td>2.87</td>
<td>12.30</td>
<td></td>
</tr>
<tr>
<td><strong>Number of medical conditions, mean (SE)</strong></td>
<td>3.14 (0.06)</td>
<td>3.12 (0.06)</td>
<td>.77</td>
</tr>
<tr>
<td><strong>Psychological distress (K6(^d) score)</strong></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Mean (SE)</td>
<td>2.70 (0.14)</td>
<td>4.53 (0.20)</td>
<td></td>
</tr>
<tr>
<td>No distress (K6 score=0-7), %</td>
<td>88.21</td>
<td>75.94</td>
<td></td>
</tr>
<tr>
<td>Mild/moderate distress (K6 score=8-12), %</td>
<td>7.96</td>
<td>14.14</td>
<td></td>
</tr>
<tr>
<td>Serious distress (K6 score=13-24), %</td>
<td>3.83</td>
<td>9.92</td>
<td></td>
</tr>
<tr>
<td><strong>Health insurance, %</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Medicare</td>
<td>95.48</td>
<td>93.72</td>
<td>.17</td>
</tr>
<tr>
<td>Medicaid</td>
<td>11.08</td>
<td>21.58</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Private health insurance</td>
<td>44.40</td>
<td>34.70</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Military health insurance</td>
<td>8.86</td>
<td>10.43</td>
<td>.26</td>
</tr>
<tr>
<td><strong>Health care use in the past 12 months, %</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Internet and Health Information Technology Use

Table 2 shows that compared with 42.61% and 30.87% of the no VI group, 29.63% and 22.37% of the VI group used the internet and any HIT, respectively. More specifically, the VI group was significantly less likely to have sought health information on the web or communicated with health care providers via email; however, the 2 groups did not differ with respect to filling a prescription and scheduling a medical appointment on the web. In addition to health information seeking, only a small proportion (3.69%-7.96%) of these older adults with or without VI used HIT for other medical/health purposes. Table 2 also shows that of those who used the internet, the VI group and the no VI group did not differ on the rates of HIT use: 67.04% of the no VI group and 69.58% of the VI group used any HIT. Although internet users’ most common HIT use was for health information seeking, between 10.80% and 18.31% also engaged in the other 3 types of HIT use.

### Table 2. Internet and health information technology use in the past 12 months among the matched sample

<table>
<thead>
<tr>
<th>Variable</th>
<th>No VI (n=1433)</th>
<th>VI (n=1433)</th>
<th>P value&lt;sup&gt;b&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>Internet use</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>42.61 (39.37-45.93)</td>
<td>29.63 (26.50-32.96)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>HIT use</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Looked up health information on the internet</td>
<td>30.87 (27.95-33.94)</td>
<td>22.37 (19.53-25.48)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Filled a prescription on the internet</td>
<td>28.59 (25.74-31.63)</td>
<td>20.54 (17.83-23.54)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Scheduled medical appointment on the internet</td>
<td>6.71 (5.24-8.55)</td>
<td>4.91 (3.67-6.55)</td>
<td>.11</td>
</tr>
<tr>
<td>Communicated with health care provider by email</td>
<td>7.96 (6.21-10.13)</td>
<td>5.45 (4.14-7.13)</td>
<td>.04</td>
</tr>
<tr>
<td>HIT use among internet users&lt;sup&gt;d&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Looked up health information on the internet</td>
<td>67.04 (62.32-71.43)</td>
<td>69.58 (63.42-75.11)</td>
<td>.50</td>
</tr>
<tr>
<td>Filled a prescription on the internet</td>
<td>61.81 (56.82-66.56)</td>
<td>65.62 (59.44-71.32)</td>
<td>.33</td>
</tr>
<tr>
<td>Scheduled medical appointment on the internet</td>
<td>15.72 (12.37-19.78)</td>
<td>15.54 (11.60-20.51)</td>
<td>.95</td>
</tr>
<tr>
<td>Communicated with health care provider by email</td>
<td>12.86 (9.56-17.08)</td>
<td>10.80 (7.38-15.56)</td>
<td>.46</td>
</tr>
</tbody>
</table>

<sup>a</sup>VI: vision impairment.
<sup>b</sup>Probability values for differences between the no VI and VI groups were calculated using Pearson chi-square tests.
<sup>c</sup>HIT: health information technology.
<sup>d</sup>Sample size is 963 (582 without VI and 381 with VI).

Association of Vision Impairment With Internet and Health Information Technology Use Multivariable Analyses

Table 3 shows that controlling for sociodemographic characteristics, health status, health insurance, and health care service use, VI was still significantly associated with lower odds of internet (aOR 0.64, 95% CI 0.49-0.83) and HIT (aOR 0.74, 95% CI 0.56-0.97) use, although being blind by itself was not a significant factor. In terms of other significant covariates, being in the 2 older age groups, non-Hispanic black or Hispanic, and nonmarried and receiving health care ≥10 times were associated with lower odds of both internet and HIT use, whereas having a college degree, family income ≥200% of the poverty threshold (compared with <200% of the poverty threshold), and veterans/military insurance and seen/talked to
a medical specialist and a PT/OT were associated with greater odds of both internet and HIT use. In addition, receiving Medicaid and having seen/talked to a mental health provider were associated with lower odds, and having seen/talked to a general practitioner and an eye doctor was associated with higher odds of internet use but not HIT use.

Table 3 also shows that among internet users, VI was not a significant factor for HIT use. Age group, marital status, education, and health insurance type were not significant. Compared with non-Hispanic white internet users, only Hispanic internet users had lower odds of HIT use. With respect to family income, only those in the missing income category had significantly greater odds than those with income <200% of poverty to have used any HIT. Having seen/talked to a medical specialist and a PT/OT was also associated with greater odds of HIT use among internet users.
Table 3. Association of vision impairment with internet use and any health information technology use: logistic regression results.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Internet use vs nonuse, aOR(^b) (95% CI)</th>
<th>Any HIT(^c) use vs nonuse, aOR(^b) (95% CI)</th>
<th>Any HIT use vs nonuse among internet users, aOR(^b) (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vision impairment vs no impairment</td>
<td>0.64 (0.49-0.83)(^d)</td>
<td>0.74 (0.56-0.97)(^f)</td>
<td>1.15 (0.77-1.74)</td>
</tr>
<tr>
<td>Blindness vs no blindness</td>
<td>0.83 (0.44-1.57)</td>
<td>1.08 (0.54-2.17)</td>
<td>2.32 (0.72-7.43)</td>
</tr>
<tr>
<td><strong>Age group (years; vs 65-74 years)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>75-84</td>
<td>0.39 (0.29-0.52)(^f)</td>
<td>0.45 (0.34-0.59)(^f)</td>
<td>0.92 (0.61-1.37)</td>
</tr>
<tr>
<td>≥85</td>
<td>0.20 (0.15-0.27)(^f)</td>
<td>0.17 (0.11-0.25)(^f)</td>
<td>0.36 (0.20-0.63)</td>
</tr>
<tr>
<td>Female vs male</td>
<td>1.31 (1.00-1.71)</td>
<td>1.25 (0.96-1.64)</td>
<td>1.02 (0.69-1.49)</td>
</tr>
<tr>
<td><strong>Race/ethnicity (vs non-Hispanic white)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Non-Hispanic black</td>
<td>0.35 (0.23-0.54)(^f)</td>
<td>0.44 (0.28-0.71)(^d)</td>
<td>0.87 (0.40-1.86)</td>
</tr>
<tr>
<td>Hispanic</td>
<td>0.23 (0.14-0.40)(^f)</td>
<td>0.23 (0.12-0.45)(^f)</td>
<td>0.37 (0.16-0.83)(^e)</td>
</tr>
<tr>
<td>Non-Hispanic Asian</td>
<td>0.53 (0.31-0.91)(^e)</td>
<td>0.86 (0.41-1.77)</td>
<td>1.81 (0.50-6.54)</td>
</tr>
<tr>
<td>Other</td>
<td>1.07 (0.53-2.15)</td>
<td>0.89 (0.41-1.94)</td>
<td>0.69 (0.22-2.19)</td>
</tr>
<tr>
<td>Not married vs married</td>
<td>0.70 (0.55-0.89)(^d)</td>
<td>0.76 (0.59-0.99)(^f)</td>
<td>1.00 (0.70-1.43)</td>
</tr>
<tr>
<td>College degree vs no degree</td>
<td>4.17 (3.09-5.62)(^f)</td>
<td>3.04 (2.23-4.12)(^f)</td>
<td>1.27 (0.86-1.87)</td>
</tr>
<tr>
<td><strong>Family income (vs &lt;200% of the poverty threshold)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>200-399</td>
<td>1.37 (1.03-1.83)(^e)</td>
<td>1.53 (1.11-2.12)(^f)</td>
<td>1.23 (0.75-2.04)</td>
</tr>
<tr>
<td>≥400</td>
<td>1.93 (1.40-2.66)(^f)</td>
<td>2.01 (1.41-2.86)(^g)</td>
<td>1.46 (0.88-2.43)</td>
</tr>
<tr>
<td>Missing</td>
<td>1.01 (0.67-1.53)</td>
<td>1.41 (0.90-2.22)</td>
<td>2.71 (1.11-6.52)</td>
</tr>
<tr>
<td>Number of medical conditions</td>
<td>0.96 (0.88-1.03)</td>
<td>1.00 (0.92-1.08)</td>
<td>1.08 (0.96-1.22)</td>
</tr>
<tr>
<td>Hearing impairment vs no impairment</td>
<td>1.09 (0.75-1.59)</td>
<td>0.97 (0.66-1.43)</td>
<td>0.95 (0.54-1.69)</td>
</tr>
<tr>
<td>Medicaid vs no Medicaid</td>
<td>0.63 (0.41-0.96)(^e)</td>
<td>0.76 (0.48-1.19)</td>
<td>1.24 (0.63-2.45)</td>
</tr>
<tr>
<td>Private HI(^f) vs no private HI</td>
<td>1.07 (0.83-1.39)</td>
<td>1.15 (0.88-1.52)</td>
<td>1.25 (0.63-2.45)</td>
</tr>
<tr>
<td>Military HI vs no military HI</td>
<td>1.58 (1.08-2.31)(^e)</td>
<td>1.53 (1.02-2.31)(^f)</td>
<td>0.87 (0.47-1.60)</td>
</tr>
<tr>
<td>Hospitalized vs not hospitalized</td>
<td>0.92 (0.68-1.25)</td>
<td>0.87 (0.61-1.24)</td>
<td>0.80 (0.51-1.24)</td>
</tr>
<tr>
<td>Received care ≥10 times vs received no/less care</td>
<td>0.71 (0.54-0.92)(^e)</td>
<td>0.88 (0.65-1.18)</td>
<td>1.22 (0.79-1.88)</td>
</tr>
<tr>
<td>Saw/talked to a general practitioner vs did not see/talk</td>
<td>1.80 (1.21-2.67)(^d)</td>
<td>1.27 (0.84-1.93)</td>
<td>0.90 (0.35-2.04)</td>
</tr>
<tr>
<td>Saw/talked to an eye doctor vs did not see/talk</td>
<td>1.35 (1.04-1.74)(^e)</td>
<td>1.31 (0.99-1.74)</td>
<td>1.01 (0.68-1.52)</td>
</tr>
<tr>
<td>Saw/talked to a medical specialist vs did not see/talk</td>
<td>1.50 (1.16-1.95)(^d)</td>
<td>1.81 (1.40-2.35)(^f)</td>
<td>1.80 (1.21-2.68)(^d)</td>
</tr>
<tr>
<td>Saw/talked to a physical/occupational therapist vs did not see/talk</td>
<td>1.41 (1.04-1.91)(^e)</td>
<td>1.51 (1.11-2.05)(^f)</td>
<td>1.57 (1.00-2.44)(^f)</td>
</tr>
<tr>
<td>Saw/talked to a mental health professional vs did not see/talk</td>
<td>0.53 (0.33-0.85)(^d)</td>
<td>0.86 (0.57-1.30)</td>
<td>1.48 (0.73-3.00)</td>
</tr>
</tbody>
</table>

\(^a\)Model statistics: N=2866, design df=885, F (26, 860)=14.54, P value <.001 for internet use versus nonuse; N=2866, design df=885, F (26, 860)=10.90, P value <.001 for any HIT use vs nonuse; and N=963, design df=794, F (26, 860)=2.13; P value <.001 for any HIT use vs nonuse among internet users.

\(^b\)aOR: adjusted odds ratio.

\(^c\)HIT: health information technology.

\(^d\)P<.01.

\(^e\)P<.05.

\(^f\)P<.001.

\(^g\)HI: health insurance.
Association of Health Information Technology Use With Psychological Distress: Multivariable Analyses

Table 4 shows that controlling for sociodemographic characteristics, health status, health insurance, and health care service use, HIT use was significantly associated with lower odds of mild/moderate or serious psychological distress (aOR 0.62, 95% CI 0.43-0.90). As expected, VI was associated with greater odds of mild/moderate or serious psychological distress (aOR 1.84, 95% CI 1.36-2.49), but blindness by itself was not. Of the other covariates, being in the 2 older age groups and black, and having a college degree and private health insurance were associated with lower odds of mild/moderate or serious distress; however, being female and nonmarried, having a higher number of medical conditions and hearing impairment, and being seen/having talked to a mental health provider were associated with greater odds of mild/moderate or serious distress. The interaction terms between HIT use and VI were not significant. The findings from the logistic regression model with internet use as the dependent variable were similar, showing lower odds of mild/moderate or serious distress among internet users but higher odds of such distress among those with VI.
Table 4. Association of any health information technology use with psychological distress: logistic regression results.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Mild/moderate or serious vs no distress, aOR (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Any health information technology use</td>
<td>0.62 (0.43-0.90)</td>
</tr>
<tr>
<td>Vision impairment vs no impairment</td>
<td>1.84 (1.36-2.49)</td>
</tr>
<tr>
<td>Blindness vs no blindness</td>
<td>1.44 (0.83-2.51)</td>
</tr>
<tr>
<td>Age group (vs 65-74 years)</td>
<td></td>
</tr>
<tr>
<td>75-84</td>
<td>0.53 (0.38-0.74)</td>
</tr>
<tr>
<td>≥85</td>
<td>0.46 (0.31-0.70)</td>
</tr>
<tr>
<td>Female vs male</td>
<td>1.40 (1.02-1.91)</td>
</tr>
<tr>
<td>Race/ethnicity (vs non-Hispanic white)</td>
<td></td>
</tr>
<tr>
<td>Non-Hispanic black</td>
<td>0.61 (0.39-0.93)</td>
</tr>
<tr>
<td>Hispanic</td>
<td>1.10 (0.68-1.76)</td>
</tr>
<tr>
<td>Non-Hispanic Asian</td>
<td>1.18 (0.61-2.28)</td>
</tr>
<tr>
<td>Other</td>
<td>0.76 (0.37-1.56)</td>
</tr>
<tr>
<td>Not married vs married</td>
<td>1.40 (1.04-1.90)</td>
</tr>
<tr>
<td>College degree vs no degree</td>
<td>0.60 (0.39-0.92)</td>
</tr>
<tr>
<td>Family income (vs &lt;200% of the poverty threshold)</td>
<td></td>
</tr>
<tr>
<td>200-399</td>
<td>1.09 (0.76-1.55)</td>
</tr>
<tr>
<td>≥400+</td>
<td>0.95 (0.65-1.38)</td>
</tr>
<tr>
<td>Missing</td>
<td>0.74 (0.43-1.28)</td>
</tr>
<tr>
<td>Number of medical conditions</td>
<td>1.15 (1.05-1.26)</td>
</tr>
<tr>
<td>Hearing impairment vs no impairment</td>
<td>1.90 (1.38-2.61)</td>
</tr>
<tr>
<td>Medicaid vs no Medicaid</td>
<td>1.18 (0.79-1.75)</td>
</tr>
<tr>
<td>Private HI vs no private HI</td>
<td>0.87 (0.63-1.20)</td>
</tr>
<tr>
<td>Military HI vs no military HI</td>
<td>0.68 (0.41-1.15)</td>
</tr>
<tr>
<td>Hospitalized vs not hospitalized</td>
<td>1.10 (0.78-1.56)</td>
</tr>
<tr>
<td>Received care ≥10 times vs received no/less care</td>
<td>1.30 (0.97-1.74)</td>
</tr>
<tr>
<td>Saw/talked to a general doctor vs did not see/talk</td>
<td>1.40 (0.89-2.20)</td>
</tr>
<tr>
<td>Saw/talked to an eye doctor vs did not see/talk</td>
<td>0.80 (0.59-1.07)</td>
</tr>
<tr>
<td>Saw/talked to a medical specialist vs did not see/talk</td>
<td>0.91 (0.68-1.22)</td>
</tr>
<tr>
<td>Saw/talked to a physical/occupational therapist vs did not see/talk</td>
<td>1.01 (0.73-1.39)</td>
</tr>
<tr>
<td>Saw/talked to a mental health professional vs did not see/talk</td>
<td>3.83 (2.44-5.99)</td>
</tr>
</tbody>
</table>

aModel statistics: N=2809, design df=885, F (27, 859)=6.40, P value <.001.
baOR: adjusted odds ratio.
cP<.05.
dP<.001.
eP<.01.
fHI: health insurance.

**Discussion**

**Principal Findings**

This study shows that 3.28% of older adults in the United States (compared with 0.84% of those aged 18-64 years) reported that their VI caused difficulty with activities. As expected, the ≥85 age group was overrepresented among those with VI as common age-related eye disorders (eg, macular degeneration, glaucoma, and cataract) tend to be associated with a gradual decline in vision [26]. Although these older adults with VI were matched in a 1:1 ratio with their peers without VI based on age, gender,
and health/other disability status, those with VI were still significantly more socioeconomically disadvantaged in terms of education and income, included more racial/ethnic minorities, and had higher proportions of those with blindness and hearing impairment. They also used more health care in the past year.

The first key finding is that older adults with VI are less likely to engage in internet and HIT use than their matched age peers, even after controlling for other sociodemographic, health status, health insurance, and health care use variables, which supports H1. However, among those who used the internet, VI was not associated with the odds of HIT use. This indicates that among older adults with VI, their lower likelihood of internet use is the main reason for their overall lower rate of HIT use compared with their matched age peers. Internet users with VI are likely to navigate the internet using screen magnification and reading software and other accessibility features for vision [27] and are as likely to use HIT as their peers without VI. The second key finding is that HIT use is associated with a lower likelihood of having experienced mild/moderate or serious psychological distress in the past month, controlling for VI, which supports H2. VI is associated with greater odds of having experienced mild/moderate or severe psychological distress, suggesting that VI (and hearing impairment) negatively impacts overall well-being.

The lower odds of internet use among older adults with VI may be because of their lower socioeconomic status and higher levels of health problems and disability that previous studies identified as major contributors to the digital divide [7,8]. Costs of an internet subscription and equipment (eg, computer, tablet) are not likely to be priority items, especially among older adults with a low income who have to contend with the financial strains of managing their health and disability (eg, costs of prescription medications and transportation to health care appointments). Given that almost one-third of older adults with VI also had hearing impairment, these double disabilities were likely barriers to internet and HIT use. A survey of individuals aged 50 to 74 years in the United Kingdom found that those with moderate/serious hearing difficulties were less likely to use computers than those with no hearing difficulty [28].

Our findings also show that internet use was higher if older adults saw/talked to a general practitioner, eye doctor, medical specialist, or PT/OT, and HIT use was higher if they saw/talked to a medical specialist or PT/OT. Those who had visits with an eye doctor may be more socioeconomically advantaged than those who did not. Ehrlich et al [29] found that unmarried, older adults with a low income were less likely than their more advantaged peers to report a recent eye examination, and common reasons for not having an eye examination included cost and lack of insurance coverage. Thus, the relationship between health care provider contact and internet use may reflect the digital divide because of socioeconomic status. The association of HIT use with specialist and PT/OT consultations is also consistent with a previous study [7], suggesting that patients with complex medical conditions that lead to specialist care may be more likely to use HIT to better understand their conditions and treatments. Physical and occupational therapists also tend to spend more time with patients than physician providers do, which allows them more opportunities for patient education. Thus, patient education may have extended the use of web-based resources and encouragement for older adult patients to use these resources as part of promoting specific condition- and treatment-related knowledge as well as overall health to prevent disease, disability, and injury. The importance of integrating health promotion and wellness in PT/OT practice has also been underscored [30].

The finding that internet/HIT use was higher if older adults had veterans/military health insurance regardless of VI is likely because of the fact that the Veterans Administration (VA) health care systems are the most digitalized and telehealth-oriented of all health care systems [31]. VA patients may receive greater encouragement to use HIT to seek health information and navigate the VA health care systems. More research is needed on specific health care service/system use and HIT use among older adults.

Along with the costs of technology adoption and continued connectivity, lack of interest in and distrust of the internet as a source of health information and means of health management may be barriers to the use of HIT by older adults. A survey done in the United Kingdom on the use/nonuse of consumer electronic devices (eg, smartphones, tablet computers, and electronic book [ebook] readers) among people with VI found that cost and lack of interest were among the most frequently cited reasons for nonuse [32]. An earlier study also found that older adults were less likely than middle-aged adults to trust the internet as a source of health information; however, the association between age and distrust was no longer significant after adjusting for potential contributors to distrust, such as confusion in using the internet and providing too much information [33]. Lack of interest may also be caused by a lack of knowledge and skills for adopting technology.

Given the divergent findings discussed earlier on the relationship between ICT use and psychological well-being among older adults, more research is needed to examine moderators and mediators of the association between HIT use and lower likelihood of mild/moderate or serious psychological distress found in the study sample. Among those with VI, ICT use may facilitate social connections (eg, participation in online support and interest groups) and informational/instrumental activities (eg, reading/listening to ebooks, watching/listening to live-streamed religious services). Studies show that ICT use among older adults is associated with increased engagement/participation in social, instrumental, and leisure activities, with some ICT use compensating for aging-related and other challenging circumstances [34,35].

Limitations

This study has limitations because of data constraints. First, VI was self-reported, and data on age of onset and change over time were not available. Thus, we do not know if some older adults with VI had stopped using the internet because of progressing VI. Second, because the NHIS reports HIT use as a dichotomous variable (use vs nonuse), we could not study the effects of HIT use frequency. More detailed data on HIT use frequency and context can help in better understanding their effects on the well-being of older adults. Third, additional data on the type of activities negatively affected by VI (and other
disabilities) would also have been helpful in better understanding their impacts and recommending strategies that can help people with disabilities use the internet and HIT to their advantage. Fourth, because the NHIS data are cross-sectional, we can report associations (correlations) but not causal relationships.

Conclusions

As more health care services and instrumental daily living activities (eg, banking, paying bills, applying for social services) require ICT use, the digital divide among older adults with VI must be closed. Given the potential of ICT to help older adults with VI remain active and enrich their lives, closing the digital divide may also improve their psychological well-being. First, we recommend that socioeconomically disadvantaged older adults experiencing the digital divide should be provided help to access ICT through a fee waiver or subsidy to cover internet equipment (eg, computer, tablet) and subscription services. The movement for equitable internet access as a public utility has gained momentum in state and local governments [36]. Older adults should be included as targets as they are the largest group of consumers of health care services and services that increasingly rely on ICT use. Second, older adults with VI who do not know how to use the internet and HIT but want to learn should be provided instruction and technology support services. Attention must be paid to accessibility features and adaptive devices that will facilitate technology use among those with VI. Third, in addition to improved ICT access, older adults with a low income need better access to preventive eye care and treatment of VI and other health care services. As refractive errors and some age-related eye diseases can be effectively treated to improve vision, more concerted efforts are needed to reduce VI in late life. Improved access to other health care services and providers is also important for patient education, prevention, treatment, and alleviation of health problems and functional impairment. As our study shows, certain health care provider contacts are associated with higher HIT use among older adults, suggesting attempts to better understand their health problems and treatments using technology.
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Abstract

Background: Web-based self-care interventions have the potential to reduce health inequalities by removing barriers to access to health care. However, there is a lack of evidence about the equalizing effects of these interventions on chronic conditions.

Objective: This study investigated the differences in the effectiveness of web-based behavioral change interventions for the self-care of high burden chronic health conditions (eg, asthma, chronic obstructive pulmonary disease [COPD], diabetes, and osteoarthritis) across socioeconomic and cultural groups.

Methods: A systematic review was conducted, following Cochrane review guidelines. We conducted searches in Ovid Medical Literature Analysis and Retrieval System Online and Cumulative Index to Nursing and Allied Health Literature databases. Studies with any quantitative design were included (published between January 1, 2006, and February 20, 2019) if they investigated web-based self-care interventions targeting asthma, COPD, diabetes, and osteoarthritis; were conducted in any high-income country; and reported variations in health, behavior, or psychosocial outcomes across social groups. Study outcomes were investigated for heterogeneity, and the possibility of a meta-analysis was explored. A narrative synthesis was provided together with a novel figure that was developed for this review, displaying heterogeneous outcomes.

Results: Overall, 7346 records were screened and 18 studies were included, most of which had a high or critical risk of bias. Important study features and essential data were often not reported. The meta-analysis was not possible due to the heterogeneity of outcomes. There was evidence that intervention effectiveness was modified by participants’ social characteristics. Minority ethnic groups were found to benefit more from interventions than majority ethnic groups. Single studies with variable quality showed that those with higher education, who were employed, and adolescents with divorced parents benefited more from interventions. The evidence for differences by age, gender, and health literacy was conflicting (eg, in some instances, older people benefited more, and in others, younger people benefited more). There was no evidence of differences in income, numeracy, or household size.

Conclusions: There was evidence that web-based self-care interventions for chronic conditions can be advantageous for some social groups (ie, minority ethnic groups, adolescents with divorced parents) and disadvantageous for other (ie, low education, unemployed) social groups who have historically experienced health inequity. However, these findings should be treated with caution as most of the evidence came from a small number of low-quality studies. The findings for gender and health literacy were mixed across studies on diabetes, and the findings for age were mixed across studies on asthma, COPD, and diabetes. There was no evidence that income, numeracy, or the number of people living in the household modified intervention effectiveness.
We conclude that there appear to be interaction effects, which warrant exploration in future research, and recommend a priori consideration of the predicted interaction effects.

Trial Registration: PROSPERO CRD42017056163; https://www.crd.york.ac.uk/prospero/display_record.php?RecordID=56163
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**Introduction**

**Chronic Illness and Health Inequalities**

Chronic or long-term conditions such as diabetes have a significant impact on the individual’s quality of life and are the major cause of disability and premature death worldwide [1,2]. In high-income countries, chronic conditions are estimated to account for 87% of all deaths [3]. Due to their nature, they cause illness over long periods and their management is complex and costly [2]. In countries where health care is universally provided (such as the National Health Service [NHS] in the United Kingdom), services are struggling with the increasing demand, partly driven by the increasing number of people with chronic conditions [4-7]. Even in high-income countries, people living in constrained conditions and with a lower socioeconomic status (SES) experience chronic illness more commonly and severity is greater than average [2,8]. For example, 52% of those from unskilled occupations suffer from chronic conditions in comparison with 33% of those in professional occupations [9]. These inequalities in health have been attributed to social determinants of health (SDH) and inequity in access to health care [10]. SDH are the complex interacting elements in the physical and social environment that contribute toward disparities in health status. Inequalities in the distribution of good quality health care mean that people do not have equal access to treatments that can improve health outcomes. Taken together, SDH mean disadvantaged groups suffer more illness and more severe illness, but are least likely to receive effective treatment, which together result in disparities in health outcomes [11].

**Proposed Solutions to Increase Access to Health Care for People With Chronic Conditions**

Both self-care and web-based interventions have been proposed as methods for increasing access to health care while relieving pressure on health care services. The underlying assumption with self-care interventions is that they provide health care where there was none, by encouraging people to be their own health resource [12]. Web-based interventions have the potential to increase access to good quality health care by providing support to an almost unlimited number of people from the same digital platform at the same time, and the interventions can be tailored to individual needs [13-16]. More recently, combinations of the 2 approaches, in the form of web-based self-care interventions, have become more prevalent for a range of health conditions, particularly for chronic conditions [17,18]. These digital self-care interventions are viewed as playing a vital role in the prevention and treatment of long-term illnesses such as chronic lung disease, cancer, cardiovascular disease, and diabetes [18,19].

**The Impact of Electronic Health and Self-Care Interventions on Health Inequalities**

Evidence of the impact of these approaches on health inequalities has been mixed. Nondigital self-care interventions in the form of community-based training courses have been found to improve health status, health behaviors, and the quality of life of patients with chronic conditions [20-24]. However, there is evidence that disadvantaged groups face barriers to accessing these interventions, such as the high levels of health literacy that are often required to understand the training materials as well as language barriers where the training is only conducted in English [8]. Web-based interventions designed specifically for those from underserved and disadvantaged groups have been found to benefit these populations [14,25,26]. However, there is also evidence that access and usability for disadvantaged groups remain to be barriers [27-30]. People from lower socioeconomic groups and older adults are less likely to seek health information on the web and have problems using the web-based information available [31-38]. There is an absence of systematic review evidence investigating whether web-based self-care interventions designed for people with chronic conditions are equally effective for people with different social characteristics.

**Methods**

A systematic review was conducted following the Cochrane review guidelines [39] and was reported using the Preferred Reporting Items for Systematic Reviews and Meta-Analyses-Equity 2012 extension checklist [40]. The protocol was registered in advance on the PROSPERO international prospective register of systematic reviews (registration number CRD42017056163).

**Objective**

This study aimed to synthesize evidence investigating whether web-based self-care interventions designed for people with chronic conditions are equally effective for people with different social characteristics.

**Inclusion Criteria**

**Population**

A total of 4 high burden physical health conditions were included: asthma, diabetes mellitus (type 1 and type 2), osteoarthritis, and chronic obstructive pulmonary disease (COPD). The health conditions were identified using the World Health Organization’s disease burden data and were selected
from the top 10 conditions that cause the greatest number of years lost to disease [2,41-44]. All included conditions cause considerable burden and disability to patients [41] and health services [42,43] and have been shown to have social patterning in severity and incidence [2,44]. Furthermore, all 4 have the potential for symptoms, severity, and prognosis to be improved through changes to behavior, such as diet or physical activity.

**Intervention**

We included interventions that were aimed at improving symptoms or prognosis and had a web-based component or were delivered exclusively on the web. This included mobile apps with web connectivity. Interventions were included if they were predominantly reliant on the individual changing their self-care behavior without intensive contact with a therapist or clinician.

**Study Types**

Studies with a quantitative design were included, such as randomized controlled trials (RCTs), observational studies, quasi-experimental designs, feasibility and pilot studies, and mixed methods studies that included a quantitative element. Abstracts were not included where no full publication or report was available [45].

**Systematic Review Outcomes**

Studies reporting health, behavior, knowledge, and psychosocial outcomes were included.

**Available Data**

Studies were included if the study teams had explored whether the social or cultural groups had modified intervention effectiveness and whether the independent contribution of the group on the outcome could be determined. The authors were contacted for models where the independent contribution of the social group could not be determined in the text.

**Exclusion Criteria**

There were no language restrictions. The publication dates were limited from January 1, 2006, to February 20, 2019, to ensure that the review included interventions with recent technology.

**Search Strategy**

We conducted searches in Ovid Medical Literature Analysis and Retrieval System Online (MEDLINE; Allied and Complimentary Medicine [AMED], Excerpta Medica dataBASE [EMBASE], and PsycINFO) and Cumulative Index to Nursing and Allied Health Literature (CINAHL) databases. The final search strategy included terms for web, health conditions, self-care, or behavior change. The final search strategies are available in the Multimedia Appendix 1. Corresponding authors were contacted for additional publications, including where only abstracts were located in the search. References of the included papers were screened for inclusion.

**Study Selection**

After deduplication, screening was performed in 2 stages. In stage 1, abstracts and titles were screened. In line with previous practice where a large number of studies were located, partial double screening with checks for accuracy were used [46]. A random 10% sample of the abstracts and titles were independently double screened for inclusion by ST and a single second researcher [47]. Agreement between reviewers of the 10% of titles and abstracts was good (87.5%, where the prevalence-adjusted and bias-adjusted kappa=0.75 indicates good agreement) [48]. Disagreement was resolved by discussion, and consensus and screening tools were refined in light of these. The remainder of the title and abstracts were reviewed by ST only. At stage 2, full texts were obtained and screened for inclusion by ST [49,50].

**Data Extraction**

One author (ST) extracted the data from the included studies. Where more than one outcome was reported in each category, the primary outcome was included. Quality of life (QoL) was categorized as a health or psychosocial outcome depending on whether there was a greater balance of health or disability or psychosocial questions in the QoL tool.

The PROGRESS Plus (PP) framework was used to identify the SDH that could contribute toward health inequalities in the included health conditions and in the context of web-based interventions [51]. The analyses that had explored the modification of intervention effectiveness by social characteristics in the PP framework were extracted.

**Risk of Bias (Quality) Assessment**

Methodological quality was assessed independently by ST and either PL, CC, or AH. Disagreement was resolved by discussion, and consensus was reached for all of the risk of bias (RoB) domains. The Cochrane collaboration RoB tool 1.0 was used to assess the quality of RCT studies [52]. The newly updated version 2.0 was not used as it does not allow for assessment of other bias and would therefore not allow us to capture issues with selective recruitment. The Risk Of Bias In Non-randomized Studies-of Interventions (ROBINS-I) tool was used to assess the quality of non-RCT studies [53]. These tools were used to produce an overall RoB rating for each study.

Much of the Cochrane RoB assessment is focused on ensuring that there is balance in the samples in the two arms of the study. However, the potential for selective recruitment is also important to ensure that the sample is representative of the population with the condition. Here, selection bias was assessed under the other category. Inclusion and exclusion criteria were examined to determine whether they potentially excluded people who experienced greater health inequity (eg, no access to the internet, not having the skills to use it, language barriers) and whether there was a discussion of the study population being representative of those with the condition.

**Data Analysis and Synthesis**

Descriptive tables were populated using the data from the included papers, accompanied by a narrative synthesis. A meta-analysis was not possible due to the heterogeneity of outcomes. A novel summary figure was developed for this systematic review, which was based on an adapted version of the Harvest plot, referred to here as the Adapted Harvest plot [54]. The Adapted Harvest plot allows for a direct comparison of the sample size of the studies where the effect was found (or
not found) across outcomes, and an impression of the quality of the study through RoB. This gives an indication of the strength and validity of the findings in relation to each outcome. A key explanation of the features and representation of the Adapted Harvest plot is shown in Multimedia Appendix 2, and information is provided in each plot. To be inclusive, all reported trends ($P<.10$) were included as evidence regardless of whether they fell under the standard $P<.05$ probability cut-off and were reported in the text.

**Analysis of Subgroups or Subsets**

We intended to conduct subgroup analysis of differences in the application of behavioral change techniques and theory in intervention development and differences in use as potential mechanisms for modification of intervention effect by the PP group. However, these were inconsistently reported, making it challenging to analyze and draw any conclusions. Only 7 of the studies reported modification of use by PP characteristics, and 11 described the use of theory in intervention development. The selection and application of behavioral change techniques have largely not been described. Therefore, the exploration of mechanisms for modification of the intervention effect did not progress to a full analysis.

**Results**

**Selection of Studies**

After the removal of duplicates, 7346 records were obtained (Figure 1). A total of 18 studies (reported across 19 papers) were eligible for inclusion in the review (Figure 1).

**Figure 1.** Preferred Reporting Items for Systematic Reviews and Meta-Analysis flow chart.

**Description of Studies**

Of the 18 included studies, 1 focused on asthma [55], 2 on COPD [56,57], 13 on diabetes (5 on type 1 [58-62], 6 on type 2 [63-68], and 2 on both [69,70]), and 2 studies included participants with osteoarthritis [71,72]. The study characteristics are described in Multimedia Appendix 2. In total, 9 of the studies were conducted in the United States, 3 in the Netherlands, 2 in Canada, and 1 in the United Kingdom, Australia, France, and Israel; 13 of the studies were RCTs and 5 were non-RCTs. In total, 6003 participants were included, and the study size ranged from 38 to 1799. The reported characteristics of the study participants are presented in Multimedia Appendix 3. Studies of both children and adults were included, with an age range of...
12 to 75 years across the studies. Half of the participants were female (50.1%).

Only 1 study reported that the patients enrolled in the study were representative of the population with diabetes [69]. In total, 4 studies purposely recruited a highly diverse sample in terms of ethnicity [62,67,69,73]. Follow-up times varied from 2 weeks to 12 months, and the follow-up time point was not clear for 1 study [69]. Study attrition ranged from 0% [67,70] to 31% [65], and attrition was not clearly stated in 2 studies [69,71].

Intervention Content and Outcomes Targeted by the Intervention

In total, 4 of the studies explored the effectiveness of smartphone apps and the remaining 14 explored interventions delivered through websites. Descriptions of the intervention content are provided in Multimedia Appendix 4 and summarized below. In addition to the website or app, 3 interventions provided remote support by phone or video call [55,63,65,72], 1 provided a workbook [67], 1 provided a blood glucose monitor with wireless transfer [69], and 1 provided motivational interviewing before use of the website [61]. In 3 studies, there were 2 versions of the intervention, 1 with and 1 without external support (eg, email or phone support) [60,64,67].

Modification of Intervention Design for the Needs of Disadvantaged Social Groups

A total of 2 studies designed the intervention so it had an accessible format: one was designed to maximize usability for people with lower health literacy [65] and the other study used a serious-game intervention designed to be appealing to a range of ages (11-18 years) and a range of baseline knowledge levels in boys and girls [59]. Studies also designed interventions so they were appealing or accessible to ethnic minority groups. TEENCOPE was developed specifically for young people and used a graphic novel format and a cast of ethnically diverse characters with type 1 diabetes (T1D) who present challenging social situations, approaches to solving problems, and consequences of decisions [62]. Another study that targeted Latinos for a type 2 diabetes (T2D) self-management program was provided in Spanish and English [64,67,73].

Overall Duration of Intervention

Intervention duration varied from 4 weeks to 12 months, and 5 studies did not provide clear information on the duration [60,64,68,69,71].

Potential for Meta-Analysis

It was not possible to conduct meta-analysis due to differences in the outcomes and PP categories included in the modification of intervention effect analysis, resulting in a high level of heterogeneity. Narrative synthesis was used to present findings in relation to the research questions for each of the 4 health conditions.

Methodological Quality

Randomized Controlled Trial

Using the Cochrane RoB assessment, 4 of the 13 RCTs were considered to be low-risk RoB [56,62,63,72], 6 had high RoB [55,57,60,61,64,69], and 3 did not have enough information to assess RoB [58,66,67]. Methodological assessments for each of the domains in the Cochrane RoB assessment are provided in Figure 2. Overall, the lowest RoB came from the random sequence generation (low RoB in 10 studies, high in 1, and insufficient information was provided in 2 studies) and the highest came from blinding of participants and personnel (10 studies had high RoB, 2 had low, and 1 was unclear). However, given the nature of the digital interventions, it was often not possible to blind the participants and personnel. Selection bias was assessed under the other category, with 8 studies classified as unclear RoB, 3 as high, and 2 as low RoB.
Nonrandomized Controlled Trial Studies

Using ROBINS-I, all 5 of the non-RCT studies were considered to have critical RoB (Figure 3) [59,65,68,70,71]. Across the studies, the lowest RoB came from the measurement of outcomes, and the highest RoB came from the classification of the intervention, and bias due to missing data.
Figure 3. Risk of bias assessment for the nonrandomized controlled trial (RCT) studies. Overall risk of bias: equal to the most severe level of bias found in any domain.

Modification of Intervention Effectiveness by PROGRESS Plus Groups

A total of 15 of the 18 studies that explored the modification of intervention effectiveness by PP categories reported effect modifiers. There was evidence that people were more likely to benefit from the intervention if they were from a minority ethnic group, were employed, had a higher level of education, and had divorced parents (study of adolescents). The findings for age, gender, and health literacy were mixed. There was no evidence of an interaction income, numeracy, or the number of people living in the household. The full key to the Adapted Harvest plot is shown in Table 1. Further details including outcomes and estimates (where provided) where interactions were found are presented in Multimedia Appendix 5 and a matrix table containing an overview of interactions across the conditions and PP groups is provided in the Multimedia Appendix 6.
Table 1. Key to the Adapted Harvest plot.

<table>
<thead>
<tr>
<th>Feature</th>
<th>Representation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Direction of effect category</td>
<td>• Positive: favors the PROGRESS Plus group ($P&lt;.10$)</td>
</tr>
<tr>
<td></td>
<td>• No effect: study found no evidence of an effect ($P\geq.10$)</td>
</tr>
<tr>
<td></td>
<td>• Negative: favors the comparator group ($P&gt;.10$)</td>
</tr>
<tr>
<td>Stack height</td>
<td>• Study size</td>
</tr>
<tr>
<td>Stack color</td>
<td>• Risk of bias assessment</td>
</tr>
<tr>
<td></td>
<td>• RCT\textsuperscript{a} studies: Low risk—blue, high risk—purple, unclear—gray</td>
</tr>
<tr>
<td></td>
<td>• Non-RCT studies: low risk—blue, moderate risk—yellow, serious—orange, critical—purple, not enough information—gray</td>
</tr>
<tr>
<td>Stack pattern</td>
<td>• RCT studies: solid colors</td>
</tr>
<tr>
<td></td>
<td>• Non-RCTs: patterned with dots</td>
</tr>
<tr>
<td>Number within the stack</td>
<td>• Study ID</td>
</tr>
<tr>
<td>Bar size</td>
<td>• Total number of participants in the studies finding evidence of a positive association, no effect, or a negative association with the outcome</td>
</tr>
</tbody>
</table>

\textsuperscript{a}RCT: randomized controlled trial.

**Age**

A total of 14 studies (1 asthma, 2 COPD, 9 diabetes, and 2 osteoarthritis) examined the modifying effect of age on at least one outcome, with evidence of mixed effects (younger and older benefited more) across asthma, COPD, and diabetes studies.

**Asthma**

The one asthma study (ID A; $n=234$; high RoB) found that increasing age was associated with increased medication adherence among adolescents aged 12 to 18 years [55]. Those scoring in the higher range in the Medication Adherence Report Scale ($>19$) were on average aged 0.7 years ($P=.02$) than those who scored in the lower range.

**Chronic Obstructive Pulmonary Disease**

One of the 2 COPD studies found evidence that older participants benefited less from the intervention than younger people on the behavioral outcome (Figure 4). The higher quality evidence came from an RCT (ID B; $n=239$; low RoB) that indicated that a 1-year increase in age was associated with a 33-point decrease in change in daily step count ($P=.03$) but found no association with the health-related QoL outcome [56]. The evidence for no effect on the behavioral outcome came from an RCT (ID C) with a high RoB but a larger sample ($n=1325$) [57].
Diabetes

Of the 9 diabetes studies that reported the modification of intervention effectiveness by age, 2 studies indicated that older participants benefited more from using the intervention (Figure 5).

For the behavioral outcome, the strongest evidence indicated that there was no modification of intervention effect by age, which came from 3 studies (IDs D, F, and H) with an overall sample of 628 patients and a low, high, and unclear RoB [58,63,64,73]. There was evidence that older participants benefited more in 2 small studies (combined n=133) with a high and critical RoB: a non-RCT (ID Q; n=81; critical RoB) found that older participants benefited more (P<.001) in adults aged ≥25 years with T2D [68], and an RCT (ID N; n=52; high RoB) found older adolescents (aged 16-18 years) improved more (P<.01) than younger adolescents with T1D (aged 13-18 years) [61]. Regarding psychosocial outcomes, the strongest evidence indicated that there was no modification of effect by age and it came from 4 studies (IDs P, F, E, and H, combined sample n=915) with low, unclear, high, and critical RoB [58,62,64,65]. Whereas evidence for modification for intervention effect on the behavioral outcome (P=.01) in adults aged ≥25 years with T2D came from a small non-RCT (ID Q; n=81; critical RoB) [68]. There was no evidence of an interaction effect with age across the health outcomes in 3 studies (IDs D, P, and F) [62-64] or with diabetes knowledge in 3 studies (IDs J, G, and H) [58,59,66].
Osteoarthritis

There was no evidence of a difference in effectiveness by age for health outcomes in the 2 studies [71,72].

Gender

A total of 12 studies (8 diabetes, 1 asthma, 1 COPD, 2 osteoarthritis) examined the modifying effect of sex on at least one outcome, with mixed findings in diabetes studies.

Asthma, Chronic Obstructive Pulmonary Disease, and Osteoarthritis

There was no evidence of a difference in effectiveness by gender on a behavioral outcome (medication adherence) in the asthma study (ID A) [55], a behavioral outcome in the COPD study (ID C) [57], or on health outcomes in either of the osteoarthritis studies (IDs R and S) [71,72].

Diabetes

Of the 9 diabetes studies that explored the modification of intervention effect by gender, 3 small studies (IDs D, M, and Q) found evidence of a difference. Two studies (IDs M and Q) indicated that male participants benefited more, and one study (ID D) indicated that female participants benefited more (Figure 6).

The evidence that gender modified the health outcome was mixed. The strongest evidence indicated that gender did not modify the intervention effect and it came from 3 studies (IDs P, F1, and L; combined n=2582) with low, high, and critical RoB [62,64,70]. Of the studies that indicated gender-modified intervention effectiveness, one small RCT (ID D; n=84) with a low RoB indicated female participants benefited more ($P=0.03$) [63] and a small RCT (ID M; n=79) with a high RoB indicated male participants benefited more ($P=0.06$) [60].

For psychosocial outcomes, all of the evidence came from studies of high and critical RoB. The evidence that male participants benefited more ($P=0.01$) on psychosocial outcomes came from one small non-RCT (ID Q; n=81) with a high RoB [68], in comparison with 4 studies (IDs P, M, F1, and E) that found no evidence of an effect with a combined sample of 862 and low, high, critical, or unclear RoB (Figure 6) [60,64,65]. There was no evidence of the intervention effect being modified by gender for the behavioral outcomes in 5 studies (IDs D, F, M, Q, and L) or knowledge outcomes in 3 studies (IDs M, J, and G) [60,64,66,68,73].
**Education**

A total of 7 studies (5 diabetes, 1 COPD, and 1 osteoarthritis) examined the modifying effect of education as an outcome, with evidence that higher education benefited more in 1 diabetes study.

**Chronic Obstructive Pulmonary Disease and Osteoarthritis**

There was no evidence that the levels of education-modified intervention effectiveness in one COPD (ID C) study on a behavioral outcome [57], or an osteoarthritis study (ID R) on health outcomes [72].

---

**Diabetes**

There was evidence that those with higher education benefited more in one study, and no evidence of a difference in 4 diabetes studies (Figure 7). The strongest evidence came from a small RCT (ID D; n=84) with low RoB, which indicated that those with higher education benefited more from the intervention on a behavioral outcome \( (P=.03) \) but did not find an effect on a health outcome [63]. The combined sample of the 2 studies where there was no effect on the behavioral outcome was 544, with a high (ID F1 and F2; n=463) [64,73] and critical RoB (ID Q; n=81) [68]. There was no evidence that education-modified intervention effect on knowledge outcomes in 3 studies (IDs F1, J, and G) [59,64,66] or psychosocial outcomes in 2 studies (IDs F1 and Q) [64,68].
Ethnicity
A total of 8 studies (7 diabetes and 1 osteoarthritis) examined the modifying effect of ethnicity on study outcomes, with evidence that ethnic minority groups benefited more from the interventions in diabetes studies.

Diabetes
There was evidence that minority ethnic groups benefited more from the intervention than majority ethnic groups in 4 of the 7 diabetes studies that explored this interaction (Figure 8).

For the health outcomes, an RCT study with a low RoB (ID P; n=320) found no evidence that the intervention effect was modified by ethnicity [62], while 2 RCTs (ID F1 and I; combined sample n=597) both with a high RoB indicated that people from minority ethnic groups benefited more on the health outcome (ID F1; P=.006; for study ID I no estimates were provided) [64,69].

Regarding the behavioral outcome, a small RCT (ID K; n=73) with an unclear RoB found that minority ethnic groups benefited more (P=.01) [67], and the evidence of no effect came from one non-RCT (ID Q; critical RoB) and an RCT (ID F; high RoB) with a combined sample of 544 [64,68,73].

For the psychosocial outcomes, evidence indicating that minority groups benefited more from the intervention came from 2 RCTs (combined sample n=393): ID P with a low RoB (n=320; P=.07) [62] and ID K (n=73; P=.003) with an unclear RoB [67]. The evidence of no effect on the psychosocial outcome came from 3 studies (IDs F1, E, and Q; combined sample n=595): an RCT with a high RoB and 2 non-RCTs with critical RoB [64,65,68]. No studies reported the modification of a knowledge outcome by ethnicity.
There was no evidence that ethnicity-modified intervention effect on a health outcome in adults with osteoarthritis in a non-RCT (ID S) [71].

**Employment**

A total of 3 studies (1 COPD, 1 diabetes, and 1 osteoarthritis) examined the modifying effect of employment on at least one outcome, with evidence that employed participants benefited more in an osteoarthritis study.

**Chronic Obstructive Pulmonary Disease and Diabetes**

There was no evidence that employment was a moderator of intervention effectiveness in one RCT COPD study (ID C) [57] or one non-RCT diabetes study (ID Q) [68].

**Osteoarthritis**

An osteoarthritis RCT with a low RoB (ID R; n=148) found that participants who were employed showed greater improvements in health outcomes (walking pain) than unemployed participants 3 months after using the intervention (interaction: $P=.02$) [72].

**Health Literacy**

A total of 4 diabetes studies examined the modifying effect of health literacy on study outcomes, with 2 of the 4 diabetes studies reporting evidence of a difference. However, the 2 studies provided evidence in different directions for different outcomes (Figure 9). The evidence from both studies was weak: a small RCT (ID H; n=81) with an unclear RoB found evidence that people with higher health literacy benefited more from the intervention on a knowledge outcome (no estimates provided) [58].

For psychosocial outcomes, 3 studies (combined sample: n=625) indicated that health literacy did not modify the intervention effect; these were 2 RCTs with an unclear (ID H) and high RoB (ID F1) and a non-RCT with a critical RoB (ID Q) [58,64,68]. A small single-arm pilot non-RCT (ID E; n=51) with a critical RoB found that those with lower health literacy benefited more on psychosocial outcomes ($P=.02$) [65]. There was no evidence that health literacy modified the intervention effect on a health outcome in 1 study (ID F1) [64] or behavior change outcomes in 3 studies (IDs F, Q, and H) [58,64,68,73].
Family Structure

One small non-RCT (ID J; n=38) diabetes study with a critical RoB examined the modifying effect of family structure on study outcomes, finding children of divorced parents benefited more from the intervention. A higher proportion of children (aged 11-18 years) with T1D who were in the high-effect subgroup for change in diabetes knowledge (benefited more from the intervention) had divorced parents (35%) compared with the low-effect subgroup (6%; \( P=0.03 \)) [59].

Income, Numeracy, Number of People Living in the Household

There was no evidence that income modified effectiveness on 2 diabetes studies (1 non-RCT: ID Q and 1 RCT: ID P) [62,68] or numeracy in 1 RCT (ID F) [64]. There was no evidence that the number of people living in the household modified the effectiveness of an intervention on health outcomes in a non-RCT osteoarthritis study (ID S) [71].

Discussion

Principal Findings

This review examined the modifying effects of participant characteristics on the effectiveness of web-based interventions for chronic health conditions. We found evidence that intervention effectiveness was modified by participants’ social characteristics. In the diabetes literature, there was evidence that people from minority ethnic groups gained greater benefits from interventions than majority ethnic groups. There was evidence from single studies with variable quality that those with higher education, divorced parents (adolescent), and who were employed benefited more from interventions. A small high-quality diabetes study indicated that those with a higher level of education benefited more from the intervention. A small low-quality diabetes study found that a higher proportion of adolescents with divorced parents (adolescents) were in the high-effect intervention group compared with the low-effect group. A high-quality osteoarthritis study indicated that employed participants were more likely to benefit from the intervention than unemployed participants. The findings for modification of the effect by participant age were mixed. Older people were found to benefit less from the intervention in high-quality COPD studies, and they were found to benefit more from the intervention in 2 low-quality diabetes studies and a low-quality asthma study. Gender and health literacy were only considered in studies on diabetes and showed mixed effects. A total of 2 small low-quality studies indicated that male participants benefited more from diabetes interventions, and 1 small high-quality study indicated that female participants benefited more. Two studies had contradicting findings for health literacy: a small study with an unclear RoB indicated
that those with higher health literacy benefited more, while a small low-quality study found that those with lower health literacy benefited more. There was no evidence of a modification to intervention effectiveness by income, numeracy, or the number of people living in the household.

The strength of evidence across the studies could not be assessed through a meta-analysis as not all studies provided estimates, and the outcomes were heterogeneous. Therefore, the strength of the evidence was explored through study size, RoB, and estimates, where possible. The majority of the evidence was drawn from studies with high and uncertain RoBs.

**Strengths and Limitations of the Methods Used**

To our knowledge, this is the only systematic review that has investigated whether there are equal benefits of web-based self-care interventions for people with different characteristics. The breadth of the studies reviewed here is both a strength and a weakness. The inclusion of 4 different physical health conditions meant that it was not possible to combine the evidence in cases where the outcomes targeted were heterogeneous, which limits what can be inferred from the results. However, we summarized the available evidence, providing the first systematic exploration of how PP characteristics modify intervention effectiveness. Simple vote counting was not judged appropriate for the synthesis of findings that could not be meta-analyzed. Instead, we created a novel summary figure based on the Harvest plot referred to here as the Adapted Harvest plot. The Adapted Harvest plot provided an indication of the strength of the evidence for narrative synthesis by including study size and RoB.

The majority of the screening was conducted by one person, and only 10% of the abstracts and titles were double screened. This is in line with previous practice where a large number of studies were located [46,74-77]. Every effort was made to locate all relevant literature; however, it is possible that some relevant studies may have been missed.

**Limitations of the Evidence Base**

There were several limitations in the methodology and data reported by the studies included in the review. It was not possible to conduct a meta-analysis because the outcomes were heterogeneous, and essential data were not reported. A high proportion of the included studies found that the intervention effect was modified by at least one participant characteristic on at least one outcome. This suggests that teams may be more likely to publish these analyses when they find evidence of a difference in effect [78].

There was a high risk of selection bias across the included studies, which may have excluded people from lower SES groups. The few studies that did comment on the representativeness of the study population indicated that the samples tended to be more white people, with higher levels of education. This not only limits the generalizability of the study findings but also potentially masks differences in effectiveness that may have been present between more and less advantaged groups because the sample is underpowered to detect differences in these subgroups.

The complex relationship between social characteristics and potential effectiveness or engagement with online interventions was not considered carefully in the included studies. The range of different PP characteristics explored and the comparisons within the PP characteristic appeared to be decided post hoc and did not appear to be guided by theory. Therefore, the evidence on the influence of PP on effectiveness was limited. The Cochrane RoB 1.0 tool was limited in evaluating bias in the data that were important for this systematic review. Although the tool is very effective at identifying bias that can arise from the arms of a study with an unbalanced sample, it does not provide a category that evaluates the risk of the sample not being representative of the general population with the condition. RoB 2.0 was not used in this study because it does not allow for other RoBs and would therefore not allow us to capture issues with selective recruitment.

**Comparison With Prior Work**

There is no previous systematic evidence comparing the health equity effects of web-based self-care interventions for people with different social characteristics. This review agrees with previous evidence from single studies that have found that web-based self-care interventions can benefit underserved and disadvantaged groups when the intervention has been designed specifically for such groups [14,25,26]. Some of the included studies found evidence that underserved groups benefited more from the intervention had modified their interventions to be more accessible, useable, or engaging for these groups. Two studies designed the intervention, so it was in an accessible format for those with different educational abilities. A study found that those with lower health literacy benefited more and designed interventions to maximize usability for people with lower literacy [65]. A study found that those with divorced parents and lower baseline knowledge benefited more from the intervention and opted for a serious-game intervention that was designed to be appealing to a range of ages (11-18 years) and therefore a range of baseline knowledge in boys and girls [59].

Of the 4 studies that found that ethnic minority groups benefited more, 2 studies had adapted the intervention to be appealing to the study population targeted. One study targeting Latinos with T2D provided the intervention in Spanish and English [64,73]. Another study that found that ethnic minority youth with T1D benefited more from using the intervention than majority ethnic groups used an intervention with a graphic novel format and a cast of ethnically diverse characters with T1D [62]. However, there are no specific design features that suggest why ethnic minority groups may benefit more than majority ethnic groups in these studies. Indeed, the other 2 studies that found ethnic minority groups benefited more did not adapt the interventions to make it more accessible to ethnic minority groups. It is possible that in these studies, ethnic minority groups may have benefited more from the intervention because they had less exposure to health care support before using the digital intervention. There has been previous evidence that those from ethnic minority groups and those with lower SES face greater challenges accessing health care services and support [79-81]. Therefore, interventions that reduce barriers to access and use
may be more effective for populations currently underserved by health care services.

Common to the 4 studies that found minority ethnic groups benefited more from the intervention was their sampling strategy aimed at maximizing the recruitment of minority ethnic groups [62,67,69,73]. Subsequently, all 4 studies had a high representation of people from ethnic minority groups in the sample, resulting in the sample being powered to detect differences in effectiveness by ethnicity. Webb et al [82] similarly found that recruitment sampling was an important predictor of the effectiveness of an intervention. They found that when theory or predictors were used to select recipients for the intervention, the intervention had the greatest improvements in behaviors [82]. The 4 studies in this review cited the potential for digital interventions to increase access to health care in these minority groups, as motivation for their study design, and target the recruitment of minority groups [62,67,69,73]. Therefore, consideration of the sample where the intervention was evaluated appears to be important in addition to considering the needs of the target population.

Interventions designed without considering the needs of the users can exclude social groups, and this is the likely cause of the difference in effectiveness found by education and employment. Van Dijk’s theory of the digital divide proposed that if the content of the technology only fulfills the needs of the dominant group (eg, high education, employed) or is challenging to use, those users from the less dominant group will benefit less from the use of the technology [83]. This supposition has been supported by findings that the design of web-based health information can limit the usability of digital interventions for people of lower SES [36,37,84,85].

The mixed findings for age, gender, and health literacy may be associated with whether the interventions were designed considering the needs of people with those characteristics. This was illustrated by the findings for health literacy in this review. Davis et al [65] designed their intervention with the needs of low literacy individuals in mind and found that those with lower literacy levels benefited more from the intervention. Huang et al [58] found that those with higher literacy benefited more and acknowledged that they would need to provide additional support for users with lower health literacy levels at baseline. Alternatively, mixed findings may be related to the participant’s other social characteristics. For example, in studies where older people were found to benefit more from the intervention, they may have had a higher level of education and consequently higher digital skills relative to their younger counterparts. There is growing evidence that individual social characteristics do not work in isolation but interact in complex ways that influence health outcomes [86]. As such, conducting an analysis involving the comparison of individual groups may not be sufficient to establish how digital self-care interventions may impact health inequities.

**Conclusions**

There was evidence that web-based self-care interventions for chronic conditions can benefit some (minority ethnic groups, divorced parents) and disadvantage other (low education, unemployed) social groups who have historically experienced health inequity. However, these findings should be treated with caution as most of the evidence came from a small number of low-quality studies. The findings for gender and health literacy were mixed across diabetes studies, and the findings for age were mixed across asthma, COPD, and diabetes studies. There was no evidence that income, numeracy, or the number of people living in the household modified intervention effectiveness. We conclude that there appear to be interaction effects that warrant exploration in future research, and a priori consideration of predicted interaction effects is recommended.

**Acknowledgments**

This project was funded by the National Institute for Health Research (NIHR) School for Primary Care Research (SPCR; project reference 2019-5007) at the University of Bristol. The views expressed are those of the author(s) and not necessarily those of the NHS, the NIHR, or the Department of Health.

**Authors' Contributions**

ST had primary responsibility for conducting this study as part of her NIHR SPCR PhD and drafted the manuscript. All authors contributed to the conception, study design, study quality assessment, analysis, and interpretation. All authors contributed to revisions of the manuscript and approved the final version.

**Conflicts of Interest**

None declared.

Multimedia Appendix 1

Systematic review search strategies.
[DOCX File , 37 KB - imir_v22i6e17849_app1.docx ]

Multimedia Appendix 2

Table 2. Characteristics of included studies and populations.
[DOCX File , 28 KB - imir_v22i6e17849_app2.docx ]
Multimedia Appendix 3
Table 3. Participant characteristics.

[DOCX File, 26 KB - imir_v22i6e17849_app3.docx]

Multimedia Appendix 4
Table 4. Intervention description.

[DOCX File, 34 KB - imir_v22i6e17849_app4.docx]

Multimedia Appendix 5
Table 5: Overview of available data for social characteristics modifying intervention effects.

[DOCX File, 23 KB - imir_v22i6e17849_app5.docx]

Multimedia Appendix 6
Table 6. Modification of effectiveness data available for PROGRESS-Plus categories in the included studies.

[DOCX File, 23 KB - imir_v22i6e17849_app6.docx]

References


**Abbreviations**

- **COPD**: chronic obstructive pulmonary disease
- **NHS**: National Health Service
- **NIHR**: National Institute for Health Research
- **PP**: PROGRESS Plus
- **QoL**: quality of life
- **RCT**: randomized controlled trial
- **RoB**: risk of bias
- **ROBINS-I**: Risk Of Bias In Non-randomized Studies-of Interventions
- **SDH**: social determinants of health
- **SES**: socioeconomic status
- **SPCR**: School for Primary Care Research
- **T1D**: type 1 diabetes
- **T2D**: type 2 diabetes

© Sophie Turnbull, Christie Cabral, Alastair Hay, Patricia J Lucas. Originally published in the Journal of Medical Internet Research (http://www.jmir.org), 05.06.2020. This is an open-access article distributed under the terms of the Creative Commons Attribution License (https://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution, and reproduction in any medium, provided the original work, first published in the Journal of Medical Internet Research, is properly cited. The complete bibliographic information, a link to the original publication on http://www.jmir.org/, as well as this copyright and license information must be included.
Lifestyle Segmentation to Explain the Online Health Information–Seeking Behavior of Older Adults: Representative Telephone Survey

Winja Weber¹, MA; Anne Reinhardt¹, MA; Constanze Rossmann¹, PhD
University of Erfurt, Erfurt, Germany

Corresponding Author:
Winja Weber, MA
University of Erfurt
Nordhaeuser Str 63
Erfurt
Germany
Phone: 49 361 737 4175
Email: winja.weber@uni-erfurt.de

Abstract

Background: As a result of demographic changes, the number of people aged 60 years and older has been increasing steadily. Therefore, older adults have become more important as a target group for health communication efforts. Various studies show that online health information sources have gained importance among younger adults, but we know little about the health-related internet use of senior citizens in general and in particular about the variables explaining their online health-related information–seeking behavior. Media use studies indicate that in addition to sociodemographic variables, lifestyle factors might play a role in this context.

Objective: The aim of this study was to examine older people’s health-related internet use. Our study focused on the explanatory potential of lifestyle types over and above sociodemographic variables to predict older adults’ internet use for health information.

Methods: A telephone survey was conducted with a random sample of German adults aged 60 years and older (n=701) that was quota-allocated by gender, age, educational status, and degree of urbanity of their place of residence.

Results: The results revealed that participants used the internet infrequently (mean 1.82 [SD 1.07]), and medical personnel (mean 2.89 [SD 1.11]), family and friends (mean 2.86 [SD 1.21]), and health brochures (mean 2.85 [SD 1.21]) were their main sources of health information. A hierarchical cluster analysis based on values, interests, and leisure time activities revealed three different lifestyle types for adults aged over 60 years: the Sociable Adventurer, the Average Family Person, and the Uninterested Inactive. After adding these types as second-step predictors in a hierarchical regression model with sociodemographic variables (step 1), the explained variance increased significantly ($R^2=.02, P=.001$), indicating that the Average Family Person and the Sociable Adventurer use the internet more often for health information than the Uninterested Inactive, over and above their sociodemographic attributes.

Conclusions: Our findings indicate that the internet still plays only a minor role in the health information–seeking behavior of older German adults. Nevertheless, there are subgroups including younger, more active, down-to-earth and family-oriented males that may be reached with online health information. Our findings suggest that lifestyle types should be taken into account when predicting health-related internet use behavior.

(J Med Internet Res 2020;22(6):e15099) doi:10.2196/15099
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Introduction

Background

The world population is aging; in 2017, at least 962 million people worldwide were 60 years old and older. Researchers expect a doubling of this number by 2050 [1]. The reasons for this tendency are an increase in life expectancy and a decline in birthrates. This demographic change implies multiple challenges for society, especially for the health care system and health care communicators because aging is linked with several health-related restrictions: research predicts a sharp increase in age-related diseases [2,3], which will lead to a greater need for medical care [4]. For this reason, it is important to effectively inform older adults about health issues, help them manage (chronic) diseases, and promote a healthy lifestyle and, in doing so, relieve the health care system in the long run. In order to guarantee successful communication, it is important to understand what sources of health information seniors use and which predictors best explain their health information-seeking behavior.

In general, the internet has become increasingly important as a source of health information. Research indicates that there has been a great increase in internet use for health information among several target groups [5-8]. Several studies even proclaim the internet to be the most important source of health information nowadays [7,8]. However, other studies show that sources such as interpersonal communication with health care providers or traditional media channels are still more important than the internet [9]. Among older adults, both data on general internet use [10] and data on online health information seeking [9,11] indicate that the internet does not play a major role as a source of health information among older adults.

Given the rapid evolution in this area and the contradictory view on the role of the internet for older adults, we sought to examine the role of the internet as a source of health information for older adults in Germany and, in particular, identify which attributes best explain their online health information-seeking behavior. Research findings indicate that sociodemographic variables are strong predictors of online health information behavior [11], but they do not explain all of it. Thus, explaining the use of the internet for health information using only sociodemographic variables reflects only a part of the picture. Studies in the context of consumer research have considered lifestyle attributes in order to better understand and explain user behavior [12]. Accordingly, online health information-seeking behavior might be influenced by lifestyle factors and values.

Thus, our study focused on the role of lifestyle variables to explain older adults’ online health information behavior. In our article, we focus on adults aged 60 years and older because in the field of gerontology and consumer research it is a common practice to subdivide old age into those aged under 60 years and those aged 60 years or older [13-15]. Because there has been no research showing the impact of lifestyles as predictors of older adults’ online health information behavior, we investigated in a representative survey (1) the role of the internet for health information-seeking behavior among German adults ages 60 years or older and (2) to what extent lifestyle types contribute to the model over and above sociodemographic variables.

Health Information–Seeking Behavior of Older Adults

According to the Health Information National Trends Survey, in 2014 at least 45% of Americans stated that the internet was their primary source of health information, followed by health care professionals, traditional media, and family and friends [7]. In Germany, representative data showed a similar picture—for instance, in 2013 40% of Germans used the internet for health information [16,17].

However, for adults aged 60 years and above, findings present a different picture. People in this age group predominantly consult health care professionals to obtain health-related information [18,19]. Moreover, they typically use traditional media such as print media, radio, TV, and material from health insurance funds or pharmacies for health-related information [17,20,21]. Although internet use for health-related information among older adults has been steadily increasing over the past years, it still seems to play a minor role. In 2013, just 16% of German adults 60 years and older indicated the use of the internet for health purposes [17]. In America, the number is slightly higher, with 29% of people 65 years and older using the internet to obtain health information [5]. Due to increasing internet use in general during the past several years and a lack of data about the current status quo, we asked:

- RQ1: Which sources of health information do older adults use in Germany and what role does the internet play in this context?

Factors Explaining Online Health Information–Seeking Behavior of Older Adults

Online health information seeking can be determined by many different factors. A representative study in Europe examined age as one of the strongest predictors of online health information behavior [11]. With increasing age, the number of people who use the internet to seek health-related information decreases [9,18]. Those differences between younger and older people might be a result of psychological and social aging processes. Thus, research found that older people have less technological control and self-efficacy in addition to fewer skills for adapting to new technologies [22]. This lack of confidence can reduce the intention to use online health information [23]. Additionally, adults do not trust the internet as a source of health information [9] and have difficulties in coping with the information overload they find when seeking information online [24]. Other age-related factors that determine internet use are people’s cognitive capability (such as memory loss) and physical conditions (such as sight loss) [25]. Furthermore, people who are generally curious about life in particular search more actively for health information online [26].

In addition to age, research findings indicate that well-educated people who live in an urban area are more likely to use the internet for health-related purposes than those who are less educated and live in a rural area [11,16,27]. Research focusing on the influence of gender-specific online health information–seeking behavior demonstrates heterogeneous findings: while men generally use the internet more often,
women are more interested in health information [28]. Accordingly, some researchers found more frequent health-related use of the internet for females [29,30], while others indicate that the typical online health information seeker is male [31].

Another discrepancy in research findings can be found with respect to individuals’ health status. On the one hand, studies indicate that people with poorer health are more likely to search for health information online than people with a good health status [11,26]. On the other hand, studies suggest that adults with a good health status use online health information sources more frequently than those with a poorer self-reported health status [32]. Given the inconclusive picture, we ask the following question:

- **RQ2:** Which factors (age, education, gender, place of residence, health status) explain older adults’ online health information-seeking behavior?

**Lifestyle Segmentation to Explain Online Health Information-Seeking Behavior**

Differences in (consumer) behavior cannot only be explained by demographic variables but rather are influenced by people’s general lifestyles as well [33]. Lifestyles can be defined as “patterns of action that differentiate people...” (34). Lifestyles therefore help to make sense of...what people do, and why they do it, and what doing means to others” [34]. Lifestyle segmentation is a concept derived from market or audience research [12] that aims to cluster people with similar characteristics or values. It has been used primarily in the marketing sector [35] but also in the context of health campaign planning [12]. In marketing and consumer research literature, the term lifestyle is often used synonymously with psychographics [36]. However, psychographics mainly focus on personality traits whereas lifestyles mainly focus on needs and values closely associated with behavior [37]. Because of this, we decided to refer to the lifestyle concept instead of psychographics in this study.

In the context of lifestyles, audience segmentation can be seen as “classification schemes...[that] are based in overarching models and assumptions about...lifestyles and values and not on variables that predict a specific behavior” [38]. Lifestyle is primarily defined by activities, interests, and opinions [33,39-41]. Accordingly, activities (such as work or hobbies), interests (such as family, home, media), and beliefs (such as social issues, politics, culture) are typically measured in order to identify lifestyle types [42]. In addition, researchers often relate lifestyles to values [43] because they are a part of individuals’ views of the world and thus form a major factor in people’s character and behavior [33,44].

In the context of consumer research and audience segmentation, previous studies have already addressed lifestyle attributes to explain consumer behavior [33]. In the specific case of media use, lifestyle segmentation has been used to understand habits such as daily newspaper use [45], adolescents’ media use [46], adoption and use of pagers and mobile phones [41], older adults’ participation in online communities [47], and attitudes toward internet advertisements [48]. While these studies found differences in the behavior between the examined lifestyle types, another study investigated whether lifestyles have the potential to explain online news usage [49]. The authors found that lifestyles did not predict the adoption of online news in general. However, the enjoyment of interactive capability of online news was predicted most strongly by lifestyles in the group of adopters [49].

Most of the aforementioned studies included internet use either as a cluster-forming variable rather than a dependent variable [50,51] or studied differences within the clusters and not the explanatory potential of lifestyles [41,45-48]. Additionally, there is an ongoing debate about whether lifestyles, compared with demographics, are suitable to explain media use patterns. Skeptical researchers suggest that lifestyles are already included in demographic variables [32]. Hence, one study compared the influence of demographics and psychographics to explain the consumption of different forms of media use [53]. It found that the contribution of demographics and psychographics varied across the different behaviors: while psychographics played no role beyond the demographic explanation in outcomes such as genre preferences, the prediction of TV consumption benefited from adding lifestyle variables. Therefore, the authors of this study recommend integrating both approaches to explain and understand behavior [53].

The role of lifestyle variables becomes particularly important when focusing on older adults: several studies show that age itself is not the main predictor for behavior among older people [47,54,55]. A reason might be that aging is a very individualistic process: rather than aging chronologically, people age very differentially [54,56]. How old someone feels is directly associated with their mindset (eg. values) and activity—thus, lifestyle variables play a major role in explaining behavior [54]. For instance, a 65-year-old person can have a very inactive lifestyle and may wish to stay at home most of the time, while a 75-year-old person can be still very sporty and interested in discovering new things. This example might make clear why older people are often described as the most heterogeneous audience [47]. Lifestyle types have already been successfully used to segment this heterogeneous target group into homogenous subgroups to get a better understanding of the so-called gray market [50,51,57-59], but there is no research examining the impact of lifestyle segmentation on the online health information-seeking behavior older adults.

In sum, demographic variables such as age, education, gender, and health status have an influence on online health information-seeking behavior. However, in many cases lifestyle types can go beyond demographics in explaining behaviors. Nevertheless, there has been no research examining the impact of lifestyle segmentation on the online health information-seeking behavior in general and especially of older adults. This led us to ask the following:

- **RQ3:** Which lifestyle types can be identified in the age group 60 years and older based on general values, leisure values, leisure activities, and interests?
- **RQ4:** Do lifestyle types offer added value to explain older adults’ online health information-seeking behavior beyond demographics?
Methods

Recruitment
To answer our research questions, we conducted a telephone survey with 701 adults aged 60 years and older recruited by the Institute for Applied Marketing and Communication Research GmbH. As the study involved human participants, an institutional review board approval was obtained by the advisory board on ethical issues of the University of Erfurt (No. 17/05/29). All participants gave their informed consent to use and share their data for scientific purposes without disclosure of their identity. The respondents were selected randomly and quota-allocated by age (60-64 years, 65-74 years, and >75 years), rural/urban living areas (<10,000 residents, >10,000 residents), gender (male, female), and education (low, high). The survey was conducted as part of the formative research for the strategic development of a vaccination campaign and therefore also included health-related questions not relevant here. For this reason, the interview duration was about 30 minutes.

About half (15,967/31,419, 50.82%) of the total sample did not fit into the quota or were not reached. In addition, 46.57% (14,633/31,419) of the respondents refused to participate. Since the response rate was low (701/31,419 [2.3% of the gross sample]), the telephone survey did not fully reach the targeted quotas. Because of this, a weighting factor was applied in the following analyses, except in the factor analysis and cluster analysis—SPSS Statistics (IBM Corporation) does not allow the use of weighting in those data analytic procedures.

Measurement

Dependent Variables
Participants’ health information-seeking behavior was measured using sources of health information with 11 items—internet use, health personnel, brochures, family and friends, conventional media (TV, radio, newspapers), apps, pharmacy, books, other patients, health insurance, and health workshops—on a 5-point scale (How often do you use the following sources of health information in general? 1 = never to 5 = very often) [60,61].

Lifestyle Variables
As a central determinant of lifestyle types, we measured general values and life goals with 11 items on a 5-point scale (1 = not at all important to 5 = very important): law and order, safety, success, creativity, political commitment, amusement, conformity, friends, environment, peace and harmony, and religion.

In addition, we assessed participants’ leisure values with 3 items (experience adventures, meet interesting people, and do something new/crazy) on a 5-point scale (1 = not at all important to 5 = very important).

To examine the recreational activity of our participants, we asked how often they engage in the following leisure time activities during their free time (eg, at weekends, in the afternoon): using a computer, participating in sports, going to the theater/opera, visiting a museum, eating out in a restaurant, having guests visit them at home, reading books, watching TV, gardening, doing handicraft work, going for a walk, baking/cooking, listening to music, and spending time with their family. The frequency was measured on a 5-point scale (1 = never to 5 = very often).

Participants’ personal interests were assessed on a 5-point scale (1 = not interested in to 5 = very interested in) via 11 items: politics, economics/law, sports, health, arts/literature, science, children/upbringing, partnership/family, traveling/vacation, work, and house/garden.

Further Predictor Variables
Participants’ subjective health status was measured on a 5-point scale (1 = very bad to 5 = very good) with the question: How would you describe your actual state of health? (mean 3.06 [SD 0.80]) [62].

Finally, we assessed age, gender (0 = male, 1 = female), educational level (0 = low, including no educational qualifications, secondary modern school until class 9, or junior high, 1 = high, including university-entrance diploma, university degree, or higher), and the urbanity of place of residence (0 = under 10,000 residents, 1 = more than 10,000 residents).

Power Analysis
A power analysis determined the sample size for inferential statistics (independent t test: power=.80, α=.05, effect size d=0.2) and was rounded up to the nearest hundred [63].

Results

User Statistics
After weighting, the average age of participants was 71.6 (SD 7.3) years and 55.3% (388/701) were female. Most subjects had lower education levels (590/693, 86.0%) and came from cities with a population of more than 10,000 residents (518/701, 73.9%). Regarding their technical equipment, nearly two-thirds of our sample owned a computer (464/698, 66.2%) and nearly half of them had a smartphone (289/699, 41.4%). Furthermore, 60.7% of the participants (425/697) used the internet at least occasionally with an average duration of 85.2 (SD 109.9) minutes per day. See Multimedia Appendix 1 for descriptive analyses of all variables included in the following main analyses.

Evaluation Outcomes

Health Information Behavior of Older Adults
For our first research question (RQ1), we wanted to know what health information sources older adults use and if the internet plays a role in this context. A descriptive analysis (Table 1) showed that the most commonly used sources of health information were free brochures and pharmacy magazines, followed by interpersonal communication with medical staff, family, and friends, and traditional media sources. The internet was only infrequently used as a source of health information (mean 1.82 [SD 1.08]). Only other patients, health insurances, health workshops, and apps are used less often than the internet to get health information.
Table 1. Frequency of older adults’ use of health information sources (n=681-689).

<table>
<thead>
<tr>
<th>Source</th>
<th>Mean (SD)</th>
<th>95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Health personnel</td>
<td>2.89 (0.04)</td>
<td>2.81-2.98</td>
</tr>
<tr>
<td>Family/friends</td>
<td>2.87 (0.40)</td>
<td>2.80-2.95</td>
</tr>
<tr>
<td>Brochures</td>
<td>2.85 (0.05)</td>
<td>2.76-2.94</td>
</tr>
<tr>
<td>Conventional media</td>
<td>2.70 (0.04)</td>
<td>2.61-2.78</td>
</tr>
<tr>
<td>Books</td>
<td>2.01 (0.04)</td>
<td>1.93-2.09</td>
</tr>
<tr>
<td>Pharmacy</td>
<td>1.97 (0.04)</td>
<td>1.90-2.04</td>
</tr>
<tr>
<td>Internet</td>
<td>1.83 (0.04)</td>
<td>1.78-1.91</td>
</tr>
<tr>
<td>Other patients</td>
<td>1.80 (0.04)</td>
<td>1.73-1.87</td>
</tr>
<tr>
<td>Health insurance</td>
<td>1.42 (0.03)</td>
<td>1.34-1.47</td>
</tr>
<tr>
<td>Health workshops</td>
<td>1.29 (0.03)</td>
<td>1.23-1.34</td>
</tr>
<tr>
<td>Apps</td>
<td>1.12 (0.02)</td>
<td>1.08-1.15</td>
</tr>
</tbody>
</table>

**Lifestyle Types of Older Adults**

In order to identify lifestyle types among adults aged 60 years and above (RQ3), we combined factor analyses with a cluster analysis. Because all lifestyle constructs were assessed via numerous items, in a first step we conducted exploratory factor analyses (rotation method: varimax; missing data: listwise deletion) with principal axis factoring in order to group similar variables into dimensions. Items that could not be summed up to one of the factors were treated separately in the cluster analysis.

Four of the 11 general values items could be combined into 2 factors (Kaiser-Meyer-Olkin [KMO]=.539; Multimedia Appendix 2), including the dimensions harmony (high loadings on importance of friends, peace/harmony) and regularity (high loadings on importance of law and order, safety).

The leisure activities were assessed with 14 items, of which 6 could be summed to 3 factors (KMO=.501; Multimedia Appendix 3), including culture (high loadings on going to a theater/opera, visiting museums), home and garden (high loadings on handicap work, gardening), and technology (high loadings on using a computer, anti-baking/cooking). The leisure values (3 items) were treated separately (in accordance with the underlying scale).

The participants’ personal interests were measured with 11 items that were combined into 2 factors (KMO=.580; Multimedia Appendix 4), including news (high loadings on interest in politics, economics/law) and family (high loadings on interest in children/upbringing, partnership/family, work/education).

In order to identify homogenous groups of cases based on the above-mentioned lifestyle variables, a hierarchical cluster analysis was computed. Ward minimum-variance clustering was performed using the squared Euclidean distance. Prior to the hierarchical cluster analysis, the relevant assumptions of this statistical analysis were tested [64,65]: (1) sample size of n=701 was deemed adequate, (2) statistical outliers were eliminated, (3) there were no missing data, (4) all analyzed variables were z-standardized, and (5) cluster variables were tested for normal distribution (the latter assumption was violated, but the hierarchical cluster analysis is robust to this violation) [66]. At each step, samples were merged into larger clusters to maximize the between-cluster sum of squares. Using this approach, three clusters were identified. They differed significantly in all cluster variables except for the leisure activity domestic work (Table 2).
Table 2. Differences in general values and life goals, leisure values, leisure activities, and interests between the identified clusters (n=595).

<table>
<thead>
<tr>
<th>Variables</th>
<th>Total cohort, mean (SD)</th>
<th>Social Adventurer, mean (SD)</th>
<th>Average Family Person, mean (SD)</th>
<th>Uninterested Inactive, mean (SD)</th>
<th>F score</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>General values</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Regularity</td>
<td>0.02 (0.79)</td>
<td>-0.19 (0.90)</td>
<td>0.02 (0.77)</td>
<td>0.30 (0.52)</td>
<td>13.93</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Harmony</td>
<td>0.01 (0.61)</td>
<td>0.07 (0.52)</td>
<td>0.03 (0.62)</td>
<td>-0.15 (0.66)</td>
<td>5.05</td>
<td>.01</td>
</tr>
<tr>
<td>Success</td>
<td>0.00 (1.00)</td>
<td>0.34 (0.94)</td>
<td>-0.14 (0.97)</td>
<td>-0.14 (1.02)</td>
<td>14.82</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Creativity</td>
<td>0.01 (0.98)</td>
<td>0.45 (0.64)</td>
<td>-0.02 (0.90)</td>
<td>-0.54 (1.25)</td>
<td>40.57</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Political commitment</td>
<td>0.00 (0.99)</td>
<td>0.52 (0.94)</td>
<td>-0.03 (0.97)</td>
<td>-0.65 (0.65)</td>
<td>57.78</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Amusement</td>
<td>-0.01 (0.99)</td>
<td>0.56 (0.82)</td>
<td>-0.11 (0.96)</td>
<td>-0.56 (0.87)</td>
<td>56.72</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Conformity</td>
<td>-0.03 (0.96)</td>
<td>0.09 (0.97)</td>
<td>-0.01 (1.01)</td>
<td>-0.23 (0.77)</td>
<td>3.87</td>
<td>.02</td>
</tr>
<tr>
<td>Environment</td>
<td>0.02 (0.99)</td>
<td>0.27 (0.78)</td>
<td>-0.11 (1.10)</td>
<td>-0.03 (0.91)</td>
<td>8.32</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Religion</td>
<td>-0.01 (1.00)</td>
<td>-0.00 (1.02)</td>
<td>-0.01 (1.01)</td>
<td>0.00 (0.92)</td>
<td>0.01</td>
<td>&gt;.99</td>
</tr>
<tr>
<td><strong>Leisure values</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Experience adventures</td>
<td>-0.01 (0.99)</td>
<td>0.74 (1.00)</td>
<td>-0.20 (0.88)</td>
<td>-0.61 (0.50)</td>
<td>100.48</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Meet interesting people</td>
<td>0.02 (1.00)</td>
<td>0.51 (0.60)</td>
<td>0.03 (0.94)</td>
<td>-0.73 (1.15)</td>
<td>64.23</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Do something crazy</td>
<td>0.01 (0.99)</td>
<td>0.71 (1.01)</td>
<td>-0.18 (0.87)</td>
<td>-0.52 (0.69)</td>
<td>82.91</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Leisure activities</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Culture</td>
<td>0.01 (0.85)</td>
<td>0.59 (0.79)</td>
<td>-0.03 (0.77)</td>
<td>-0.70 (0.51)</td>
<td>105.06</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Technology</td>
<td>0.01 (0.63)</td>
<td>0.05 (0.66)</td>
<td>0.03 (0.62)</td>
<td>-0.12 (0.57)</td>
<td>3.08</td>
<td>.047</td>
</tr>
<tr>
<td>Home and garden</td>
<td>0.03 (0.76)</td>
<td>0.10 (0.77)</td>
<td>0.10 (0.75)</td>
<td>-0.24 (0.72)</td>
<td>10.01</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Participating in sports</td>
<td>0.04 (0.99)</td>
<td>0.60 (0.76)</td>
<td>0.03 (0.96)</td>
<td>-0.75 (0.77)</td>
<td>83.27</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Eating out in a restaurant</td>
<td>0.01 (0.99)</td>
<td>0.28 (0.98)</td>
<td>0.04 (0.95)</td>
<td>-0.46 (0.95)</td>
<td>20.44</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Having guests</td>
<td>0.00 (0.98)</td>
<td>0.52 (0.75)</td>
<td>-0.00 (0.90)</td>
<td>-0.74 (1.01)</td>
<td>70.30</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Reading books</td>
<td>0.01 (1.00)</td>
<td>0.57 (0.71)</td>
<td>0.09 (0.98)</td>
<td>0.01 (0.90)</td>
<td>51.87</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Watching TV</td>
<td>0.01 (0.98)</td>
<td>-0.12 (1.02)</td>
<td>0.03 (0.96)</td>
<td>-0.75 (0.77)</td>
<td>2.56</td>
<td>.08</td>
</tr>
<tr>
<td>Going for a walk</td>
<td>0.07 (0.96)</td>
<td>0.51 (0.74)</td>
<td>0.00 (0.94)</td>
<td>-0.39 (1.04)</td>
<td>36.02</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Listening to music</td>
<td>0.01 (0.99)</td>
<td>0.26 (0.88)</td>
<td>0.07 (0.91)</td>
<td>-0.52 (1.13)</td>
<td>24.70</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Spending time with family</td>
<td>0.03 (0.96)</td>
<td>0.28 (0.88)</td>
<td>0.02 (0.96)</td>
<td>-0.31 (0.97)</td>
<td>13.62</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Interests</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>News</td>
<td>0.00 (0.82)</td>
<td>0.16 (0.73)</td>
<td>0.08 (0.77)</td>
<td>-0.46 (0.93)</td>
<td>24.70</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Family</td>
<td>0.01 (0.85)</td>
<td>0.27 (0.82)</td>
<td>0.11 (0.76)</td>
<td>-0.62 (0.81)</td>
<td>48.21</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Sports</td>
<td>0.01 (1.00)</td>
<td>0.39 (0.89)</td>
<td>-0.07 (0.99)</td>
<td>-0.32 (1.03)</td>
<td>20.35</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Health</td>
<td>0.02 (0.98)</td>
<td>0.18 (0.96)</td>
<td>-0.03 (1.01)</td>
<td>-0.09 (0.94)</td>
<td>3.52</td>
<td>.03</td>
</tr>
<tr>
<td>Arts and literature</td>
<td>-0.02 (0.99)</td>
<td>0.55 (0.84)</td>
<td>-0.04 (0.91)</td>
<td>-0.80 (0.86)</td>
<td>81.19</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Science and technology</td>
<td>0.02 (1.00)</td>
<td>0.46 (0.81)</td>
<td>-0.04 (0.99)</td>
<td>-0.47 (1.04)</td>
<td>32.59</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Traveling and vacation</td>
<td>0.02 (1.00)</td>
<td>0.46 (0.81)</td>
<td>0.09 (0.91)</td>
<td>-0.82 (0.97)</td>
<td>73.85</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>House and garden</td>
<td>0.02 (0.99)</td>
<td>-0.12 (1.01)</td>
<td>0.20 (0.83)</td>
<td>-0.24 (1.10)</td>
<td>11.31</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

a-cCells in a row with different letter superscripts differ with P<.05 (Duncan post hoc test).
Cluster 1 consisted of 28.5% (169/595) of the total subjects. This cluster was characterized by participants who were interested in almost all questioned activities. They stated an appreciation for meeting interesting people, doing something crazy, and experiencing adventures. In addition, they liked to have guests, read books, and spend time actively (eg, doing sports, visiting a museum). Furthermore, they attached great importance to a life full of creativity, amusement, and political engagement. Hence, cluster 1 was called the Sociable Adventurer.

The second cluster was the largest group, with 51.7% (308/595) of the total subjects. This group included older adults who put less value on experiencing adventures or doing something crazy. Instead, they appreciated doing domestic work and gardening or spending time with their families. In general, they did not focus on a life full of success or amusement. Therefore, we called this type the Average Family Person.

Cluster 3 was the smallest group (118/595, 19.8%) and significantly different from the others, characterized by participants who had no real interests and did not like to leave their comfort zones (such as having no interest in experiencing adventures or trying something new). These subjects had a great sense for regularity. Cluster 3 was called the Uninterested Inactive. For a more comprehensive overview of the three lifestyle types, we look at their demographics in the next step (Table 3).

### Table 3. Characteristics of clusters by demographic variables.

<table>
<thead>
<tr>
<th>Demographics</th>
<th>Sociable Adventurer, n (%)</th>
<th>Average Family Person, n (%)</th>
<th>Uninterested Inactive, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age in years</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>60-64</td>
<td>48 (28.4)</td>
<td>76 (24.8)</td>
<td>25 (21.2)</td>
</tr>
<tr>
<td>65-69</td>
<td>45 (26.6)</td>
<td>65 (21.2)</td>
<td>13 (11.0)</td>
</tr>
<tr>
<td>70-74</td>
<td>25 (14.8)</td>
<td>55 (17.9)</td>
<td>18 (15.3)</td>
</tr>
<tr>
<td>75+</td>
<td>51 (30.2)</td>
<td>111 (36.2)</td>
<td>62 (52.2)</td>
</tr>
<tr>
<td>Gender</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>81 (47.9)</td>
<td>126 (41.0)</td>
<td>66 (55.9)</td>
</tr>
<tr>
<td>Male</td>
<td>88 (52.1)</td>
<td>181 (59.0)</td>
<td>52 (44.1)</td>
</tr>
<tr>
<td>Education</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low</td>
<td>67 (40.1)</td>
<td>172 (56.0)</td>
<td>87 (74.4)</td>
</tr>
<tr>
<td>High</td>
<td>100 (59.9)</td>
<td>135 (44.0)</td>
<td>30 (25.6)</td>
</tr>
<tr>
<td>Place of residence</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Smaller city</td>
<td>23 (13.5)</td>
<td>94 (30.5)</td>
<td>39 (33.1)</td>
</tr>
<tr>
<td>Middle sized or larger city</td>
<td>147 (86.5)</td>
<td>214 (69.5)</td>
<td>79 (66.9)</td>
</tr>
</tbody>
</table>

aDemographic factors differ with $P<.05$ ($\chi^2$ difference test).

Corresponding to the degree of activity, the oldest participants belonged to cluster 3. This cluster was also characterized by individuals with lower educational status. With regard to the place of residence, it becomes obvious that cluster 1 mainly consisted of people who lived in middle sized or larger cities. Last, cluster 2 can be characterized by a high proportion of men as compared with the other lifestyle types.

### Factors Influencing Online Health Information–Seeking Behavior

In order to analyze which factors influence online health information seeking among older adults (RQ2 and RQ4), we conducted a 2-step hierarchical regression analysis with internet use for health information as the dependent variable (for an overview of distribution of the outcome variable, see Multimedia Appendices 1 and 5). The independent variables age, gender, educational status, health status, and place of residence were entered in step 1 and the lifestyle types in step 2. Because of the significantly different characterization of cluster 3, the Uninterested Inactive (dummy) served as reference group for the variables the Sociable Adventurer (dummy) and the Average Family Person (dummy). Prior to the hierarchical regression, the relevant assumptions of this statistical analysis were tested. First, the sample size was deemed adequate for the 7 independent variables to be included in the analysis [67]. The assumption of singularity was also met, as the independent variables were not a combination of other independent variables. An examination of correlations revealed that no independent variables were highly correlated. Also, there was no multicollinearity as indicated below (tolerance >0.10, variance inflation factor <10) [68]. Residual and scatter plots indicating the assumptions of normality, linearity, and homoscedasticity were all satisfied [69,70].

Hierarchical regression revealed that at step 1, demographic variables contributed significantly to the regression model ($R^2=0.114$, $F_{5,582}=14.92$, $P<.001$). As can be seen in Table 3, age correlated negatively with the frequency of online health information seeking ($\beta=-.236$, $P<.001$). Accordingly, younger elderly used the internet more often than older ones as a source of health information. Another significant predictor was participant gender. Specifically, men showed greater online
heath information–seeking behavior than woman (β = –.131, 
P = .001). Moreover, educational status (β = .126, 
P = .002) and health status (β = .081, 
P = .04) correlated positively and significantly with online health information use, indicating that highly educated and healthy seniors tend to use online health information more often than less well-educated subjects and those with poorer self-reported health. The place of residence was not significantly associated with health-related use of the internet.

Introducing the lifestyle types in step 2 explained another 2 percentage points of variance (R² = .132). This change in R² was significant (F₇,₅₈₀ = 12.57, P < .001). Again, the demographic variables age (β = –.208, P < .001), gender (β = –.151, P < .001), and education (β = .093, P = .03) correlated significantly with internet use, whereas the influence of subjects’ health status disappeared. Both lifestyle types influenced online health information significantly; that is, the Sociable Adventurer (β = .186, P < .001) and the Average Family Person (β = .160, P = .003) used online health information more often than the Uninterested Inactive (Table 4). To examine differences between the Sociable Adventurer and the Average Family Person, we repeated the analysis with changed reference group (Multimedia Appendix 6). We found no significant influence of the Adventurer type when comparing it with the Average Family Person. Therefore, while both the Sociable Adventurer and the Average Family Person use the internet for health information more often than the Uninterested Inactive, there is no significant difference between them.

Table 4. Summary of hierarchical multiple regression analysis for variables predicting older adults’ online health information–seeking behavior (n = 587).

<table>
<thead>
<tr>
<th>Predictors</th>
<th>Step 1</th>
<th>Step 2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Bᵃ</td>
<td>SE Bᵇ</td>
</tr>
<tr>
<td><strong>Step 1</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age</td>
<td>–0.033</td>
<td>0.005</td>
</tr>
<tr>
<td>Gender</td>
<td>–0.281</td>
<td>0.085</td>
</tr>
<tr>
<td>Education</td>
<td>0.270</td>
<td>0.087</td>
</tr>
<tr>
<td>Place of residence</td>
<td>0.184</td>
<td>0.096</td>
</tr>
<tr>
<td>Health status</td>
<td>0.102</td>
<td>0.050</td>
</tr>
<tr>
<td><strong>Step 2</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sociable Adventurer</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Dummy</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Average Family Person</td>
<td>N/A</td>
<td>N/A</td>
</tr>
</tbody>
</table>

ᵃB: unstandardized regression coefficient.
ᵇSE B: standard error for unstandardized regression coefficient.
ᶜβ: standardized regression coefficient.
ᵈN/A: not applicable.

Due to the fact that internet use for health information did not show wide variance in our sample, we verified our results by testing a logistic regression model recoding internet use as a dummy variable (0 = never, 1 = at least infrequently). The tested model was significant (χ² = 9.853, P = .007). Findings indicate the same tendencies as the linear regression model (Multimedia Appendix 7).

**Discussion**

**Principal Results and Comparison With Prior Work**

Our study examined the relevance of the internet as a source of health information for older adults in Germany and the explanatory potential of lifestyle types over and above sociodemographic variables. Our findings highlight the fact that the internet still has a minor role compared with other sources in the health information–seeking behavior of older adults. Traditional health information sources such as brochures or medical consultations still are their major sources of health information. These findings are in line with current research showing that traditional media and health care workers are the most important health information sources for older adults [19,20].

A hierarchical cluster analysis based on values, interests, and leisure time activities revealed three different lifestyle types: (1) the first type was the Sociable Adventurer; these subjects were the most active with many interests and free time activities; (2) around 50% of the total participants were assigned to the Average Family Person; they preferred to do domestic work and gardening or spend time with their families; and (3) the smallest number of participants belonged to the Uninterested Inactive type; they were characterized by a lack of interests and an increased need for security.

There were several factors that abet the online information–seeking behavior of older adults. In line with current research, participants’ age, education, and gender were, in particular, defining factors [11,27]; younger, highly educated participants used the internet more often for health information seeking than older participants with lower education. Regarding the heterogeneous evidence of the influencing role of gender on online health information–seeking behavior, our study suggests that the over 60-year-old male segment used the
internet more often than women. This finding may be explained by the higher internet use of men in general [28] and in the age group of older adults in particular [71]. Furthermore, it seems reasonable that the age differences in internet use arose from cohort effects within the different age segments. A representative study showed that in 2017, Germans aged 50 to 69 years used the internet 98 minutes per day, while older adults (>70 years) used it much less (36 minutes per day) [72]. These numbers suggest that the internet will become an increasingly important health information source for the next generation of older people.

In addition, our study showed that beyond demographic variables, lifestyle types contributed significantly to our model and were relevant factors in predicting online health information–seeking behavior. Specifically, we found active and open-minded older adults (the Sociable Adventurer) as well as down-to-earth and family-oriented participants (the Average Family Person) to be more likely to seek online health information than uninterested, inactive ones (the Uninterested Inactive). This finding is in line with the results of another study indicating that people who are particularly curious and interested in many things use the internet more often for seeking health information [26]. Interestingly, by introducing the lifestyle types to the regression model, the influence of health status on the dependent variable disappeared. An explanation for this finding might be the fact that health status is associated with a person’s lifestyle: lifestyle, in turn, includes many more dimensions (eg, interests, values) and seems to be more appropriate to predict the online health information–seeking behavior of older adults than health status alone.

The results indicate that demographics alone are not adequate to explain the use of internet sources for health information and lifestyles play an important role as well. Although the additional explained variance was rather small at 2%, lifestyle variables do explain significantly more than demographics alone. However, this small effect is in line with other studies that have either found no effect beyond sociodemographic variables (online news usage [49]) or only a very small effect (consuming various forms of media [53]). However, these studies also found that the explanatory potential of lifetyles varies between different behaviors [53] or may become more important if they are used to explain not only general media use but specific patterns within a behavior [49]. In addition, it should be noted that there are currently no other comparative studies, as most studies in this context rely on variance analyses to show differences in media use between different types of lifestyles [41,45-48]. Due to the ongoing debate about the suitability of lifestyles in comparison with demographics to explain media use patterns, our article provides new insight into this issue. Nevertheless, further studies are necessary to examine the influence of lifestyles beyond sociodemographic variables for different media use behaviors, especially among older people.

As a central part of health campaign planning, an adequate characterization of the addressees of a health message and a target group–specific implementation of the material often determines the success or failure of an intervention [73]. Our results showed that innovative digital health campaigns do not reach older adults as well as traditional media sources do. However, our study has shown that certain groups of older people can also be reached online; therefore, health information campaign planners should not only address sociodemographic variables but also general lifestyle types. Until now, only little was known about lifestyles in the age group 60 years and above except for a few studies such as one about preferences and perception of marketing communication of Poles aged 55 years and older [57] and a general lifestyle typology in the older American market [58]. Our study gives detailed insight into the lifestyles of older adults. This becomes relevant for health care communicators even outside older adults’ online health information–seeking behavior. Therefore, addressing the Sociable Adventurer with images of active older people may work better than images of inactive testimonials. Another conclusion could be drawn for the implementation of health campaign material: in order to address the Average Family Person, gardening or living magazines could be used for distribution. These potential differences should be tested in another study.

Additionally, studies have shown that older people prefer a wide range of content when using the internet, depending on their lifestyle [74,75]. It can be assumed that not only the general internet use differs between lifestyle types but also the way the internet is used: Sociable Adventurers are the most active and open-minded among the examined lifestyle types, which is why they may be more likely to use blogs or interactive offerings. Many people aged 60 years and older, however, are more family oriented. Therefore, they may use the internet primarily for interpersonal communication with their loved ones. If so, social media or mailings have the potential to reach this specific group. We recommend that future studies should investigate the explanatory potential of lifestyle types for the use of specific health services in the internet rather than just general internet use for health information.

**Limitations**

This study has several limitations. First, we decided to focus on demographics and lifestyle types as defining factors of internet use for health information since other predictors such as trust, limited skills, or technophobia are defined as age-related [9,22]. However, the observed variables only explained 13% of the variance of older peoples’ online health information–seeking behavior. Future research should include other variables such as trust in the internet or technical skills to better explain older adults’ online health information–seeking behavior.

Further, the response rate was only 2.4%. Low response rates in telephone surveys can lead to biased data under the assumption that people who consistently participate in surveys are different than those who do not. This nonresponse bias occurs for civic and social engagement as well as volunteering [76]. Nevertheless, telephone polls show only minimal bias from nonresponses on lifestyle, health, and demographic questions, which leads us to the assumption that the nonresponse bias in our sample was low [76]. Last, the analyses are based on cross-sectional survey data. Therefore, we cannot make clear statements regarding causality and the sequence of relationships. Future research should focus
on longitudinal data to investigate more support for the order of events.

**Conclusions**

Our study focused on understanding the use of the internet for health information by adults 60 years and older and how lifestyle types can contribute to explain this behavior. Our study showed that older adults still use the internet very infrequently when seeking health information. However, a subgroup of older adults may be reached with online health information; this group includes the subset of younger, male senior citizens who like to spend their free time actively or with their family and enjoy working in their house and garden. Taking into account a predicted increase in internet use by the next generation of older adults, these individuals should be adequate recipients of online health information, while older inactive people should still be addressed with traditional media like health information brochures.
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Abstract

Background: Swedish municipalities are facing demographic challenges due to the growing number of older people and the resulting increased need for health care services. Welfare technologies are being launched as possible solutions for meeting some of these challenges.

Objective: The aim of this study was to explore the perception, experimentation, evaluation, and procurement of welfare technology practices among professionals working in municipal elder care in relation to their gender, age, and profession.

Methods: Data for this explorative cross-sectional study were collected from 393 responses to a web-based survey on municipal elder care in Sweden. Chi square tests were performed to determine the associations.

Results: The results revealed gender, age, and professional differences in perspectives of municipal elder care workers. Differences were particularly evident in attitudes toward technology, both the use of technology in general and in the workplace, and involvement and participation in decision making regarding the procurement of new welfare technologies. Men (37/53, 70%) expressed a more positive attitude toward and curiosity regarding new technologies than women (157/336, 46.7%) (P=.03). Regarding age, the younger respondents (18-24 years old) perceived the digital transformation in the workplace as “too slow” (4/4, 100%), whereas the majority of older respondents (65-74 years old) perceived it as happening at the “right pace” (4/7, 57%). The elder care personnel felt encouraged by management to explore and experiment with new welfare technologies, but never did so either for management or with patients. Even though the majority of the respondents were women, more men (4/7, 57%) were involved in the procurement process for welfare technology devices and solutions than women (98/336, 29.2%) (P<.001).

Conclusions: Personnel working within municipal elder care were generally very positive toward new technologies. However, both gender and age differences may influence these perspectives such as the personnel’s resistance to welfare technology and patients’ participation in welfare technology usage and deployment. Different levels of participation in the decision-making process regarding new technology deployment may negatively affect the overall digital transformation within municipal elder care.

(J Med Internet Res 2020;22(6):e15450) doi:10.2196/15450
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Introduction

Background

Due to demographic changes, developed countries have growing concerns about the future challenges aging populations will present to their welfare systems [1-3]. In the Nordic countries, welfare technologies have been introduced as an important means of meeting these challenges [1]. In Sweden, the welfare system was developed to promote universal rights and social equality. Despite the increasing demand on the limited resources
of welfare services, it is believed that welfare technology can help to sustain these rights through the digital transformation of care for all Swedish citizens, including older people in need [4]. The Swedish National Board of Health and Welfare believes that digital technology can help older individuals and people with disabilities to feel safe and to participate in society [5].

The expectation is that welfare technology will “gain time” for health care personnel to engage in human contact and that it will increase patients’ self-management and independence [6-8]. Societal changes and scarce resources are constant challenges to both welfare technology practitioners and policy makers whose aim is to reap the benefits of technological change for individuals and for society as a whole [9-12]. Municipalities and county councils or regions in Sweden provide welfare technology as aids and housing adaptations. Examples of welfare technologies provided at the municipal level are social security alarms that can be used to call for emergency help, electronic home services that replace or supplement physical visits with digital contacts, advanced toilets with flush and drying functions, key-free home services that replace physical keys with digital key management systems, individual rehabilitation training through game consoles in the home, camera surveillance during the night, and medicine reminders of when to take prescriptions, which may be linked to an alarm system [13]. Welfare technology designed to support daily living must be understood and assessed in their context and from a social perspective [1,13,14]. The provision of a good lifestyle through welfare technology is affected by decisions made at the municipal level; it is therefore important to understand how the decisions are made at the municipal level when new welfare technologies are purchased.

Exploring the role of welfare technology in municipal elder care is important because the use of technology in home care and in health care is constantly increasing [12,14-21]. However, research on the use of welfare technology in elder care has often focused on the attributes of leadership and management. A review of welfare technology use in elder care highlighted that the success factors in integrating welfare technology into elder care are having clear goals, incentives, and strong leadership; an infrastructure with proper capacity; a well-functioning organizational structure; collaboration with others; and awareness of resources [14]. However, the review did not identify success factors relating to gender, age, or work experience among the various care professionals involved in welfare technology work and in decision making regarding welfare technology.

Aim

The aim of this study was to explore the perceptions of professionals involved in municipal elder care regarding the use of welfare technology and to assess the influence of gender, age, and profession on their perceptions, experimentation, evaluation, and procurement of these technologies.

Methods

Survey Design

This explorative cross-sectional study involved a web survey and a descriptive data analysis. In May 2018, the authors sent a hyperlink to a web-based survey to all municipal registrars in Sweden (N=290). The registrars were asked to distribute the link to those working with and involved in welfare technology work in elder care organizations. In the information letter, the researchers stated that that the respondents’ answers would be confidential and not linked to any individual. Participation was voluntary. Anonymity was assured and participants were informed of the survey aim.

To explore the aim of the study, in the absence of any previous research addressing this topic, a new questionnaire was designed, and its psychometric properties were tested for both validity and reliability [22]. The survey covered five question areas with a fixed number of options (3-6 possible answers) for the respondent to choose from. The areas included questions on perceptions of the speed of technological change, participation in decision making in relation to welfare technology, experimentation and exploration of welfare technology at work, involvement in procurement, and “about you.” The survey also included four areas of open-ended questions addressing the concept, advantages and potential, barriers to use, and evaluation methods for welfare technology. The results of the open-ended questions have been published in a separate article [23]. The questionnaire was pilot-tested with three potential users, and its content, face validity, and test-retest reliability were examined prior to distribution [24]. Four established and experienced researchers rated the content validity of the items using a 4-point scale (4=very relevant, 3=quite relevant, 2=somewhat relevant, 1=not relevant). The same experts were asked to determine the face validity by answering the following question: “Please write your reflections and comments about the questionnaire concerning readability, clarity, and layout.” After 3 weeks, their comments on the content and face validity were reviewed by the authors and discussed [24], and some changes were made to the questionnaire. The test-retest reliability tests, conducted at 2-week intervals with three potential users, showed that the questionnaire was easy to understand and answer and took 10-15 minutes to complete [25]. The focus of the present study is to analyze the quantitative data from the fixed-option questions (see Multimedia Appendix 1) in the questionnaire.

Sample

In this explorative cross-sectional study [22], the respondents were personnel who worked with welfare technology in municipal elder care. Table 1 summarizes the respondents’ professional affiliations.
Table 1. Characteristics of the study population (N=393).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Sex</strong></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>53 (13.5)</td>
</tr>
<tr>
<td>Female</td>
<td>336 (85.5)</td>
</tr>
<tr>
<td>Missing</td>
<td>4 (1.0)</td>
</tr>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
</tr>
<tr>
<td>18-24</td>
<td>4 (1.0)</td>
</tr>
<tr>
<td>25-34</td>
<td>43 (10.9)</td>
</tr>
<tr>
<td>35-44</td>
<td>75 (19.1)</td>
</tr>
<tr>
<td>45-54</td>
<td>146 (37.2)</td>
</tr>
<tr>
<td>55-64</td>
<td>118 (30.0)</td>
</tr>
<tr>
<td>65-74</td>
<td>7 (1.8)</td>
</tr>
<tr>
<td><strong>Working experience</strong></td>
<td></td>
</tr>
<tr>
<td>Less than 1 year</td>
<td>18 (4.6)</td>
</tr>
<tr>
<td>1-4 years</td>
<td>52 (13.2)</td>
</tr>
<tr>
<td>5-9 years</td>
<td>58 (14.8)</td>
</tr>
<tr>
<td>10-19 years</td>
<td>125 (31.8)</td>
</tr>
<tr>
<td>More than 20 years</td>
<td>140 (35.6)</td>
</tr>
<tr>
<td><strong>Profession/Roles</strong></td>
<td></td>
</tr>
<tr>
<td>Information technology staff</td>
<td>29 (7.4)</td>
</tr>
<tr>
<td>Chief medical nurse responsible</td>
<td>78 (19.8)</td>
</tr>
<tr>
<td>Chief rehabilitation office responsible</td>
<td>28 (7.1)</td>
</tr>
<tr>
<td>Occupational therapist/physiotherapist</td>
<td>103 (26.2)</td>
</tr>
<tr>
<td>Specialist dementia nurse</td>
<td>51 (13.0)</td>
</tr>
<tr>
<td>Other (manager/electronic health strategist)</td>
<td>104 (26.5)</td>
</tr>
</tbody>
</table>

Statistical Analysis

Descriptive statistics were used to summarize the characteristics of the sample and its subgroups. Crosstabulation with chi square computation was used for analysis of categorical variables, which is a nonparametric test recommended when analyzing ordered categorical data [22].

The associations between the variables are summarized in Multimedia Appendix 2. The occupational therapist (OT) and physiotherapist (PT) respondents who have direct contact with patients in their everyday work were grouped into the category “OT/PT.” Managers and electronic health (eHealth) strategists who work at the strategic level in elder care organizations and do not have daily contact with patients were grouped as “other.” The survey data were imported into and analyzed with IBM SPSS version 24.

Ethics

This study did not include any personal or sensitive information that required ethical approval under the standards of the Swedish Research Council [26]. The study followed the guidelines for research ethics issued by the Swedish Research Council [26].

Results

Respondents’ Characteristics

The online survey elicited 393 responses. Table 1 presents the respondents’ demographic data.

Perceptions of the Speed of Change

The perceptions of personnel in elder care regarding the speed of digital transformation in their organizations was investigated through a question asking the participants to “grade the speed of the digital transformation in your workplace” (see questionnaire, Multimedia Appendix 1). The majority of both women (245/336, 72.9%) and men (46/53, 87%) answered that it was “too slow,” and the chi square test showed a significant association of gender (P=.05). Regarding age, all of the younger respondents (18-24 years old) perceived the speed of digital transformation as “too slow” (4/4, 100%), whereas the majority of older respondents (65-74 years) perceived the digital transformation in the workplace as happening at the “right pace” (4/7, 57%).

The perceptions of surveyed personnel regarding the overall speed of technological change in health care was also examined...
(Multimedia Appendix 1: question 2), demonstrating an association between gender and attitudes toward technology and digitalization within health care organizations \( (P=0.03) \). Although 157/336 (46.7\%) of the women disagreed with the statement that the change in health care organizations was too rapid, 37/53 (70\%) of the men also disagreed with the statement. The results also showed an association between the respondents’ profession/role in the organization and their perception as to whether technology and digitalization have made health care organizations change too quickly \( (P=0.04) \). Specifically, 21/29 (72\%) of the information technology (IT) staff, 20/28 (71\%) of the chief rehabilitation officers responsible, and 42/78 (54\%) of the chief medical nurses responsible disagreed with the statement that technology and digitalization have made health care organizations change too quickly. These results indicate that in their experience, technological developments in elder care have not being occurring fast enough.

The questionnaire also addressed whether the personnel perceived their workplaces as using welfare technology optimally (Multimedia Appendix 1, question 3). The chi square test showed no effect of gender but a strong association with profession/role \( (P<0.001) \). Approximately half of the IT staff \( (13/29, 45\%) \), chief medical nurses responsible \( (35/78, 45\%) \), and OT/PTs \( (53/103, 51.4\%) \) completely disagreed with the statement that their workplace optimized welfare technology.

To learn more about the respondents’ attitudes and perceptions of technology (Multimedia Appendix 1, question 4), the respondents indicated their level of interest in technology. Here, some gender and age differences emerged. Overall, 191/336 \( (49.1\%) \) of the women responded that “they use technology when most people do,” whereas 30/53 \( (57\%) \) of the men answered that they “like new technology and use technological solutions before most people.”

The distribution of responses showed that most 18-24-year-old respondents \( (3/4, 75\%) \) answered “I like new technology and use technological solutions before most people,” whereas none of the 65-74-year-old respondents answered that they “love new technology.” Considering profession/role, 16/29 \( (55\%) \) of IT personnel, 33/78 \( (42\%) \) of chief responsible rehabilitation specialists, and 49/103 \( (47.5\%) \) of those in the “others” category responded that they “like new technology and use technological solutions before most people.” In the groups of specialist dementia nurses \( (36/51, 71\%) \), OT/PTs \( (53/103, 51.4\%) \), and chief responsible rehabilitation specialists \( (15/28, 54\%) \), the majority answered that “they use new technology when most people do.”

Encouragement, Exploration, and Experimentation With Welfare Technology

The next question examined how the personnel perceived the importance to their management or closest superior of their working with welfare technology (Multimedia Appendix 1, question 5). The chi square test results showed no effect of gender and age but a strong association between profession/role and encouragement from management to use welfare technology \( (P=0.01) \). Most respondents working in IT \( (26/29, 90\%) \) reported that they were encouraged by their managers to test and use welfare technology, as did the “other” group of professionals such as eHealth strategists and unit managers \( (82/103, 79.6\%) \). The results showed almost the same pattern among the other professionals, including the chief medical nurses \( (yes: 57/78, 73\%; no: 21/78, 27\%) \) and chief responsible rehabilitation specialists \( (yes: 22/28, 79\%; no: 6/28, 21\%) \).

The questionnaire then asked how much the respondents experimented with and explored welfare technology in their everyday work (Multimedia Appendix 1, question 6). The chi square test results showed an association between gender and experimentation with new welfare technology \( (P<0.001) \). Over half of the women \( (186/335, 55.5\%) \) answered that they do “not very often” experiment with welfare technology, whereas among the male respondents, only 19/53 \( (36\%) \) answered that they “do not very often” experiment. The chi square test showed an independence between age and experimentation of welfare technology in daily work. There were associations between experimentation with welfare technology and the respondents’ profession/role \( (P=0.02) \). The majority of the personnel responded that they never explored or experimented with new welfare technology solutions (IT staff: 12/29, 41\%; chief responsible medical nurses: 46/78, 59\%; chief responsible rehabilitation specialists: 14/28, 50\%; OT/PTs: 31/102, 30.3\%; specialist dementia nurses: 36/51, 71\%; “others”: 45/103, 43.7\%).

Two questions assessed whether the respondents explored and experimented with new welfare technology solutions with management and clients/patients in their everyday work (see Multimedia Appendix 1, questions 7 and 8). The results showed that more men than women experimented and explored welfare technology with management. Neither age nor work experience had any association with opportunities to experiment and explore welfare technology with management.

The chi square test also showed an association of profession/role with experimentation and exploring welfare technology with management. The IT staff reported that they occasionally \( (10/29, 35\%) \) or never \( (11/29, 38\%) \) experimented and explored welfare technology with management. Among the chief responsible medical nurses, 35/78 \( (45\%) \) chose the “never” option. The majority of OT/PTs and specialist dementia nurses gave almost the same answer. In response to a question concerning whether the respondents experimented and explored welfare technology solutions in collaboration with potential end users such as clients/patients, the majority \( (184/336, 54.8\%) \) of the female participants responded “never,” whereas 71 \( (21.1\%) \) responded “yes, sometimes.” Among the male participants, 23/53 \( (43\%) \) answered “never.” Respondents in patient-related professions, including the specialist dementia nurses and the chief responsible medical nurses, answered that they never experimented. The results also showed that professionals with longer work experience (more than 20 years) largely did not experiment and explore welfare technology with patients \( (91/140, 65.0\%) \).

The next question examined whether the respondents experienced any problems in purchasing and exploring welfare technology in their profession/role (Multimedia Appendix 1, question 9). Both women \( (53\%) \) and men \( (53\%) \) reported experiencing such difficulties. The chi square test showed independence \( (P=.95) \) from gender; however, more than half
the respondents indicated that they experienced problems. A clear association emerged with profession/role ($P=0.07$). The majority of the IT personnel (19/29, 66%) answered that they had no such problems, whereas the majority of chief responsible medical nurses (41/78, 53%), OT/PTs (67/103, 65.0%), and specialist nurses in dementia care (26/51, 51%) did encounter such difficulties (see Table 2).

The next question asked whether the respondents regularly evaluated potential new welfare technology for their elder care organizations (Multimedia Appendix 1, question 10). These results showed independence of gender, age, and work experience. However, the majority of both the men (55%) and the women (62%) answered that they never evaluated new welfare technology. The results showed an association between profession/role and regular evaluation of new welfare technology ($P=0.02$), with the majority reporting that they did not evaluate and test the suitability of new welfare technology (Table 3).

Responses to the question “Do you evaluate and follow up the welfare technology that is implemented?” were independent of gender. However, the association between profession/role and continuous evaluation of existing welfare technology was strong ($P=0.02$), with the majority of participants answering that they do evaluate the welfare technology devices and solutions implemented in their organizations (Table 4).

### Table 2. Distribution of responses regarding experimentation with and purchase of new welfare technology in relation to profession/role (N=393).

<table>
<thead>
<tr>
<th>Profession/role</th>
<th>N</th>
<th>Yes, n (%)</th>
<th>No, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Information technology staff</td>
<td>29</td>
<td>10 (34.5)</td>
<td>19 (65.5)</td>
</tr>
<tr>
<td>Chief medical nurse responsible</td>
<td>78</td>
<td>41 (52.3)</td>
<td>37 (47.4)</td>
</tr>
<tr>
<td>Chief rehabilitation officer responsible</td>
<td>28</td>
<td>14 (50.0)</td>
<td>14 (50.0)</td>
</tr>
<tr>
<td>Occupational therapist/physiotherapist</td>
<td>103</td>
<td>67 (65.0)</td>
<td>36 (35.0)</td>
</tr>
<tr>
<td>Specialist dementia nurse</td>
<td>51</td>
<td>26 (51.0)</td>
<td>25 (49.1)</td>
</tr>
<tr>
<td>Other (manager/electronic health strategist)</td>
<td>103</td>
<td>52 (50.5)</td>
<td>51 (50.1)</td>
</tr>
</tbody>
</table>

### Table 3. Distribution of responses regarding continuous evaluation of potential welfare technology for future deployment in elder care in relation to profession/role (N=393).

<table>
<thead>
<tr>
<th>Profession/role</th>
<th>N</th>
<th>Yes, n (%)</th>
<th>No, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Information technology staff</td>
<td>29</td>
<td>13 (44.8)</td>
<td>16 (55.2)</td>
</tr>
<tr>
<td>Chief medical nurse responsible</td>
<td>78</td>
<td>39 (50.0)</td>
<td>39 (50.0)</td>
</tr>
<tr>
<td>Chief rehabilitation officer responsible</td>
<td>28</td>
<td>11 (39.1)</td>
<td>17 (60.7)</td>
</tr>
<tr>
<td>Occupational therapist/physiotherapist</td>
<td>103</td>
<td>27 (26.2)</td>
<td>76 (73.8)</td>
</tr>
<tr>
<td>Specialist dementia nurse</td>
<td>51</td>
<td>17 (33.3)</td>
<td>34 (66.7)</td>
</tr>
<tr>
<td>Other (manager/electronic health strategist)</td>
<td>103</td>
<td>45 (43.7)</td>
<td>58 (56.3)</td>
</tr>
</tbody>
</table>

### Table 4. Distribution of responses regarding continuous evaluation of implemented welfare technology in relation to profession/role (N=393).

<table>
<thead>
<tr>
<th>Profession/role</th>
<th>N</th>
<th>Yes, n (%)</th>
<th>No, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Information technology staff</td>
<td>29</td>
<td>23 (79.3)</td>
<td>6 (20.7)</td>
</tr>
<tr>
<td>Chief medical nurse responsible</td>
<td>78</td>
<td>57 (73.1)</td>
<td>21 (26.9)</td>
</tr>
<tr>
<td>Chief rehabilitation officer responsible</td>
<td>28</td>
<td>22 (78.6)</td>
<td>6 (21.4)</td>
</tr>
<tr>
<td>Occupational therapist/physiotherapist</td>
<td>103</td>
<td>57 (55.3)</td>
<td>46 (44.7)</td>
</tr>
<tr>
<td>Specialist dementia nurse</td>
<td>51</td>
<td>38 (74.5)</td>
<td>13 (25.5)</td>
</tr>
<tr>
<td>Other (manager/electronic health strategist)</td>
<td>103</td>
<td>75 (72.8)</td>
<td>28 (27.1)</td>
</tr>
</tbody>
</table>

### Procurement

The respondents’ involvement in the decision making related to buying and procuring welfare technology was also investigated (Multimedia Appendix 1, question 12). The chi square analysis showed that even though the majority of the participants were women, more men (30/53, 57%) were involved in the procurement process for welfare technology devices and solutions than women (98/336, 29.2%) ($P<.001$).

More than half of the chief responsible medical nurses (41/78, 53%) were involved in decision making related to buying and procurement, whereas the chief responsible rehabilitation officers (4/28, 14%), OT/PTs (7/103, 6.8%), and specialist nurses in dementia (5/51, 10%) reported little involvement. Most of the IT staff (27/29, 93%) were involved in welfare technology procurement decisions, but those who worked closely with the patients, such as the OTs (who prescribe most
of the welfare technology), specialist dementia nurses, and chief rehabilitation officers responsible, had no such involvement.

Discussion

Principal Findings

The aim of this study was to explore and describe experiences of working with welfare technology in municipal elder care across gender, age, and profession. Some of the most interesting results are highlighted as follows. There was an overall positive attitude among the respondents toward digital transformation but the process was also perceived as too slow. Respondents are encouraged by management but never explore welfare technology with their managers. Moreover, elder care organizations are perceived to neither optimize nor experiment with new welfare technology. A significant decision-making and gender aspect was revealed, demonstrating issues with emancipation and welfare technology implementation. Finally, one of the key results from this study is that young personnel want to speed up the digital transformation.

Most of the respondents in this cross-sectional, explorative study were women, reflecting the nature of health care as a female-dominated occupation. In the gender distribution, the majority of IT staff and the group of “others” (eg, eHealth strategists and managers) were men. Women constituted the majority in the professions working closely with patients. The IT staff had less work experience (less than 4 years), whereas the other groups, especially the specialist dementia nurses, had far longer work experience. These demographic features of the sample are important to bear in mind to contextualize the discussion below.

Positive But Slow Digital Transformation

In general, municipal elder care personnel viewed the deployment of new technology in their work positively. Society, media, and political discourse all express the expectation that welfare technologies offer potential solutions to the demographic challenges and shortages in health care staff, and that they could have positive effects on the personnel implementing the welfare technology [4,27]. In terms of the participants’ perceptions of the speed of digital transformation, the results showed that both men and women perceive the technological developments in elder care as being “too slow.” These results confirm the high expectations for welfare technology in society and demonstrate the reality that progress is very slow in everyday elder care practices.

Personnel Are Encouraged to Explore and Experiment With Welfare Technology But Never Do

Other interesting results that emerged from the questionnaire concerned encouragement, experimentation, and exploration with welfare technology. The high level of encouragement from management that the different professional groups in municipal elder care experienced would seem to reflect the Swedish government’s positive views on the use of welfare technology [4]. This study shows that most management encouraged personnel to experiment with and explore welfare technology. However, most of the participants had never explored welfare technology with their managers. Based on these findings, it can be concluded that personnel (eg, eHealth strategist) make decisions on new technology purchases without management’s involvement in experimentation with the new welfare technology. Alternatively, it can be assumed that some welfare technology is procured and purchased without being tested. Further studies are needed to explore these aspects.

Elder Care Personnel Neither Optimize Nor Experiment With New Welfare Technology

Participants gave negative responses as to whether they perceived their workplace as optimizing the use of welfare technology. Those working closely with patients, including OT/PTs and specialist dementia nurses, perceived that the elder care organizations could optimize the use of welfare technology to a greater extent. However, some of the participants also responded that technology had changed health care organizations in negative ways. These findings might indicate a negative reaction to the rapid technological change in society or the overburdening of these professions/roles with responsibilities in their everyday work.

The association of profession/role and experimentation with new welfare technology was strong, with a majority of the respondents answering that they never experimented. Interestingly, the participants felt encouraged to experiment with and explore welfare technology but never did so with either management or patients. These findings could indicate that patients in need of elder care have little influence on the kinds of welfare technology recommended and implemented. Substantial research has shown the importance of patient participation in the procurement process for assistive and welfare technologies [28,29-33]. Evidence supports the conclusion that patients use assistive technology and welfare technology more if they are involved in the entire process of its procurement [34].

Decision Making and Gender

More than half the female participants reported that they “use technology when most people do,” whereas the majority of men responded that they “like new technology and use technology before most people.” These findings support earlier research showing that men have greater confidence in using new technologies than women [35]. Studies on gender and technology have shown that the introduction of new technologies tends to degrade women’s work and separate it from men’s work [36], while women tend to be replaced by men during technological change in the workplace [37]. As welfare technology enters the generally female domain of elder care, men seem to carry the professional role (IT strategist) of introducing the welfare technology into municipal elder care. The present results showed that men have a more positive attitude toward and curiosity regarding new technologies than women. This may result from their role in the organization and may not be due to a gender effect itself. However, this finding raises the question as to whether the introduction of technology into municipal elder care will lead to an increase in male care professionals.

Considering welfare technology procurement, the results showed that although most of the participants were women, more male respondents were involved in the decision making than women.
These results confirm that technology is often constructed as a male domain [38,39], and that it is not neutral but is rather shaped by social values and norms [40,41]. These results indicate that the male respondents had more power than the female respondents in the decision-making process regarding the deployment and use of technological innovations in the elder care sector.

Historically, women have experienced the negative effects of hierarchical structures of power and technology deployment [37,38,41-43]. The digital transformation has, and will continue to have, major impacts on many aspects of everyday and professional life, including gender equality. Digital transformation will affect political participation, the nature of the labor market, and interactions with friends and colleagues, opening opportunities for dealing with gender differences that affect both women and men, albeit often differently [43]. Digital transformation has the potential to either reproduce and maintain gender expectations and power structures or to advance a more equal society. Digitization and technological innovations take place not in a vacuum but in interactions with social, cultural, economic, and political factors [44].

Personnel in municipal elder care are shaped by their working conditions, and, unfortunately, our results indicate that welfare technology maintains and reproduces gender expectations and power structures in municipal elder care. For example, the male participants had much higher levels of power in the decision-making process by which new technological solutions were selected for implementation in municipal elder care.

Emancipation and Welfare Technology Implementation

Almost all of the IT staff and the chief rehabilitation officers responsible were involved in procurement decisions, but among those working closely with patients, OT/PTs and specialist dementia nurses did not participate in these decisions. These results suggest that those with strong power in the procurement process do not work closely with patients or even regularly meet them, while those who work directly with patients daily and implement the new technological solutions have little power and do not control what solutions or devices are procured. The consequence might be a resistance to technology among frontline care personnel and patients in municipal elder care [10,15,45,46]. Recent studies have analyzed aspects of participation among different care professionals when welfare technologies have been implemented [12,17,19,20,45-49]. These studies have shown that the work of the individual care personnel is crucial in technology deployment in elder care and that technology innovation also changes the dynamics within practices [21]. However, this research has generally failed to acknowledge the participation or lack of participation by care professionals in the initial exploration and experimentation with welfare technology before procurement and implementation, which requires further study. Research on well-being in the workplace has shown that having control and a voice in the workplace are key factors for well-being and satisfaction at work [50-53]. A lack of a voice on which welfare technology solutions are implemented may therefore negatively affect those working closely with patients, consequently increasing their work-related stress and administrative load [54].

**Young Personnel Want to Speed Up the Digital Transformation**

Our findings indicate that not only gender but also age affect the perception of welfare technology. The association between age and perceptions of the speed of digital transformation shows the importance of age as a variable. All of the 18 to 24-year-old participants thought that the speed was “too slow,” whereas more than half of the 65 to 74-year-old participants thought that it was moving at the “right pace.” These findings indicate that the perception that digital transformation is proceeding at the right pace increases with age. Prensky [52] defines “digital natives” as those who have used and been surrounded by technology their whole lives and “digital immigrants” as those who learn and adopt to technology and have had experience of doing similar tasks without technology. Prensky [52] proposed that digital natives have significant advantages when using technology. This was confirmed by our study results in which the younger respondents declared that they “like new technology and use it before most people do.”

**Limitations**

One limitation of this study was that the questionnaire was sent to municipal registrars who passed it on to potential participants working with welfare technology, resulting in the participants occupying different levels and roles in organizations, and included registered nurses, OT/PTs, managers, and IT strategists. It would have been interesting to determine the level at which the individual participants worked in terms of how much decision-making power they had for buying and implementing welfare technology; however, this was not the aim of the study. Another limitation was that the questionnaire was anonymous, and therefore the geographic spread of the participants in Sweden was unclear. However, a total of 393 responses were received and Sweden has 290 municipalities, suggesting a good geographic spread.

**Conclusion**

The findings show that various professions working in municipal elder care hold very positive views on new technologies. However, there are both gender and age differences in attitudes toward technology (for the use of technology in general and in the workplace) and in participation in decision making for the procurement of new welfare technologies. The consequences of this might include personnel’s resistance to welfare technology in municipal health care [46], which would affect clients and their potential participation in welfare technology. Therefore, the people working closely with patients who are expected to implement the new technologies need to be more involved in the procurement process.

Among other findings, a majority of the IT staff were men who had worked in municipal elder care for less than 4 years, and most of these participants were involved in welfare technology procurement decisions. These findings imply that men with little work experience or knowledge of elder care carry high levels of power and responsibility for decisions that will be executed by the female-dominated groups of elder care.
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personnel. The decisions of these few could have a major influence on future elder care as digital transformation changes how work is carried out in municipal elder care.
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Abstract

Background: Digital health stations offer an affordable and accessible platform for people to monitor their health; however, there is limited information regarding the demographic profile of users and the health benefits of this technology.

Objective: This study aimed to assess the demographic representativeness of health station users, identify the factors associated with repeat utilization of stations, and determine if the health status of repeat users changed between baseline and final health check.

Methods: Data from 180,442 health station users in Australia, including 8441 repeat users, were compared with 2014-2015 Australian National Health Survey (NHS) participants on key demographic and health characteristics. Binary logistic regression analyses were used to compare demographic and health characteristics of repeat and one-time users. Baseline and final health checks of repeat users were compared using McNemar tests and Wilcoxon signed rank tests. The relationship between the number of checks and final health scores was investigated using generalized linear models.

Results: The demographic profile of SiSU health station users differs from that of the general population. A larger proportion of SiSU users were female (100,814/180,442, 55.87% vs 7807/15,393, 50.72%), younger (86,387/180,442, 47.88% vs 5309/15,393, 34.49% aged less than 35 years), and socioeconomically advantaged (64,388/180,442, 35.68% vs 3117/15,393, 20.25%). Compared with NHS participants, a smaller proportion of SiSU health station users were overweight or obese, were smokers, had high blood pressure (BP), or had diabetes. When data were weighted for demographic differences, only rates of high BP were found to be lower for SiSU users compared with the NHS participants (odds ratio [OR] 1.26; P<.001). Repeat users were more likely to be female (OR 1.37; P<.001), younger (OR 0.99; P<.001), and from high socioeconomic status areas—those residing in socioeconomic index for areas quintiles 4 and 5 were significantly more likely to be repeat users compared with those residing in quintile 1 (OR 1.243; P<.001 and OR 1.151; P<.001, respectively). Repeat users were more likely to have a higher BMI (OR 1.02; P<.001), high BP (OR 1.15; P<.001), and less likely to be smokers (OR 0.77; P<.001). Significant improvements in health status were observed for repeat users. Mean BMI decreased by 0.97 kg/m2 from baseline to final check (z=-14.24; P<.001), whereas the proportion of people with high BP decreased from 15.77% (1080/6848) to 12.90% (885/6860; χ²=38.2; P<.001). The proportion of smokers decreased from 11.91% (1005/8438) to 10.13% (853/8421; χ²=48.4; P<.001). Number of repeat health checks was significantly associated with smoking status (OR 0.96; P<0.048) but not with higher BP (P=.14) or BMI (P=.23).

Conclusions: These findings provide valuable insight into the benefits of health stations for self-monitoring and partially support previous research regarding the effect of demographics and health status on self-management of health.

(J Med Internet Res 2020;22(6):e14977) doi:10.2196/14977
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Introduction

Background

Technological advances in recent years have changed the way consumers access health care and enabled the use of a range of digital mechanisms for self-monitoring of health, including mobile phone apps, wearable trackers, and web-based monitoring systems [1,2]. Although self-monitoring in general has been shown to be effective in the management of health risk factors and chronic disease and in increasing self-efficacy in disease management [3-5], limited research has been conducted to date regarding the long-term benefits of using digital technologies to self-monitor health [6,7]. Some benefits have been identified in terms of supporting behavior change [7,8], promoting weight loss [7,9,10], increasing physical activity [7,8,10,11], assisting with smoking cessation [7,10], and improving self-management of chronic disease [7,12], particularly in those with more serious chronic illness [6]; however, findings to date have been inconsistent.

The increased utility of digital self-monitoring technology over traditional paper-based tracking, in terms of it enabling the easy collection and exchange of health-related information between consumers and health care providers, has also been supported by a number of authors [13-15]. There is some evidence that data collected through such technologies is more reliable than data collected via other means such as manual measurement, self-report, and in some cases medical professionals [16-18]. The mechanisms behind these findings are varied and include the competence of the general public in using and interpreting medical instrumentation such as sphygmomanometers [19], social desirability associated with self-reports of disease and risk factors [16,20], and a phenomenon known as white coat syndrome, in which blood pressure (BP) and heart rate are artificially elevated in a clinical setting [21,22].

The uptake and utilization of health monitoring devices and apps appear to be influenced by a range of social, health-related, and demographic factors, including age [23-25], health status [25-27], and socioeconomic status (SES) [23,25,28]. However, it is possible that the influences of such characteristics may be dependent on the type of technology in question [23].

Given the potential benefits to both consumers and health professionals, and the rapid increase in the use of technology in the health arena, there is some concern surrounding the influence of sociodemographic characteristics on access to digital technologies [23,29]. Such influences may result in the potential for certain disadvantaged subgroups to be left behind in the digital health age and unable to benefit from the potential of such technologies [23]. Older age and socioeconomic disadvantage, in particular, are often associated with barriers to the utilization of digital health apps, due to poor levels of electronic health literacy, prohibitive costs, and limited access to the internet [23,30].

The SiSU Health Group is a health and wellness company that aims to ease the effects of lifestyle-related diseases on global health care systems through the use of technology. Their health check stations, installed in a number of locations across Australia, offer an affordable and accessible platform to help people live a healthier life. SiSU health stations are free of charge for all Australians aged 16 years and older, providing an alternative method of enabling the general population to monitor their health and access relevant health information.

These stations have the potential to reach consumers who face barriers to the utilization of digital health technologies [29-31], particularly those facing economic barriers to such technologies. Although several studies have been published that investigate the determinants of health kiosk utilization, findings are varied. Socioeconomic factors including income, employment status, country of birth, gender, and age have all been found to influence the utilization of health kiosks to varying degrees [29-33]; however, the results are inconsistent.

There is some evidence to demonstrate that the utilization of health kiosks to access health information can lead to increased screening rates, improved health literacy, and a reduction in the burden on medical services [33]. The majority of these studies, however, investigated the utilization of kiosks that provide health information only, with very few including kiosks that enable health measurement and self-monitoring [29-32] such as the SiSU health station. Limited information is available regarding the potential benefits of health kiosk utilization for self-monitoring in terms of improved health status and a reduction in health risk behaviors. For this reason, this study aimed to provide insight into the demographic and health-related characteristics that are associated with the utilization of health kiosks for self-monitoring and identify any observed improvements in the health status of users over time, using data obtained from SiSU health stations. These stations are installed in a number of pharmacies, retail outlets, and workplaces throughout Australia and the United Kingdom. In Australia, the majority are currently located in Priceline Pharmacies.

Objectives

The SiSU wellness health check station collects data on a range of self-reported and machine-measured health indicators, including diabetes status, physical activity levels, waist circumference, dietary practices, heart rate, BP, weight, BMI, and body fat percentage. The SiSU station is designed to be a vertical space with mobile 3G connection or access to a private Wi-Fi network. Users engage with the station for approximately 7 min to answer a series of questions and to provide various health-related measures, before they receive immediate feedback about their health status on the screen of the station. Users of the health stations are able to monitor their progress and health changes over time by connecting their health check station profile to a free app developed by SiSU Health Group and downloadable from Google Play or the iTunes store. The stations and associated apps are intended to assist consumers by allowing them to monitor their health status over time and providing alerts to consumers when follow-up with a general practitioner is recommended [34].

There is a lack of evidence regarding the health benefits of kiosks that allow self-monitoring of health outcomes and inconsistent evidence regarding the demographic of users. This study, therefore, aimed to determine if the users of SiSU health stations in Australia differ from the general population in terms of...
of demographics and health status by comparing SiSU health station users with participants of the 2015 National Health Survey (NHS); investigate the demographic and health-related characteristics that are associated with repeated utilization of the SiSU health stations in Australia; and identify if the health status of repeat users of SiSU health stations in Australia improved from baseline (at their first check) to their final health check.

**Methods**

**Study Sample**

This study uses data collected from 192 SiSU health check stations installed across Australia, for the period October 28, 2017, to June 27, 2018. Due to resource limitations, data for health check stations in the United Kingdom were not considered in this study. This resulted in a total of 271,151 records pertaining to males and females aged 16 years and above in Australia. Users reporting a pregnancy at one or more of their health station checks were removed from the dataset (n=3315). The majority (266,813/271,151, 98.40%) of data were obtained from health check stations installed in Priceline Pharmacies across Australia.

For research question 1—analysis of the demographics and health status of SiSU users—and 2—investigate the demographic and health-related characteristics that are associated with repeated utilization of the SiSU health stations in Australia—only the first health checks of users were included to avoid bias in measurements introduced through potential improvements in health status as a result of self-monitoring. Therefore, records that were identified as repeat checks were excluded from the analysis, as were any users who had undertaken their first health check in the time before the study period. Invalid measurements were also identified and removed, resulting in a sample size of 180,442 records.

The demographics and health status of the users were compared with those of the participants in the 2014-2015 Australian NHS, a nationally representative survey of 19,000 people in approximately 15,000 households. NHS data are weighted to reflect sampling fractions for each respondent, ensuring that the results are representative of the general population [35]. Only NHS participants aged 16 years and above were included in this analysis, resulting in a total of 15,393 records.

For research question 3—analysis of changes in health status from baseline—only users who had undertaken 2 or more health checks were included. Users were classified as repeat users if their unique user ID appeared more than once in the dataset. Suspected shared accounts were also identified by comparing the age and gender recorded at each health check. User IDs with inconsistent entries for these variables were considered to be shared accounts and were removed from the analysis, resulting in a total of 27,522 health checks pertaining to 8441 users.

**Measures**

Data on the following variables were used in this study: gender, age, SES, state, BP, BMI, diabetes status, smoking status, and repeat user status.

The health station questions regarding fruit and vegetable consumption and physical activity are only asked of nondiabetic health station users, resulting in a large amount of missing data for each of these variables (64.959/180,442, 36.00% missing). Therefore, these variables were excluded from this analysis.

The format of the age variable in the NHS data, which was grouped into 5 year categories, necessitated the grouping of the SiSU health station age variable into categories for the purposes of research question 1. To reduce the number of categories, 10 year age groups were selected. For the remaining research questions, age was treated as a continuous variable.

SES was defined using the 2016 version of the index of relative advantage and disadvantage (IRSAD) under the Australian Bureau of Statistics’ (ABS) socioeconomic indexes for areas (SEIFA), which summarizes a range of variables that are considered to represent relative socioeconomic advantage and disadvantage. The IRSAD ranks geographical areas on a continuum from most disadvantaged to least disadvantaged based on this summary. Areas are ranked into quintiles, where quintile 1 contains the lowest 20% of areas (most disadvantaged), quintile 2 contains the next lowest 20% of areas, and so forth, resulting in 5 equal-sized groups. SEIFA scores were allocated to SiSU health station users by matching their residential postcode to the SEIFA index. State was recorded as the state in which the person resided at the time of their health check.

BP was grouped into categories based on measured systolic and diastolic readings: a reading of ≥140/90 mm Hg was categorized as high. Similarly, BMI was calculated using a person’s measured height (m) and weight (kg), and values of ≥30.0 kg/m² were categorized as overweight or obese. Binary categories were chosen for these variables to enable a direct comparison of the proportion of participants with or without the respective health conditions (prevalence rates).

Diabetes status and smoking status were recorded as yes if a person had an affirmative response to the questions: “Do you have a current diagnosis of type 1 or type 2 diabetes?” and “Are you a current smoker?,” respectively.

**Missing Data**

Analysis of missing values was performed on the SiSU wellness data to determine the volume of missing data and identify factors associated with missingness. The total proportion of missing values in the dataset was 5.40% (9744/180,442), with BMI and BP having the highest proportion of missing values at 19.00% (34,284/180,442) and 18.79% (33,923/180,442), respectively. Due to the high rate of missing data, inverse probability weighting (IPW) was used to weight records according to their probability of being a complete record, according to the methodology detailed in the study by Seaman and White [36]. A binary logistic regression was conducted to calculate the IPW, with the variables gender, age, state of residence, and SES included in the model. Separate weights were calculated for each missing variable. All statistical analyses were conducted with these weights applied, using only records with complete data for the variables in each model.
Missing data for physical measurements was higher in the NHS compared with the SiSU wellness data. In the 2014-2015 NHS, physical measurements were taken for height, weight, and BP. A total of 24.29% (3740/15,393) of respondents did not have their BP measured, whereas 26.80% (4125/15,393) did not have their height, weight, or both measured. The NHS utilized imputation to estimate physical measurements for these participants.

### Statistical Analysis

To assess if the users of SiSU health stations are representative of the general population, selected demographic and health characteristics of the sample were compared with the those of the Australian population using data from the 2014-2015 NHS.

Characteristics that were directly comparable between the SiSU health station users and the NHS dataset were age, sex, SES, state of residence, BP, BMI, diabetes status, and smoking status. Demographic characteristics of the 2 groups were compared, and SiSU health station data were then weighted to account for demographic differences between the SiSU health station users and NHS participants. Using these weighted data, logistic regression was used to obtain odds ratios (ORs) to determine the magnitude of any differences between the health-related measures for SiSU health station users compared with NHS participants. In total, 4 models were created, 1 for each of the health characteristic variables—BMI, BP, diabetes status, and smoking status—with the health characteristic as the dependent variable and group (SiSU user or NHS participant) as the independent variable. The demographic variables age, gender, SES, and state were included as controls in these models.

Comparisons were also made between repeat and nonrepeat users of the SiSU health stations. Users were classified as repeat if they had undertaken 2 or more health checks within the time period, whereas users were considered nonrepeat if they had only undertaken 1 health check during the period or had no recorded user ID number. Binary logistic regression was performed to identify the demographic and health-related factors that predict the probability of being a repeat user. With repeat status as the dependent variable, demographic and health predictors included in the model were age, gender, SES, state, BMI, BP category, diabetes status, and smoking status. Binary logistic regression was chosen because of the binary nature of the dependent variable and the ability to introduce covariates for analysis and quantify the relationship between the dependent and independent variables in terms of ORs [37,38].

To establish if the health status of repeat users changed between their first and final health checks, the baseline (first health check) and final (last check identified in the period under study) health measurements of repeat users were compared. McNemar tests were performed for the categorical variables BP category and smoking status to identify any change in proportions between baseline and final checks, and a Wilcoxon signed rank test was performed for baseline and final BMI measurements to identify any change in mean BMI scores from baseline to final check. Both methods were chosen because of their ability to allow the comparison of related or paired samples, and both the methods are often used in research comparing pre and posttreatment measurements [39,40].

Finally, to determine if the number of health checks completed by a user affects health outcomes at their final check, binary logistic regression models were constructed for each of the health outcomes BP category and smoking status, again because of their ability to include covariates and produce ORs for the quantification of relationships. A generalized linear model was used for BMI, assuming a gamma distribution due to the skewness of the data. This is a method suggested by some authors to overcome the issue of right-skewed data while avoiding issues associated with log-retransformation [41].

Baseline measurements were included in these models to control for differences in baseline health scores, and the demographic variables gender, age, and SES were included as covariates. A P value of less than .05 (2-tailed) was deemed to be statistically significant. All analyses were performed using International Business Machines SPSS version 21.

### Results

#### Comparison of Demographic and Health Characteristics of SiSU Health Station Users and National Health Survey Participants

The demographic characteristics of SiSU health station users compared with NHS users are presented in Table 1, revealing large differences in proportions across all demographic variables under consideration. SiSU health stations users were found to be younger (86,387/180,442, 47.87% vs 5309/15,393, 34.49% aged less than 35 years; P<.001) and living in higher SES areas (64,388/180,442, 35.68% vs 3117/15,393, 20.25% in quintile 5; P<.001) compared with NHS participants. A higher proportion of SiSU health station users were female (100,814/180,442, 55.87% vs 7807/15,393, 50.72%; P<.001), and the proportion of SiSU users living in each state varied from that of NHS participants, with a larger proportion of SiSU health station users residing in New South Wales compared with the NHS participants (92,636/180,442, 51.34% vs 4982/15,393, 32.37%; P<.001).

Although detailed data are not available for Priceline Pharmacy customers, according to Priceline Pharmacies, 97.00% of their customer base is female [42]. This gender distribution varies greatly compared with that of NHS participants and SiSU health station users.
Table 1. Comparison of the demographic characteristics of SiSU health station users and National Health Survey participants.

<table>
<thead>
<tr>
<th>Variable</th>
<th>SiSU health station users (n=180,442), n (%)</th>
<th>NHSa participants (n=15,393), n (%)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age group (years)</strong></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>&gt;24</td>
<td>42,027 (23.29)</td>
<td>2499 (16.23)</td>
<td></td>
</tr>
<tr>
<td>25-34</td>
<td>44,360 (24.58)</td>
<td>2810 (18.26)</td>
<td></td>
</tr>
<tr>
<td>35-44</td>
<td>26,905 (14.91)</td>
<td>2623 (17.04)</td>
<td></td>
</tr>
<tr>
<td>45-54</td>
<td>23,529 (13.04)</td>
<td>2530 (16.44)</td>
<td></td>
</tr>
<tr>
<td>55-64</td>
<td>22,878 (12.68)</td>
<td>2211 (14.36)</td>
<td></td>
</tr>
<tr>
<td>65-74</td>
<td>15,101 (8.37)</td>
<td>1604 (10.42)</td>
<td></td>
</tr>
<tr>
<td>≥75</td>
<td>6452 (3.58)</td>
<td>1117 (7.26)</td>
<td></td>
</tr>
<tr>
<td><strong>Gender</strong></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Male</td>
<td>79,628 (44.13)</td>
<td>7586 (49.28)</td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>100,814 (55.87)</td>
<td>7807 (50.72)</td>
<td></td>
</tr>
<tr>
<td><strong>SEIFAb quintile</strong></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>1</td>
<td>26,439 (14.65)</td>
<td>2961 (19.24)</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>27,899 (15.46)</td>
<td>3019 (19.61)</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>25,197 (13.96)</td>
<td>3123 (20.29)</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>36,519 (20.24)</td>
<td>3172 (20.61)</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>64,388 (35.68)</td>
<td>3117 (20.25)</td>
<td></td>
</tr>
<tr>
<td><strong>State</strong></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>New South Wales</td>
<td>92,636 (51.34)</td>
<td>4982 (32.37)</td>
<td></td>
</tr>
<tr>
<td>Victoria</td>
<td>23,377 (12.96)</td>
<td>3914 (25.43)</td>
<td></td>
</tr>
<tr>
<td>Queensland</td>
<td>35,513 (19.68)</td>
<td>3039 (19.74)</td>
<td></td>
</tr>
<tr>
<td>South Australia</td>
<td>9760 (5.41)</td>
<td>1113 (7.23)</td>
<td></td>
</tr>
<tr>
<td>Western Australia</td>
<td>12,824 (7.11)</td>
<td>1637 (10.63)</td>
<td></td>
</tr>
<tr>
<td>Tasmania</td>
<td>3240 (1.80)</td>
<td>338 (2.20)</td>
<td></td>
</tr>
<tr>
<td>Northern Territory</td>
<td>154 (0.10)</td>
<td>115 (0.74)</td>
<td></td>
</tr>
<tr>
<td>Australian Capital Territory</td>
<td>2938 (1.63)</td>
<td>254 (1.65)</td>
<td></td>
</tr>
</tbody>
</table>

aNHS: National Health Survey.
bSEIFA: socioeconomic indexes for areas.

Table 2 provides a comparison of the unweighted and weighted health characteristics of SiSU health station users and NHS participants. Before weighting, SiSU health station users were generally healthier than NHS participants on the variables measured. There was a lower proportion of people with high BP (22.556/140,100, 16.10% compared with 3386/14,690, 23.05%), a lower prevalence of diabetes (9339/180,290, 5.18% compared with 11,909/180,988, 6.58%), and a smaller proportion of people who smoked (22,470/180,481, 12.45% compared with 2149/15,394, 13.96%) in the SiSU health station group. There was also a lower proportion of people with BMI in the overweight to obese range (83,055/149,676, 55.49% compared with 92,651/149,727, 61.88%), with the average BMI almost 2 kg/m² lower for SiSU health station users (25.56 kg/m², SD 5.88 kg/m²) compared with NHS participants (27.29 kg/m², SD 5.61 kg/m²). Interestingly, however, Figures 1 and 2 demonstrate that the shape of the distribution of BMI for SiSU health station users and NHS participants is almost identical, with both distributions demonstrating right skewness and similar variability.
### Table 2. Comparison of the health characteristics of SiSU health station users and National Health Survey participants.

<table>
<thead>
<tr>
<th>Variables</th>
<th>SiSU health station users (unweighted), n (%)</th>
<th>SiSU health station users (weighted), n (%)</th>
<th>NHS(^a) participants, n (%)</th>
<th>NHS participants vs weighted SiSU health station users, OR(^b) (95% CI)(^c)</th>
<th>(P) value(^d)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>High BP(^e) (mm Hg)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>22,556 (16.10)</td>
<td>26,905 (19.16)</td>
<td>3386 (23.05)</td>
<td>1.26 (1.21-1.31)</td>
<td>(&lt;.001)</td>
</tr>
<tr>
<td>No</td>
<td>117,576 (83.90)</td>
<td>113,227 (80.84)</td>
<td>11,302 (76.95)</td>
<td>N/A(^f)</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>BMI (kg/m(^2)) status</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Overweight/obese</td>
<td>83,055 (55.49)</td>
<td>92,651 (61.88)</td>
<td>9455 (62.07)</td>
<td>1.01 (0.97-1.04)</td>
<td>.66</td>
</tr>
<tr>
<td>Low to normal</td>
<td>66,624 (44.51)</td>
<td>67,245 (38.12)</td>
<td>5,779 (37.93)</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Diabetes status</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Diabetic</td>
<td>9339 (5.18)</td>
<td>11,909 (6.58)</td>
<td>969 (6.30)</td>
<td>0.95 (0.89-1.02)</td>
<td>.17</td>
</tr>
<tr>
<td>Nondiabetic</td>
<td>171,103 (94.82)</td>
<td>168,533 (93.42)</td>
<td>14,424 (93.70)</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Smoking status</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nonsmoker</td>
<td>157,972 (87.55)</td>
<td>156,443 (86.70)</td>
<td>13,244 (86.04)</td>
<td>1.06 (1.01-1.11)</td>
<td>.02</td>
</tr>
<tr>
<td>Smoker</td>
<td>22,470 (12.45)</td>
<td>23,999 (13.30)</td>
<td>2149 (13.96)</td>
<td>N/A</td>
<td>N/A</td>
</tr>
</tbody>
</table>

\(^a\)NHS: National Health Survey.

\(^b\)OR: odds ratio.

\(^c\)Relative odds of exposure in weighted SiSU users compared with NHS participants.

\(^d\)\(P\) value was obtained from binary logistic regression.

\(^e\)BP: blood pressure.

\(^f\)N/A: not applicable.

**Figure 1.** BMI distribution (kg/m\(^2\)) of SiSU Health Station users, unweighted.
Figure 2. BMI distribution (kg/m²) of National Health Survey participants.

Given the demonstrated difference in demographics between the 2 groups, weights were applied to the SiSU health station data to account for these disparities, using the demographic variables age, gender, SES, and state to calculate the weights. The comparison of health characteristics was repeated using these weighted data to determine if SiSU health station users are healthier than the general population when these demographic differences are taken into consideration. ORs were calculated for each health characteristic to assess the magnitude of the difference between the weighted health characteristics of SiSU participants and those of the NHS participants.

Following the weighting of the SiSU health station data, the high BP and smoking variable distributions both demonstrated a significant difference with NHS participants. The proportion of SiSU health station users with high BP remained smaller compared with that of NHS participants (26,905/140,423, 19.16% compared with 3386/14,690, 23.05%), with NHS participants 1.26 times more likely to have high BP compared with SiSU users ($P<.001$). With regard to smoking status, the weighting of the SiSU data did result in a slight increase in the proportion of smokers; however, a smaller proportion of smokers remained in the SiSU group (23,999/180,444, 13.30% compared with 2149/15,394, 13.96%). Although this difference in the proportions was significant, the OR for this relationship was close to 1 (OR 1.06; $P=.02$), indicating that the difference is negligible.

Comparison of the BMI and diabetes status of SiSU health station users and NHS participants demonstrated no significant difference between proportions or an OR close to 1. The difference in the proportion of people with BMI in the overweight to obese range was not significant (92,651/149,727, 61.88% compared with 9455/15,233, 62.07%; OR 1.01; $P=.66$); although there was now a larger proportion of SiSU users with diabetes compared with the NHS participants (11,909/180,988, 6.58% compared with 969/15,381, 6.30%), this relationship was not significant (OR 0.95; $P=.17$).  

**Investigation of the Factors That Predict the Repeat Utilization of SiSU Wellness Health Check Stations**

Binary logistic regression was used to identify demographic and health-related factors that are associated with repeat utilization of the SiSU health stations. Suspected shared accounts were removed from the analysis, resulting in a sample size of 179,467. Repeat users comprised 4.68% (8441/179,467) of all SiSU health station users in the sample, accounting for a total of 27,522 health checks, with a mean of 3.26 (SD 3.44) checks per person. The average time between baseline and final check for the users in this cohort was 77.60 days, with a minimum of 1 day and a maximum of 283 days between baseline and final check. Overall, 50.84% of users undertook their final check less than 90 days after their baseline check.

Overall, the model was found to be statistically significant ($\chi^2_{17}=483.5; P<.001$), but only accounted for 1.00% of the total variance in the dependent variable, repeat user status (Nagelkerke R Square=0.011). Age was found to be significantly associated with being a repeat user, with the odds of being a repeat user decreasing with age; however, this effect size was small (OR 0.992; $P<.001$). Females were 1.371 times more likely to be repeat users (OR 1.371; $P<.001$), whereas those who resided in SEIFA quintiles 4 and 5 were significantly more likely to be repeat users compared with those residing in quintile 1 (OR 1.243; $P<.001$ and OR 1.151; $P<.001$, respectively). Only those residing in the Australian Capital Territory, Victoria, and South Australia had significantly lower odds of being repeat users compared with those residing in New South Wales (Table 3).
In terms of health characteristics, BMI, high BP, and smoking status were all significantly associated with being a repeat user. As BMI increased, the odds of being a repeat user increased; however, the effect size was small (OR 1.020; \( P < .001 \)). Those with high BP were significantly more likely to be repeat users (OR 1.151; \( P < .001 \)), whereas smokers were significantly less likely to be repeat users (OR 0.773; \( P < .001 \)). There was no significant association between diabetes status and being a repeat user (Table 3).

Table 3. Binomial logistic regression analysis with the dependent variable: repeat user status.

<table>
<thead>
<tr>
<th>Independent variable</th>
<th>OR(^a) (95% CI)</th>
<th>( P ) value(^b)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years)</td>
<td>0.992 (0.991-0.994)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Gender (reference=male)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>1.371 (1.305-1.441)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>SEIFA(^c) (reference=quintile 1)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Quintile 2</td>
<td>0.932 (0.837-1.037)</td>
<td>.12</td>
</tr>
<tr>
<td>Quintile 3</td>
<td>1.087 (0.993-1.190)</td>
<td>.07</td>
</tr>
<tr>
<td>Quintile 4</td>
<td>1.243 (1.146-1.349)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Quintile 5</td>
<td>1.151 (1.070-1.239)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>State (reference=NSW(^d))</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Australian Capital Territory</td>
<td>0.696 (0.564-0.859)</td>
<td>.01</td>
</tr>
<tr>
<td>Victoria</td>
<td>0.926 (0.859-0.999)</td>
<td>.048</td>
</tr>
<tr>
<td>Queensland</td>
<td>0.968 (0.907-1.032)</td>
<td>.32</td>
</tr>
<tr>
<td>South Australia</td>
<td>0.844 (0.751-0.949)</td>
<td>.01</td>
</tr>
<tr>
<td>Western Australia</td>
<td>0.980 (0.892-1.076)</td>
<td>.67</td>
</tr>
<tr>
<td>Tasmania</td>
<td>0.992 (0.814-1.209)</td>
<td>.94</td>
</tr>
<tr>
<td>Northern Territory</td>
<td>0.609 (0.248-1.494)</td>
<td>.28</td>
</tr>
<tr>
<td>BMI (kg/m(^2))</td>
<td>1.020 (1.015-1.024)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>High BP(^e) (mm Hg; reference=no)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>1.151 (1.070-1.239)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Smoking status (reference=nonsmoker)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Smoker</td>
<td>0.773 (0.718-0.831)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Diabetes status (reference=diabetic)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Diabetic</td>
<td>0.927 (0.823-1.045)</td>
<td>.22</td>
</tr>
</tbody>
</table>

\(^a\)OR: odds ratio.
\(^b\)\(P\) value was obtained from binomial logistic regression.
\(^c\)SEIFA: socioeconomic indexes for areas.
\(^d\)NSW: New South Wales.
\(^e\)BP: blood pressure.

Identify If the Health Status of Repeat Users of SiSU Health Stations in Australia Improved From Baseline to Final Check

A Wilcoxon signed rank test and McNemar tests were performed on the baseline and final health scores for the continuous and binary health characteristic variables, respectively. At baseline, the mean BMI was 26.37 kg/m\(^2\) (SD 7.43 kg/m\(^2\)), decreasing to 25.40 kg/m\(^2\) (SD 8.06 kg/m\(^2\)) at the final check. Results of the Wilcoxon signed rank test indicated that this change in mean BMI scores was significant (\(Z=-14.24\); \( P < .001 \); Table 4).

Identify If the Health Status of Repeat Users of SiSU Health Stations in Australia Improved From Baseline to Final Check

The proportion of people with high BP decreased from baseline (5768/6848, 15.77%) to final check (885/6850, 12.92%). The results of the McNemar test confirmed that this change in proportions was significant (\(\chi^2=38.2\); \( P < .001 \)). Of the 1080 users with high BP at baseline, 590 (54.63%) did not have high BP at their final check. Conversely, of the 5768 users who did not have high BP at baseline, 395 (6.85%) had high BP at their final check (Table 5).

The proportion of smokers was also found to decrease from baseline (1005/8438, 11.91%) to final check (854/8430, 10.13%). This decrease was found to be significant (\(\chi^2=48.4\); \( P < .001 \)). Of the 1005 smokers at baseline, 308 (30.65%) were
not smokers at their final check, whereas 2.11% (157/7436) of the nonsmokers at baseline reported smoking at their final check (Table 5).

Table 4. BMI of repeat SiSU users at baseline compared with final check.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Baseline, mean (SD)</th>
<th>Final check, mean (SD)</th>
<th>Test statistic (Z)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>BMI (kg/m²)</td>
<td>26.37 (7.43)</td>
<td>25.40 (8.06)</td>
<td>-14.24</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

Table 5. Blood pressure and smoking status of SiSU users at baseline compared with final check

<table>
<thead>
<tr>
<th>Variables</th>
<th>Baseline, n (%)</th>
<th>Final check, n (%)</th>
<th>Chi-square value (df=1)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>High blood pressure (mm Hg)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>5768 (84.23)</td>
<td>5963 (87.08)</td>
<td>38.2</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Yes</td>
<td>1080 (15.77)</td>
<td>885 (12.92)</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Smoking status</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nonsmoker</td>
<td>7436 (88.09)</td>
<td>7578 (89.87)</td>
<td>48.4</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Smoker</td>
<td>1005 (11.91)</td>
<td>854 (10.13)</td>
<td>N/A</td>
<td>N/A</td>
</tr>
</tbody>
</table>

Finally, linear models were used to determine if the number of health checks a user undertakes was significantly related to their final health scores. The baseline scores were controlled in these models.

Due to the skewed distribution of BMI in the final check variables, a generalized linear model with gamma distribution and log link was used to assess the relationship between final BMI measurements and number of health checks. When controlling for baseline measures, the exponentiated coefficient (Exp[b]=0.999; P=.23) indicates that BMI at the final check was not significantly associated with the number of health checks (Table 6).

Binary logistic regression demonstrated that an increasing number of health checks were significantly associated with a decreasing likelihood of being a smoker at the final check, although this effect was small (OR 0.959; P=.048). There was no significant relationship between the number of health checks and high BP at the final check (OR 0.985; P=.14; Table 7).

Table 6. Generalized linear model explaining the effect of number of health checks on BMI at final check.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Exp (b) (SE)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of health checks</td>
<td>0.999 (1.001)</td>
<td>.23</td>
</tr>
<tr>
<td>BMI at initial check</td>
<td>1.021 (1.000)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Gender (reference=female)</td>
<td>1.017 (1.003)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>SEIFA&lt;sup&gt;a&lt;/sup&gt; quintile (reference=quintile 5)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Quintile 1</td>
<td>1.046 (1.005)</td>
<td></td>
</tr>
<tr>
<td>Quintile 2</td>
<td>1.035 (1.006)</td>
<td></td>
</tr>
<tr>
<td>Quintile 3</td>
<td>1.033 (1.005)</td>
<td></td>
</tr>
<tr>
<td>Quintile 4</td>
<td>1.019 (1.004)</td>
<td></td>
</tr>
<tr>
<td>Age</td>
<td>1.001 (1.001)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

<sup>a</sup>SEIFA: socioeconomic indexes for areas.

<sup>b</sup>Exp(b): exponentiated coefficient.
### Table 7. Binary logistic regression models explaining the effect of number of health checks on smoking status and high blood pressure status at final check.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Smoking status at final check (reference=nonsmoker)</th>
<th>High BP(^a) (mm Hg) at final check (reference=no)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>OR(^b) (95% CI)</td>
<td>P value</td>
</tr>
<tr>
<td>Number of health checks</td>
<td>0.959 (0.921-1.000)</td>
<td>.048</td>
</tr>
<tr>
<td>High BP at initial check</td>
<td>N/A(^c)</td>
<td>N/A</td>
</tr>
<tr>
<td>Smoking status at initial check</td>
<td>0.010 (0.008-0.012)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Gender (reference=female)</td>
<td>1.074 (0.870-1.324)</td>
<td>.51</td>
</tr>
<tr>
<td>SEIFA(^d) quintile (reference=quintile 5)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Quintile 1</td>
<td>1.696 (1.277-2.252)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Quintile 2</td>
<td>1.296 (0.888-1.892)</td>
<td>.18</td>
</tr>
<tr>
<td>Quintile 3</td>
<td>1.403 (1.007-1.953)</td>
<td>.045</td>
</tr>
<tr>
<td>Quintile 4</td>
<td>1.001 (0.753-1.331)</td>
<td>.99</td>
</tr>
<tr>
<td>Age</td>
<td>0.991 (0.984-0.998)</td>
<td>.02</td>
</tr>
</tbody>
</table>

\(^a\)BP: blood pressure.  
\(^b\)OR: odds ratio.  
\(^c\)N/A: Not applicable.  
\(^d\)SEIFA: socioeconomic indexes for areas.

### Discussion

#### Principal Findings

At 180,000 health checks, the SiSU wellness dataset is one of the largest datasets ever provided for research, which has been generated by interactive health stations that measure biometric indicators. The scale of this dataset is clearly significant, and this study and the SiSU wellness dataset provide a valuable foundation for extensive investigation into the benefits of health stations in terms of their health monitoring and health promotion capabilities.

This study builds on previous research in the health technology field by providing further insight into the factors that are associated with health kiosk utilization and the potential health benefits of using health kiosks to self-monitor health. Findings indicate that demographics, including gender, age, and SES, were associated with both utilization and repeat utilization of the SiSU health stations, with females, younger people, and those of higher SES using the SiSU health stations at higher rates and more likely to be repeat users. A relationship between health characteristics and repeat utilization of the health stations has also been demonstrated; both higher BMI and high BP at baseline increased the odds of being a repeat user, and smokers were less likely to be repeat users.

The results are consistent with findings regarding the influence of age on the utilization of health technologies, which suggest that younger people use these technologies at higher rates [23-25]. Despite the suggestion by some authors that health kiosks may play a role in reducing this age bias in the use of technology by reducing age-related barriers [29-31], this does not appear to be supported by the results of our study.

Previous studies investigating the influence of gender on health kiosk utilization have demonstrated mixed results. Consistent with our findings, 1 study found that females access health kiosks at higher rates [29], whereas another study found that the relationship between gender and kiosk use is dependent on other demographic variables such as country of birth and SES [32], and other studies have found no relationship between gender and kiosk use [30,33]. The inconsistency of these results is potentially due to differences in the location of the health kiosks (eg, retail environment and hospital setting), which has been found to influence utilization rates [31]; further research could aim to investigate these effects. It is worth noting, however, that although a smaller proportion of SiSU health station users are males, the sheer volume of males undertaking health checks using the SiSU health stations provides a unique opportunity for engaging this demographic, who have been found to access traditional preventative health services at lower rates than females [43,44].

When considering the gender distribution of Priceline Pharmacies' customer base in conjunction with that of SiSU health stations users, evidence emerges that suggests that the SiSU health stations are highly effective in engaging the male demographic, with 44.13% (79,628/180,442) of SiSU health station users being males. Evidence to support the hypothesis that the SiSU health station is particularly attractive to males in retail environments is further supported by unpublished data from a 6-store retail health station pilot that SiSU wellness undertook with a major Australian Supermarket chain, where males accounted for 44.13% (79,628/180,442) of the checks recorded. In 5 of the 6 supermarkets, males contributed the clear majority of checks, and in the only store where females were the majority, the spread between genders was just 1.40% (Personal Communication by Patrick J Hannebery, May 29, 2019).
The findings regarding the SES of SiSU health station users support previous research that demonstrate that higher SES levels are associated with higher utilization rates of health kiosks [30,31] and health technologies in general [23,25,28]. The poorer rates of utilization in lower SES populations may be the result of a combination of factors, including lower health literacy [45,46]; access barriers such as cost, time, and transport [46,47]; and attitudes toward health care and health care providers [47,48]. Again, location of the health kiosks may play a role in the lower rate of utilization by those from low SES areas.

Our initial descriptive analysis of the health characteristics of SiSU health station users found that SiSU users are generally healthier than the NHS participants on the 4 health characteristics investigated in this study. This supports the findings of previous research, which found that people with chronic disease are less likely to engage in self-monitoring. Such research suggests that poor health is associated with decreased self-efficacy and confidence in health monitoring and improvement, sometimes leading to decreased utilization and adoption of monitoring and prevention [26], which may in part explain these findings. The results of the weighted analysis, however, indicate that age, gender, SES, and place of residence (state) play a large role in the difference in the disease status between SiSU users and the general population, with BP being the only indicator with a substantially large difference between SiSU users and the NHS participants once data were weighted to address the disparity in demographics.

Our investigation of the factors associated with repeat utilization, however, demonstrated that people with high BP are more likely to be repeat users of the health stations and that as BMI increases, the odds of being a repeat user increases. This is an interesting finding in that SiSU users were found to have more favorable outcomes on the 4 health indicators under investigation, whereas repeat users were more likely to have high BP, diabetes, and higher BMIs. These findings provide insight into the differences between once-off utilization of health technologies as opposed to sustained use. The placement of the majority of SiSU health stations in pharmacies may play a role in this relationship, given that those with health issues may be more likely to go to pharmacies on a regular basis.

Regarding repeat utilization of SiSU health stations, our results are somewhat consistent with previous research that demonstrate that people with chronic disease are more likely to use technology to self-monitor their health in a sustained manner [24-27]. For example, higher BMI has been found to be associated with higher frequency of use of mobile health apps [25], whereas those with hypertension have previously demonstrated a higher willingness to consistently self-monitor their health [26]. The difference in the health characteristics of repeat users compared with one-time users is interesting. It has been suggested by some authors that sustained use of self-monitoring may be driven by health-related goals such as weight loss [24,49], which may partially explain these findings.

This study has also provided an initial analysis of the health outcomes of health kiosk users, which to date, have not been established. In doing so, it has paved the way for further investigation into the benefits of such technologies for health monitoring by identifying potential areas for further research.

The findings of our study demonstrate positive initial results in terms of the change in health status between baseline and final health checks for repeat users, although the number of health checks a person undertakes does not appear to influence outcomes at the final check. In terms of the comparison of baseline and final checks, these results are somewhat consistent with much of the research that has been conducted regarding the benefits of various self-monitoring health technologies [6,50,51]; however, they are somewhat inconsistent with the finding that the number of health checks does not impact health outcomes at the final check. For example, previous research has found that the adherent use of digital trackers is associated with weight loss and increased physical activity [6], whereas other studies have found that regular monitoring of BP leads to reductions in BP when combined with other interventions [50,51].

Although the suggestion that self-monitoring is effective when combined with other health interventions is interesting, unfortunately it is difficult from the SiSU data to determine the method through which improvements were achieved (eg, counseling, medication, and physical activity) and, if so, whether the use of SiSU health stations influenced the uptake of these methods. Due to the dearth of research regarding the benefits of technology for self-monitoring, there is also limited information available regarding the possible mechanisms behind the behavior changes that result in the health improvements observed in our study and other studies. Research into the effect of self-monitoring in general on health status suggests that mechanisms may include empowerment or self-efficacy [8,13], self-actualization and self-esteem, as well as greater sensitivity and awareness [6]. With regard to health technologies, there is also some evidence that the aggregation of health data in 1 place provides a more complete picture of health status, enabling more holistic behavior change [14]. Again, these findings present further research opportunities with regard to SiSU health station users.

Finally, there is also some evidence that the benefits of digital health monitoring are more pronounced for people with more serious health problems [6], again demonstrating the potential for further investigation of the SiSU data with regard to this finding.

It is worth noting that the results of all analyses undertaken have the potential to be influenced by the location of the SiSU health stations, that is, pharmacy, retail shopping center, gym, or corporate setting, rural versus metropolitan area, and other location variables. There is potential that the differences in demographics and health status between the SiSU wellness users and NHS participants may be partially explained by the placement of stations across the country, with more health check stations in New South Wales than other states. Repeat utilization and frequency of use of the SiSU health stations are also likely to be influenced by these factors. Future research should aim to investigate the effect of location on the demographic representatives and health characteristics of all users, the factors...
associated with repeat utilization, and the changes in the health characteristics of repeat users.

Overall, the results of this study are promising in terms of the potential for utilization of SiSU health stations as an effective catalyst for change and a means of empowering consumers to take ownership and achieve improvements in their health status. The considerably large sample size, digitization, and representativeness of health status measures in the data demonstrate the unique value of the SiSU health station data as a cost-effective method of monitoring population health data over time and provides a valuable data source for health workers, population health professionals, policy makers, and researchers alike.

Limitations

A number of potential limitations of this study have been identified. First, the range of demographic data available in both the SiSU wellness and ABS datasets limit the investigation of the representativeness of the SiSU data. It is possible that there may be underlying differences between the SiSU wellness sample and the general population that cannot be identified through this study. The limited number of demographic variables available for analysis and comparison also mean that the weighting of the SiSU wellness data is restricted to variables available in both the SiSU wellness dataset and the NHS dataset. Furthermore, only a small percentage of the variance in the repeat status of users could be explained by the available variables; additional variables would allow more robust models to be developed to investigate the relationship between demographics, health status, and repeat users more thoroughly.

It must also be acknowledged that the SiSU wellness data and the ABS census/NHS data are not mutually exclusive; in that it is possible that subjects in the SiSU wellness dataset could also be participants in the NHS. Due to this, and as there is no sampling frame to directly compare users and nonusers of the SiSU health stations, interpretation of the results of the comparison of SiSU users and NHS participants should be treated with caution. There are also limitations associated with comparing data from different sources. Although every effort has been made to ensure that the variables from the SiSU health station and NHS data are directly comparable, by collapsing response categories where necessary and using actual measurements to compute categories for variables such as BMI and BP, we were unable to control for potential differences in measurement techniques.
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Abstract

Background: Wearable devices can be used for continuous patient monitoring in the general ward, increasing patient safety. Little is known about the experiences and expectations of patients and health care professionals regarding continuous monitoring with these devices.

Objective: This study aimed to identify positive and negative effects as well as barriers and facilitators for the use of two wearable devices: ViSi Mobile (VM) and HealthPatch (HP).

Methods: In this randomized controlled trial, 90 patients admitted to the internal medicine and surgical wards of a university hospital in the Netherlands were randomly assigned to continuous vital sign monitoring using VM or HP and a control group. Users’ experiences and expectations were addressed using semistructured interviews. Nurses, physician assistants, and medical doctors were also interviewed. Interviews were analyzed using thematic content analysis. Psychological distress was assessed using the State Trait Anxiety Inventory and the Pain Catastrophizing Scale. The System Usability Scale was used to assess the usability of both devices.

Results: A total of 60 patients, 20 nurses, 3 physician assistants, and 6 medical doctors were interviewed. We identified 47 positive and 30 negative effects and 19 facilitators and 36 barriers for the use of VM and HP. Frequently mentioned topics included earlier identification of clinical deterioration, increased feelings of safety, and VM lines and electrodes. No differences related to psychological distress and usability were found between randomization groups or devices.

Conclusions: Both devices were well received by most patients and health care professionals, and the majority of them encouraged the idea of monitoring vital signs continuously in the general ward. This comprehensive overview of barriers and facilitators of using wireless devices may serve as a guide for future researchers, developers, and health care institutions that consider implementing continuous monitoring in the ward.

Trial Registration: Clinicaltrials.gov NCT02933307; http://clinicaltrials.gov/ct2/show/NCT02933307.

(J Med Internet Res 2020;22(6):e15471) doi:10.2196/15471
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Introduction

Background

Today’s technology is increasingly influencing health care [1]. Numerous wearable devices such as patches, smart watches, and even tattoos exist that can register vital signs such as heart rate (HR), respiratory rate, oxygen saturation (SpO₂), and blood pressure (BP) [2-5]. These devices are increasingly accurate and reliable [2,6], smaller, and more user friendly than current hospital monitoring devices. This could facilitate patients’ mobility and recovery during admission [7,8]. Moreover, the devices can result in improved health outcomes and can be used
as a diagnostic tool in the identification of several diseases or clinical deterioration during admission [2,9-11].

Clinical Deterioration
Vital signs of patients in general wards are usually monitored periodically by nurses, primarily during daytime [12]. As a result, clinical deterioration in between two subsequent measurements may not always be detected and can result in unplanned admission to the intensive care unit (ICU), which is associated with longer hospital stay, increased mortality rate [13-15], and higher costs [16]. During night hours, when less medical personnel are available, clinical deterioration may remain undetected until the next morning [17]. With wearable devices, patients can be monitored more frequently or continuously. This results in additional information about a patient’s health status, particularly during off of office hours when patients are less frequently seen by nurses [4]. By implementing continuous monitoring, clinical deterioration can be detected in an earlier phase, particularly as changes in vital signs are often present 8 to 24 hours before a life-threatening event occurs [18-22]. Additional benefits of wearable device–based continuous monitoring are a reduced workload in nurses [23], improved patient comfort because of fewer vital sign measurements [8,24], and safe patient transport between wards [25]. Besides positive effects of wearable devices, continuous monitoring can lead to false alarms that result in unnecessary additional diagnostic procedures and possible alarm fatigue in health care professionals [26,27].

Wearable Devices
Recently, ViSi Mobile (VM) and the HealthPatch (HP) were introduced to hospital care. These two wearable devices are approved by the Food and Drug Association for continuous vital sign monitoring and have shown to be as accurate as nurse measurements in admitted patients [6]. Several studies describing the opportunities of wearable devices including VM and HP were primarily focused on the accuracy of data [11]. For successful implementation in hospital wards, wearable devices for continuous monitoring of vital signs should be comfortable and user friendly for both patients and health care professionals. Besides, patients and health care professionals should be willing to use them and see the benefit of these wearable devices and of being monitored continuously. A complete overview of experiences and expectations of patients regarding continuous monitoring with wearable devices is lacking. Therefore, this study aimed to identify experiences of patients, relatives, nurses, physician assistants, and medical doctors about the use of VM and HP in daily practice for continuous monitoring of vital signs in the general ward.

Methods
Setting, Participants, and Sampling
This randomized controlled trial was conducted in a university hospital between April 2015 and August 2016. The objective of this study was to give an overview of the experiences and expectations regarding continuous monitoring with wearable devices by most important stakeholders. This design was chosen as a control group would give an insight into the current experiences of patients who were not yet influenced by the use of wearable devices. Besides patients, the target population consisted of nurses, physician assistants, and medical doctors who were involved in the care of the included patients. Surgical patients were included when they were scheduled for an elective abdominal surgical procedure. Patients were excluded and replaced when they were monitored for less than 24 hours. A sample size of 90 patients (45 surgical patients and 45 internal medicine patients) was estimated to be sufficient to obtain data saturation regarding interviews, based on our pilot study [6]. As there are no standards to calculate sample size for qualitative research [28], we focused on data saturation. This was defined as the moment when additional interviews would not result in new information or themes, which was discussed and decided by two experienced qualitative researchers (MW and TB). Patients’ relatives were involved if they attended the interview. We aimed to interview all nurses, physician assistants, and medical doctors who were involved in the care of the included patients to obtain a complete overview of users’ experiences and expectations. The institutional review board decided that formal approval was not required after they reviewed the study protocol extensively (Local Ethical Committee number 2015-1717). The study was conducted in accordance with The Code of Ethics of the World Medical Association (Declaration of Helsinki).

Wearable Devices
VM (Sotera Wireless) is a patient monitoring system developed to enhance patient safety and early detection of clinical deterioration in a general ward. VM continuously measures 5-lead electrocardiography (ECG), HR, respiratory rate, SpO2, BP, and skin temperature. It transmits all data wirelessly to a platform with Sotera’s analytic software such as desktop PCs or tablet PCs from where health care professionals have a real-time insight into patients’ vital sign data. VM consists of a wrist device with a touch screen display that shows vital signs and a thumb sensor that measures SpO2 and BP. Five ECG cables and a chest sensor that measures skin temperature and respiratory rate are attached to the patient’s chest. The battery in the wrist device has to be changed every 12 to 16 hours. The HP (Vital Connect) is a small and lightweight disposable adhesive patch that consists of two ECG electrodes and a reusable module, which contains a sensor and a Bluetooth transmitter. It contains a battery that has a wear cycle of approximately 3 to 4 days. The patch continuously measures 1-lead ECG, HR, respiratory rate, HR variability, skin temperature, steps, and body posture [29]. The patch is attached to the patient’s chest, from where it sends data via Bluetooth to a mobile device where patients can see their own vital signs. Data are transmitted to a secured Vital Connect cloud on the internet via Wi-Fi.

Study Procedures and Data Collection
Interviews
Patients in the surgical and internal medicine wards provided written informed consent after being informed about the study protocol. All interviewed nurses, physician assistants, and medical doctors also signed the informed consent form. Patients
were randomly assigned to (1) VM, (2) HP, or (3) control group (no device; 1:1:1). This was done to equalize individual factors between groups and minimize bias. The control group only received the regular nurse measurements. They were interviewed about their current experiences and their expectations of continuous monitoring, without being influenced by wearing a device. In the internal medicine ward, patients were randomized immediately after signing the informed consent form. Surgical patients signed the informed consent form before an elective surgical procedure and were randomized after surgery on arrival in the ward. Vital signs were continuously measured for 2 to 3 days in the VM and HP groups. Regular vital sign measurements (three times a day) by nurses continued according to the hospital protocol for all patients.

At the end of the study, patients and their relatives were interviewed face-to-face for approximately 45 min by one trained investigator. Nurses, physician assistants, and medical doctors who were involved in the care of the included patients were also interviewed. For each semistructured interview, an interview guide was used that consisted of predetermined themes based on the model for implementation by Grol and Wensing [30]. We added themes identified in a recent pilot study about monitoring with similar wearable devices [6]. Themes concerned attitude toward continuous monitoring and the wearable devices, experiences with both wearables in clinical practice, future expectations of the devices, and perception on changes in clinical care using the devices. Questions focused on, for example, feelings of safety, users’ experiences with the devices, expected effect of continuous monitoring on patient safety and quality of care, and effect on nurse-patient interaction. The interview guide is available on request. The interviews were conducted by two researchers with a biomedical and medical background and who were trained in interviewing.

**Questionnaires**

To determine psychological distress, all patients completed the short version of the State Trait Anxiety Inventory (STAI) [31,32] at baseline and on each day of the study period. On day 3, they completed the Pain Catastrophizing Scale (PCS), which provided a valid index about the extent to which people catastrophize [33]. STAI and PCS scores were compared between randomization groups as psychological distress can be a confounding factor. Furthermore, this allowed us to assess whether the devices affected psychological distress. In addition, nurses who took care of the participating patients and who were involved in, for example, attachment of the devices and changing batteries completed the System Usability Scale (SUS) [34], which is a reliable tool for assessing usability.

**Analysis**

**Interviews**

All interviews were audio-recorded and transcribed verbatim. Subsequently, two researchers (MW and TB) individually performed a thematic content analysis on all data (double coding) to determine facilitators, barriers, and positive and negative effects [35,36]. The researchers discussed the results until consensus was reached. The Donabedian framework for the quality of health care was used to present all positive and negative effects [37]. This framework distinguishes structure (context in which the care is delivered), process (all actions that make up health care), and outcome (all effects on patients’ health). Facilitators and barriers were categorized according to an existing framework concerning determinants of adoption of mobile health [38,39]. New determinants regarding the use of VM and HP were added to the framework. Interviews were consecutively analyzed during the study, and saturation was assessed using histograms, in which all new factors per interview were presented. Quotes and striking issues were also documented. Once data saturation was reached, no further interviews were analyzed as it was expected that no new factors would be identified.

**Questionnaires**

STAI, PCS, and SUS scores were analyzed using SPSS package version 20.0 (SPSS Inc). STAI scores ranged from 6 to 24, and a higher score indicated more psychological distress. SUS scores ranged from 0 to 100, and a score above 68 was considered above average [34]. Descriptive statistics were presented as mean (SD). Statistical significance between patient groups regarding demographics and PCS was calculated using the analysis of variance (ANOVA) or Pearson chi-square test. ANOVA for repeated measures was used to assess differences in the STAI score between days and randomization groups. An independent samples t test was used to calculate the difference between HP and VM regarding SUS. STAI and SUS results were not correlated with the interview results. A P value less than .05 was considered significant.

**Results**

**Demographics**

A total of 165 patients were invited to participate: 89 patients from the surgical ward and 76 patients from the internal medicine ward. In each ward, 58 patients signed the informed consent form; 45 patients eventually participated in the study. Reasons for refusal were expectation of a large mental (n=37) or physical burden (n=10) and expected discharge within 24 hours (n=2). In the surgical ward, 13 patients were excluded because of rescheduling of the surgery (n=5), withdrawal of informed consent (n=4), early death (n=2), prolonged ICU stay (n=1), and delirium (n=1). Reasons to exclude patients in the internal medicine ward were monitoring for less than 24 hours because of unexpected discharge (n=11) or physical burden by VM (n=2). No differences were found between randomization groups regarding age (P=.74) and gender (P=.55). Demographics are shown in Table 1. Relatives of 6 patients attended the interview. Six medical doctors (2 surgeons, 2 internists, and 2 intensivists), 3 physician assistants, and 20 nurses were interviewed.
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Table 1. Patient demographics.

<table>
<thead>
<tr>
<th>Demographics</th>
<th>ViSi Mobile (n=30)</th>
<th>HealthPatch (n=30)</th>
<th>Control group (n=30)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>18 (60)</td>
<td>22 (73)</td>
<td>20 (67)</td>
</tr>
<tr>
<td>Female</td>
<td>12 (40)</td>
<td>8 (27)</td>
<td>10 (33)</td>
</tr>
<tr>
<td><strong>Age (years), median (range)</strong></td>
<td>63 (26-76)</td>
<td>56 (27-88)</td>
<td>62 (34-77)</td>
</tr>
<tr>
<td><strong>Measurement period (days) of participation in the study, median (range)</strong></td>
<td>3 (1-4)</td>
<td>3 (1-5)</td>
<td>3 (2-3)</td>
</tr>
<tr>
<td><strong>Reason for admission, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Colorectal disease</td>
<td>8 (27)</td>
<td>8 (27)</td>
<td>5 (17)</td>
</tr>
<tr>
<td>Malignant</td>
<td>7 (23)</td>
<td>8 (27)</td>
<td>5 (17)</td>
</tr>
<tr>
<td>Benign</td>
<td>1 (5)</td>
<td>N/A(^a)</td>
<td>N/A</td>
</tr>
<tr>
<td>Hepatobiliary disease</td>
<td>5 (17)</td>
<td>5 (17)</td>
<td>5 (17)</td>
</tr>
<tr>
<td>Malignant</td>
<td>5 (17)</td>
<td>2 (15)</td>
<td>5 (17)</td>
</tr>
<tr>
<td>Benign</td>
<td>N/A</td>
<td>3 (10)</td>
<td>N/A</td>
</tr>
<tr>
<td>Upper gastrointestinal disease</td>
<td>N/A</td>
<td>N/A</td>
<td>2 (7)</td>
</tr>
<tr>
<td>Neuroendocrine tumors</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Malignant</td>
<td>N/A</td>
<td>1 (3)</td>
<td>2 (7)</td>
</tr>
<tr>
<td>Hemiation</td>
<td>1 (3)</td>
<td>1 (3)</td>
<td>1 (3)</td>
</tr>
<tr>
<td>Hematological diseases</td>
<td>N/A</td>
<td>1 (3)</td>
<td>2 (7)</td>
</tr>
<tr>
<td>Autoimmune diseases</td>
<td>4 (13)</td>
<td>2 (7)</td>
<td>N/A</td>
</tr>
<tr>
<td>Infectious disease</td>
<td>3 (10)</td>
<td>7 (23)</td>
<td>6 (20)</td>
</tr>
<tr>
<td>Other</td>
<td>9 (30)</td>
<td>5 (17)</td>
<td>7 (23)</td>
</tr>
</tbody>
</table>

\(^a\)N/A: not applicable.

**Interview Data**

After analyzing 60 interviews (19 VM group, 21 HP group, and 20 control group) with patients, data saturation occurred, indicating that it was considered unlikely that new factors would be identified in additional interviews (Figure 1). We interviewed 29 health care professionals: 6 medical doctors, 3 physician assistants, and 20 nurses. After interviewing and analyzing professionals, we concluded that data saturation may not have been reached. Interviews with patients lasted for a median of 16 min (range 37 min). Generally, interviews with study participants from the control group lasted for a shorter duration as these people had no experience with the device. For professionals, interviews lasted for a median of 33 min (range 33 min). A total of 33 unique positive effects by patients and 56 positive effects by health care professionals and 14 negative effects by patients and 31 negative effects by health care professionals were identified. Patients reported 13 facilitators and 22 barriers, and health care professionals reported 13 facilitators and 36 barriers.
Figure 1. Saturation of positive and negative effects and facilitators and barriers. X-axis represents number of patients interviewed; Y-axis represents the accumulated number of new items mentioned by patients.

Positive Effects
In the structure, process, and outcome domains, 1, 23, and 23 positive effects were identified, respectively, (Multimedia Appendix 1) by patients, their relatives, and health care professionals. Moreover, 6 patients and 2 nurses mentioned alarms as a positive effect of continuous monitoring using wearable devices. A nurse stated:

We should all receive a mini-Ipad. It can show us patients’ vital signs during our shift and will send us an alert in case the vital signs drop outside the normal ranges. [NurseID4]

A total of 17 patients, 2 relatives, and 17 health care professionals expected to be able to detect clinical deterioration in an earlier phase using continuous monitoring. Moreover, 5 patients, 3 nurses, and 1 medical doctor mentioned that earlier detection can result in earlier interventions. Furthermore, 6 patients, 1 relative, and 5 nurses thought that the implementation of continuous monitoring can lead to less patient disturbances. In addition, 7 patients and 11 health care professionals thought that continuous monitoring can save time. We asked all nurses how to spend the saved time. A nurse mentioned:

Just talking to the patient. To have more time for the story of the patient. [NurseID7]

Other positive effects regarding efficiency in health care were a reduced workload, shorter hospital stay, prevention of ICU admission, reduced costs, and lower amount of nursing staff required. A patient described:

You can stay shorter in the hospital and can go home with a wearable device. They can inspect your data in the hospital while you are at home. I would like that, it would feel more safe. [PatientID40]

A total of 17 patients, 1 relative, and 9 health care professionals expected increased feelings of safety in patients in the general ward. In addition, patients’ relatives and nurses mentioned feeling safer. A nurse explained:

Postoperative patients have been monitored continuously at the ICU. Some do feel unsafe after return at the general ward because of a lower number of vital sign measurements. [NurseID1]

All nurses and most patients encouraged the implementation of wearable devices for continuous monitoring of patients. A nurse and a patient mentioned:

This is the future. We have to deal with it and the sooner we start working with those wearable devices, the more profit we will have. [NurseID16]

The future...I think only 30% of the patients will be hospitalized by then. Patients will be monitored from home with this kind of smart devices. [PatientID50]

Negative Effects
A total of 12 and 18 negative effects were identified in the process and outcome domains, respectively, by patients, their relatives, and health care professionals (Multimedia Appendix 2). Moreover, 1 patient and 5 health care professionals thought that continuous monitoring can generate an overload of information. An internist mentioned:

Sometimes you just do not want to know, making yourself crazy with too much data. Particularly when data does not influence your decision in patient’s treatment. [MedicaldoctorID5]

Particularly, nurses in the surgical ward were afraid that their ward would become like an ICU; 3 nurses and 1 medical doctor thought that this can lead to reluctance in transfer to the ICU. The alarm system was mentioned as a negative effect by 3 nurses and 3 medical doctors, leading to false-positive alarms, irrelevant alarms, and alarm fatigue. Moreover, 9 patients, 1 relative, and 5 nurses were afraid that interaction between patient and health care professionals would be reduced. A patient mentioned:

You need the confidence from the nurses, I would miss that. However, quantity time might become quality time. [PatientID58]

In addition, 7 nurses and 1 medical doctor mentioned that continuous monitoring would cost more time, and 1 nurse, 1
physician assistant, and 1 medical doctor thought that it would increase workload. A nurse said:

Maybe it will increase work load. What if you receive an alarm every time a patient falls asleep and the oxygen saturation decreases a little bit? [NurseID6]

A total of 12 patients, 2 relatives, and 2 health care professionals mentioned that patients can become worried by being able to see their own vital signs. A patient explained:

Some people are very anxious. Like my wife...like she already said: she would overreact. I would like to know my vital signs, but she would panic. [PatientID54]

Facilitators

Eight facilitators were found in the domain Factors related to devices (Multimedia Appendix 3). In addition, 1 nurse and 1 medical doctor mentioned that by using continuous monitoring, health care professionals are able to see trends in vital signs. A surgeon stated:

Last night we saw a patient with an Early Warning Score of 3 and in the morning it suddenly was 13. Using continuous monitoring, we would have been able to see the Early Warning Score slowly increasing during the night. [MedicaldoctorID6]

Moreover, 2 patients, 2 nurses, and 1 medical doctor mentioned the small size of the HP. Three patients said that they thought it was easy to view all vital signs on the VM wrist device or the mobile device of the HP. In addition, 2 patients and 1 nurse said that they think both the devices are reliable.

Three facilitators were found in the domain Individual factors. In addition, 2 patients, 2 nurses, and 2 medical doctors thought that continuous monitoring will lead to earlier detection of clinical deterioration, and 2 patients mentioned that they think that patient safety will be improved. In the Human environment domain, 8 facilitators were identified. Five patients mentioned that the devices were invisible under their clothes, and 7 patients said that they were not aware of the device. Moreover, 1 patient, 2 nurses, and 1 medical doctor mentioned fewer actions during vital sign measurements as a facilitator, such as putting on the upper arm cuff for BP measurements.

Barriers

In the domain Factors related to the devices, 22 barriers were identified (Multimedia Appendix 3). In addition, 2 patients, 3 nurses, and 1 medical doctor mentioned the VM battery change as a barrier. VM wrist device was thought to be too big or heavy by 5 patients, 3 nurses, and 1 medical doctor. Furthermore, VM cables and the patches and electrodes were also mentioned as barriers. A patient said:

Yesterday I felt very ill. I noticed that when you do not feel very well, every line, every device is just too much. [PatientID40]

Three patients mentioned that devices are not able to measure patient experiences, such as pain. A patient described:

The devices are not able to register pain. When the nurse does not visit me, I cannot tell her I am having a headache. The device will not register that. [PatientID55]

Moreover, 2 patients and 5 nurses said that it is a barrier that the HP is not able to measure all vital signs. Furthermore, it was also mentioned that VM and HP both are not able to measure core temperature.

Four barriers were identified in the Individual factors domain. One medical doctor mentioned the risk of overtreatment by identifying abnormalities in vital signs that cannot be ignored. Moreover, 1 medical doctor and 1 patient said that the VM wrist device is stigmatizing. In the domain Human environment, six barriers were identified. Three patients thought that it was a burden to carry the HP mobile device. One medical doctor feared that there will be too much attention for the vital signs and less attention for the individual patient. One nurse mentioned that patients were worried that the patches would come off. Four barriers were identified in the Organizational environment domain. Two medical doctors mentioned that nurses do not have adequate training to interpret continuous data. In addition, 4 nurses and 1 medical doctor thought that there would not be enough personnel to monitor all data:

At this moment it is not feasible to monitor all patients 24 hours a day and to anticipate adequately to clinical deterioration with the amount of nursing staff we have. [NurseID6]

Questionnaires

Psychological Distress

No significant effect between the three randomization groups was found on STAI score ($P=.33$), and no significant within-subject effect was found in STAI score between days ($P=.78$, Table 2). Data of surgical and internal medicine patients were calculated separately; no significant effect between the randomization groups was found on STAI score ($P=.86$ and $P=.17$, respectively). No significant differences were found between the three randomization groups regarding PCS ($P=.57$; Table 2).

<table>
<thead>
<tr>
<th>Group</th>
<th>STAI baseline, mean (SD)</th>
<th>STAI day 1, mean (SD)</th>
<th>STAI day 2, mean (SD)</th>
<th>STAI day 3, mean (SD)</th>
<th>Pain Catastrophizing Scale, mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Visi Mobile</td>
<td>11.8 (2.7)</td>
<td>11.3 (2.9)</td>
<td>10.6 (2.6)</td>
<td>10.6 (3.0)</td>
<td>14.2 (11.2)</td>
</tr>
<tr>
<td>HealthPatch</td>
<td>11.4 (2.7)</td>
<td>11.2 (2.8)</td>
<td>11.5 (2.8)</td>
<td>11.2 (3.3)</td>
<td>15.7 (11.6)</td>
</tr>
<tr>
<td>Control</td>
<td>11.0 (3.1)</td>
<td>11.1 (3.1)</td>
<td>11.2 (3.3)</td>
<td>11.7 (3.5)</td>
<td>17.4 (10.9)</td>
</tr>
</tbody>
</table>

*STAI: State Trait Anxiety Inventory.
Usability

The SUS was filled in by 6 nurses (3 internal medicine nurses and 3 surgical nurses), 1 for each device. Both devices scored above average, indicating good usability. No significant difference was found between VM and HP (mean 77.9, SD 18.5 and mean 82.5, SD 18.6, respectively; \( P=.68 \)).

Discussion

Principal Findings

In this study, we used two wearable devices for continuous monitoring of vital signs in non-ICU patients with a wide spectrum of clinical conditions in two different wards. Our study resulted in a broad overview of experiences and expectations with the devices of both patients and health care professionals. We showed that continuous monitoring in the ward was not only well received by most patients and their relatives but also by their health care professionals. We also identified relevant barriers of continuous monitoring with wearable devices and that using wearable devices did not affect stress levels. Both patients and health care professionals expected that continuous monitoring of vital signs would lead to an earlier identification of clinical deterioration and to an improvement of quality, safety, and efficiency in health care. We also identified relevant barriers of continuous monitoring with wearable devices.

Our semistructured interviews revealed a primarily positive attitude toward continuous monitoring. A recent study by Abelson et al [40] also confirmed that surgical patients have a positive attitude toward wearable devices and mobile apps and that they are willing to use them. Earlier detection of clinical deterioration was frequently mentioned by patients and health care professionals corresponding with the findings from a recent review by Cardona-Morrell et al [10]. They showed that continuous monitoring of vital signs in the general ward leads to an earlier detection of clinical deterioration [10]. Respondents mentioned that continuous monitoring could lead to saved time and reduced workload for nurses, which is also found in other studies [10]. All nurses mentioned that they would use this time for the patient, such as mobilization, washing or showering patients, providing information, and providing a listening ear for the patient. This might solve the problem for less nurse-patient interaction, which was frequently mentioned by patients. Future research should shed light on changes in nurses’ workload after the implementation of continuous monitoring. A frequently reported barrier was the wrist device and cables of VM. Particularly, surgical patients mentioned that the VM cables were a burden in combination with other lines, such as abdominal drains and urinary catheters. However, patients did not feel restricted during daily activities. This is important as early appropriate mobilization improves recovery and reduces the risk of complications [41,42]. STAI and PCS scores revealed no differences in psychological distress between patients in the intervention and control groups, indicating that neither the VM nor the HP caused additional stress or reduced stress. According to SUS scores, the larger VM wrist device and cables did not influence the overall usability of the VM in comparison with the much smaller HP. It is expected that future devices will become even smaller while being able to wirelessly monitor an increasing number of vital signs continuously. The amount of data that will become available by continuous monitoring was mentioned as a negative effect by health care professionals, as it was expected that they would never be able to review all data. Big data analytics are available for effective storage and processing of large amounts of data [43,44]. Alarms can alert the nurse when patient’s vital signs drop out of normal ranges, resulting in a high number of false-positive or irrelevant alarms or even alarm fatigue [27,45]. Machine learning algorithms can prevent unnecessary diagnostic procedures and overtreatment because of a reduced number of irrelevant and false-positive alarms [46-48].

Other Research

Few studies regarding continuous monitoring in the general ward exist. Brown et al [49] compared continuous monitoring using the EarlySense system with intermittent monitoring in a medical-surgical ward. This system includes a flat sensor that is placed under the patient’s bed and monitors HR and respiratory rate continuously. They found a reduced number of days in the ICU and shorter overall hospital stay because of earlier interventions in patients who were monitored continuously. However, the system is not able to monitor other vital signs such as BP, SpO\(_2\), and temperature when patients are out of bed. Other researchers used patches to monitor several vital signs such as the HP in this study, with promising results [50]. Using HP and VM, patients are able to mobilize throughout the hospital while being monitored continuously for relevant vital signs. VM measures almost all vital signs, which are required to calculate the Modified Early Warning Score and judge the clinical situation of the patient. More recent work found that patient monitoring systems should be tailored to users’ needs [51].

Strengths and Limitations

An important strength of this study is that we were able to monitor patients admitted for various reasons for a longer period in a clinical setting in two different departments. We conducted a large number of semistructured interviews with both patients and health care professionals and were able to reach data saturation in patients about all predefined categories. This resulted in a comprehensive overview of the positive and negative effects of continuous monitoring and facilitators and barriers regarding VM and HP. The control group allowed us to collect current experiences from patients that were not yet influenced by using wearable devices. Regarding interviews with health care providers, data may not have saturated, although this is difficult to assess [28]. Selection bias could have occurred as not all invited patients participated in the study, particularly in the surgical ward. However, we randomized all patients to VM, HP, or a control group, and no significant differences were found between randomization groups, for example, gender, which minimized bias. Patients who refused to participate reported that they feared the mental or physical burden, particularly severely ill patients or patients with psychological distress. No differences were found in stress experienced between different randomization groups. Although the STAI questionnaire is validated for measuring psychological distress, many other stressful factors may have an impact on patients.
and may potentially influence the outcomes (stress before surgical procedures or complications during hospitalization).

**Future Perspectives**

Implementation of wearable devices for continuous monitoring is expected to influence health care in several ways. Patient safety can be improved as trained and experienced personnel can be warned during an earlier phase of deterioration and perform early interventions. This can prevent unnecessary ICU admissions and shorten hospital stay. Nurses will have to be trained in using wearable devices and continuous vital sign data in the general ward. It is expected that nurses will have more time for other needs of a patient during admission. Data transmission via Wi-Fi between the device and the electronic health record should be safe and accurate. Potential alarms in vital signs can be processed using predictive analytics and machine learning techniques to prevent false-positive alarming. Furthermore, patients can benefit from continuation of monitoring using the same or comparable wearable devices. Vital signs data collected at home can be shared with trained nurses or physicians. With continuous monitoring, patients can be more actively involved in their own treatment. To stimulate this, the facilitators and barriers reported in this study are of great value when planning to implement wearable devices in the general ward.

**Conclusions**

According to patients and health care professionals, VM and HP have potential for continuous monitoring of vital signs in the general ward, and almost all of them encouraged the idea of monitoring vital signs continuously in the general ward. The comprehensive overview of barriers and facilitators of using wireless devices should be taken into consideration when choosing the device for implementing continuous monitoring. Continuous monitoring may facilitate the use of predictive analytics for clinical deterioration and early interventions. Further studies should explore the effect of continuous monitoring on clinical outcomes of patients in the general ward.
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Abstract

Background: The prevalence of infertility in China is high, but the advent of assisted reproduction technology (ART) has greatly eased this situation. Social media, such as WeChat official accounts, have become the preferred tool for ART centers to communicate with patients, but their attention and operational status differ, and the Internet influence of WeChat official accounts is insufficient. In addition, questions about whether Internet influence is consistent with academic influence and whether the Internet can influence patients’ choice of medical treatment to a certain extent have not been explored.

Objective: This study aimed to examine the operational status and Internet influence of WeChat official accounts for ART centers and to explore the degree of Internet influence on patients’ choices of medical treatment.

Methods: We collected information from the WeChat official accounts for ART centers approved by the National Health Commission of the People’s Republic of China and used the technique for order of preference by similarity to ideal solution to build an Internet influence model of the ART centers and obtained a Ranking of Internet Influence on Reproductive Centers (RIIRC) for each center.

Results: We found there were 451 ART centers throughout the country by the end of 2016 and 498 by the end of 2018. The number of medical institutions is quite large, but their distribution is uneven, and their level of medical technical ability is very different. Analysis of the text data of posts of WeChat official accounts showed the ART centers have insufficient awareness of network exposure and publicity, and the RIIRC of some medical institutions was inconsistent with their medical level and academic status.

Conclusions: ART institutions have varying degrees of emphasis and use of WeChat official accounts in China. They fail to realize that the Internet influence of WeChat may bring them potential patient resources and that Internet influence may affect the future market structure of ART and may also potentially affect academic rankings.

(J Med Internet Res 2020;22(6):e17997) doi:10.2196/17997
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Introduction

Severe Infertility and the Increased Requirements of Assisted Reproduction Technology Service

The prevalence of infertility in China, which has increased from 6.7% in 1988 to 15% to 20% now [1,2], has been influenced by a number of factors, including marital status, educational level, delayed age of child-bearing, the two-child policy, repeatedly induced abortions, poor lifestyle, and environmental pollution. Infertility has brought a heavy burden on countless families and has had a number of important effects on both personal and public health [3-6], including damage to social reputation [7], increased psychological pressure [8], long-term infertility [9,10], and constraints on economic development [11]. Infertility is not only a physical condition but also a complicated sociological problem in China. However, it is possible to achieve pregnancy through assisted reproductive technology (ART) in cases that cannot be successfully addressed by conventional drugs or surgery.

The National Health Commission of the People’s Republic of China (NHCPRC) approved the implementation of human ART licenses in medical institutions more than 30 years ago. However, it was not until 2007 that the State Council delegated approval authority to the provincial health commissions. Before then, there were only 95 ART centers in China [12], and the number of these centers was initially limited, and their growth was slow because of the technical barriers to ART. Since the decentralization of approval authority and the development of the second and third generations of ART, these centers grew rapidly, and by the end of 2018, there were 498 such centers in China [13]. However, this rapid growth has led to uneven development in terms of the geographical distribution and the level of medical technology.

Competition in Assisted Reproduction Technology Market Approaches into the Qualitative Stage

In 2015, the NHCPRC proposed there should be one institution for every 3 million people to plan the development of ART centers [14]. The total number of ART centers in China under this policy was set at about 550, and the number of ART centers is approaching this limit, which is expected to result in a new stage of qualitative growth rather than quantitative growth. As it is extremely unlikely that there will be new public medical institutions, private capital investment is making competition in the ART market increasingly fierce. Many private investors have entered into the 100 billion market, such as Chengdu Xi’nan Gynecology Hospital and China IVF Medical Group Medical Group. Therefore, the focus of the ART centers in this next stage should be not only to upgrade their medical technology but to expand their public presence to attract the attention of potential patients.

Ignorance of Internet Images Influencing Patients’ Choice by Assisted Reproduction Technology Centers

Recent statistics indicate that the number of mobile internet users in China has reached 847 million, of which 48.3% are between 20 and 40 years of age [15]—the so-called generation of “Cyberspace natives.” They are accustomed to searching for information on the internet and forming their own opinions, which guides their decision in selecting medical institutions, but they may not pay much attention to the academic standing of medical institutions. This age group is also the main population that is interested in pregnancy preparation, and many of them are currently undergoing ART.

In contrast, most hospitals, including their ART centers, have ignored the impact of the internet, focusing instead on feedback from patients. In the highly competitive medical market, the technology and equipment of ART centers are increasingly easy to imitate and replace, and it is difficult for their hospitals to create their own unique identity. As the costs of infertility diagnosis and treatment are not covered by essential national medicare and the role of Cyberspace natives, internet influence on ART centers cannot be ignored. Is the influence of the internet on the ART center consistent with the influence of academic standing? What is the gap between them? Whether the internet influences patients’ choices, and whether it can attract the attention of the capital market and alter the nature of hospitals in the future have not been examined.

The Aim of This Study

This study investigated the operation and popularization of the WeChat internet connection by ART centers. We used the technique for order of preference by similarity to ideal solution (TOPSIS) to construct an internet influence measure of ART centers and obtain a Ranking of Internet Influence on Reproductive Centers (RIIRC), which provides guidance for encouraging patients to seek reproductive help at ART centers by enhancing public awareness of them and their public image.

Methods

Sample Selection

The initial study sample consisted of 451 ART centers that had been approved by the NHCPRC by the end of 2016. A total of 498 medical institutions were approved by the NHCPRC as of December 31, 2018 [13]. The 47 new medical institutions approved between December 31, 2016, and December 31, 2018, were not included in the study because of their short history.

We began by browsing the official website of each ART center, including its main page and subpages, searching for the WeChat icon, QR codes, and opening announcements. If no WeChat official account was found, we proceeded to the next step, which was to search for sites that contained words or phrases such as “Weixin” or “WeChat.” If the website of the ART center did not have a “search” function, we used Google or Baidu to search within the medical institution’s website.

We also searched directly in the WeChat App using the keywords “name of medical institution,” “reproductive medicine,” “ART center,” or “reproductive medicine department.” Finally, we consulted with the person in charge by emails, messages on the website of ART center, etc. If we confirmed that WeChat account have been applied, they will not be consulted.

These procedures revealed that 200 of the 451 ART centers had opened WeChat official accounts, as of December 31, 2018.
Afterwards, webpage parsing techniques and other technical means were used to obtain basic information for the 200 centers. The WeChat accounts of the 200 ART centers were screened again, and unqualified accounts were excluded. We examined the text data of the official account posts to see if they met the first exclusion criterion: that is, having multiple values (five or more values) on the 19 indicators described in the section on Index of Internet Influence. A total of 41 accounts that had multiple missing values were excluded. The second criterion was that there was no record value; that is, the account had not been continuously maintained and updated. We found that nine accounts had not pushed tweets or only had a few tweets in the past year, so they were excluded. This left a total of 150 official accounts included in the analysis. All NULL values in the text of tweets of the 150 accounts were replaced with zero for the convenience of subsequent processing.

**Collection of Basic Data**

The basic data of the 150 centers were collected manually to evaluate the influence of the internet through the WeChat accounts. We hired 4 assistant researchers to inspect and collect the data after they received professional training. The account data from each center were randomly divided into four equal parts, and the 4 assistant researchers randomly selected one of them to inspect and collect the data. After one round of collection, they exchanged the list for a second round, and finally inspected the two rounds of data. If a discrepancy was found, it was discussed and consensus was reached.

**Index of Internet Influence**

In light of the existing research literature and the purpose of this study [16-18], we developed an index to measure the internet influence for ART centers through their WeChat accounts. The 19 indices shown in Table 2 were selected for use in the study.

<table>
<thead>
<tr>
<th>Access to technology</th>
<th>Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Artificial insemination with husband (AIH)</td>
<td>0.5</td>
</tr>
<tr>
<td>Artificial insemination by donor (AID)</td>
<td>0.5</td>
</tr>
<tr>
<td>In vitro fertilization and embryo transfer (IVF-VT)</td>
<td>2</td>
</tr>
<tr>
<td>Intracytoplasmic sperm injection (ICSI)</td>
<td>3</td>
</tr>
<tr>
<td>Preimplantation genetic diagnosis (PGD)</td>
<td>4</td>
</tr>
</tbody>
</table>

The account data from each center were randomly divided into four equal parts, and the 4 assistant researchers randomly selected one of them to inspect and collect the data. After one round of collection, they exchanged the list for a second round, and finally inspected the two rounds of data. If a discrepancy was found, it was discussed and consensus was reached.

**Basic information included an assessment index for the access to technology, an official account menu bar score, geographical location, date of formation on the department, date of approval by the NHCPRC, date of creating the WeChat official account, and whether there was an official website and official hospital certification (service account and subscription account).**

The assessment index for access to technology refers to the type of ART approved by the NHCPRC (Table 1). The official account menu bar score refers to the functions contained in the menu bar of the official account, which generally included a department introduction, appointment registration, navigation, medical examination reports, popular scientific articles, etc. One point was assigned for each function and the sum of the points was the score.

It was necessary to clarify the concepts and definitions of indices selected in this study. WeChat service account and subscription account can setup to eight tweets at a time. The heading of the main title was called the “headline,” and the seven subtitles were collectively referred to as “subheadlines.” “Posting frequency” ($x_1$, number of posts per month) equals to the number of articles WeChat account posts in the past year divided by 12. “Number of articles of each post” ($x_5$, number of articles per post) equals to the total number of articles WeChat accounts posts divided by the number of posts in the past year. “Average number of views of the headlines” ($x_6$, number of views per article) equals to the total number of views of headline articles divided by the number of headlines in the past year. “Average number of likes of headlines” ($x_7$, number of likes per article) equals to the total number of likes of the headline articles divided by the number of headlines in the past year. The number of views and likes of posts of the other indicators used a calculation method similar to that of the “Average number of views of the headlines” and “Average number of likes of headlines.”
Table 2. The index of internet influence for assisted reproductive technology centers.

<table>
<thead>
<tr>
<th>Category and index</th>
<th>Symbol</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Basic index</strong></td>
<td></td>
</tr>
<tr>
<td>Posting Frequency</td>
<td>x_{1}</td>
</tr>
<tr>
<td>Number of articles of each post</td>
<td>x_{5}</td>
</tr>
<tr>
<td>Menu bar score</td>
<td>x_{18}</td>
</tr>
<tr>
<td><strong>Headline index</strong></td>
<td></td>
</tr>
<tr>
<td>Average number of views of headlines</td>
<td>x_{6}</td>
</tr>
<tr>
<td>Average number of likes of headlines</td>
<td>x_{7}</td>
</tr>
<tr>
<td>Average number of views of original headlines</td>
<td>x_{8}</td>
</tr>
<tr>
<td>Average number of likes of original headlines</td>
<td>x_{9}</td>
</tr>
<tr>
<td>Average number of views of unoriginal headlines</td>
<td>x_{10}</td>
</tr>
<tr>
<td>Average number of likes of unoriginal headlines</td>
<td>x_{11}</td>
</tr>
<tr>
<td><strong>Academic index</strong></td>
<td></td>
</tr>
<tr>
<td>Assessment Index for Access Technology</td>
<td>x_{19}</td>
</tr>
<tr>
<td><strong>Articles type</strong></td>
<td></td>
</tr>
<tr>
<td>Number of headlines</td>
<td>x_{2}</td>
</tr>
<tr>
<td>Number of subheadlines</td>
<td>x_{3}</td>
</tr>
<tr>
<td>Number with original content</td>
<td>x_{4}</td>
</tr>
<tr>
<td><strong>Subheadline index</strong></td>
<td></td>
</tr>
<tr>
<td>Average number of views of subheadlines</td>
<td>x_{12}</td>
</tr>
<tr>
<td>Average number of likes of subheadlines</td>
<td>x_{13}</td>
</tr>
<tr>
<td><strong>Original content</strong></td>
<td></td>
</tr>
<tr>
<td>Average number of views of original content</td>
<td>x_{14}</td>
</tr>
<tr>
<td>Average number of likes of original content</td>
<td>x_{15}</td>
</tr>
<tr>
<td>Average number of views of unoriginal content</td>
<td>x_{16}</td>
</tr>
<tr>
<td>Average number of likes of unoriginal content</td>
<td>x_{17}</td>
</tr>
</tbody>
</table>

**Construction of the Internet Influence Measure**

The construction of the measure of internet influence and the output of the figures were based on R Programming Language (The R Foundation Conference Committee, version 3.6.1, 2019-07-05).

The determination of the weight of the index and measurement model were based on TOPSIS.

First, we created an index matrix; there were \( n \) evaluation objects, and each evaluation object had \( m \) evaluation indices. It is usually necessary to convert low-quality indices with lower values and better evaluation results to high-quality indices to make the objectives have the same trend. In this study, however, all of the indices were high-quality indices, so conversion did not have to be performed.

The proportion matrix \( P_{ir} \), weighting matrix \( M_{ir} \), and relative closeness \( Li \) were computed by equations (1), (4), (5), (6), (7), and (10) as shown in Figure 1.
Second, we normalized the data. The minimum–maximum normalization at a range of [0,1] was used on each evaluation indices. The normalized data matrix is denoted as

\[ X = \{ x_{ij} \}, \text{ and the proportion matrix is denoted as } P = \{ p_{ij} \} : \]

\[ p_{ij} = \frac{x_{ij}}{\sum_{k=1}^{n} x_{ik}}, \quad i = 1, 2, \ldots, n; \quad j = 1, 2, \ldots, m \quad (1). \]

Third, we built the weighting matrix using the entropy weight method, which is an objective weighting method. Denote the weight of the j-th evaluation index be \( w_j \). We firstly calculated the entropy for j-th evaluation index,

\[ e_j = -k \sum_{i=1}^{n} p_{ij} \ln(p_{ij}) \quad (2), \]

where \( k = 1/\ln(n) \) and \( \ln(.) \) is the natural logarithm function, and then

\[ w_j = \frac{1-e_j}{\sum_{j=1}^{m} (1-e_j)} \quad (3). \]

The weighting matrix is denoted as \( M = \{ M_{ij} \} \), where \( M_{ij} = w_j P_{ij} \).

Next, we determined the optimal vector \( M^* \) and the worst vector \( M^- \).

\[ M^* = (M^*_1, M^*_2, \ldots, M^*_n) \quad (4). \]
\[ M^- = (M^-_1, M^-_2, \ldots, M^-_n) \quad (5). \]

\[ M^*_j = \max(M_{1j}, M_{2j}, \ldots, M_{nj}), \quad j = 1, 2, \ldots, m \quad (6). \]

\[ M^-_j = \min(M_{1j}, M_{2j}, \ldots, M_{nj}), \quad j = 1, 2, \ldots, m \quad (7). \]

Then, we calculated the distance between each index value and the optimal value \( D^+_i \) and the worst value \( D^-_i \).

\[ D^+_i = \sqrt{\sum_{j=1}^{m} (M_{ij} - M^*_{ij})^2}, \quad i = 1, 2, \ldots, n \quad (8). \]

\[ D^-_i = \sqrt{\sum_{j=1}^{m} (M_{ij} - M^-_{ij})^2}, \quad i = 1, 2, \ldots, n \quad (9). \]

Finally, we found the relative closeness, \( L_i \), of each index value to the optimal value.

\[ L_i = \frac{D^-_i}{D^+_i + D^-_i}, \quad i = 1, 2, \ldots, n \quad (10). \]

Results

Distribution and Technical Ability of the Centers Is Uneven

The 451 ART centers were located in 31 provincial administrative regions of China, including 22 provinces, five autonomous regions, and four municipalities directly under the central government. However, they were mainly in the southeast coast, the middle and lower reaches of the Yangtze River, and the Bohai Rim (Figure 2).

Nearly three-quarters (327/451, 72.5%) of the ART centers in Chinese performed in vitro fertilization-embryo transfer and intracytoplasmic sperm injection, whereas only 8.9% (40/451) could perform preimplantation genetic diagnosis (Table 3). The Third Hospital of Beijing Medical University (now known as Peking University Third Hospital) and the Second Clinical Medical College of Hunan Medical University (now known as Xiangya Hospital Central South University) were the earliest medical institutions to conduct ART in China. The number of ART centers increased dramatically from 2007 to 2016, during which time a total of 403 ART centers were approved (Table 4).
Figure 2. Distribution of 451 assisted reproduction technology center across Mainland China.

Table 3. The number of accessible technologies (total is the sum of all access technology).

<table>
<thead>
<tr>
<th>Access to technology</th>
<th>Value, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Artificial insemination with husband (AIH)</td>
<td>449 (37.02)</td>
</tr>
<tr>
<td>Artificial insemination by donor (AID)</td>
<td>60 (5.00)</td>
</tr>
<tr>
<td>In vitro fertilization and embryo transfer (IVF-VT)</td>
<td>327 (26.96)</td>
</tr>
<tr>
<td>Intracytoplasmic sperm injection (ICSI)</td>
<td>327 (26.96)</td>
</tr>
<tr>
<td>Preimplantation genetic diagnosis (PGD)</td>
<td>40 (3.30)</td>
</tr>
</tbody>
</table>

Table 4. The number of ART centers approved by National Health Commission of the People’s Republic of China.

<table>
<thead>
<tr>
<th>Years</th>
<th>Number, n</th>
</tr>
</thead>
<tbody>
<tr>
<td>2002</td>
<td>12</td>
</tr>
<tr>
<td>2004</td>
<td>37</td>
</tr>
<tr>
<td>2006</td>
<td>64</td>
</tr>
<tr>
<td>2007</td>
<td>95</td>
</tr>
<tr>
<td>2011</td>
<td>178</td>
</tr>
<tr>
<td>2012</td>
<td>356</td>
</tr>
<tr>
<td>2016</td>
<td>451</td>
</tr>
<tr>
<td>2018</td>
<td>489</td>
</tr>
</tbody>
</table>
**WeChat Accounts Are Uncommon and Their Operation Is Inadequate**

We found only 200 ART centers had opened WeChat official accounts, and the operation of these media accounts differed. Of these 200 accounts, 41 had multiple missing values related to their posts, and another nine accounts had not been continuously maintained, updated, or pushed, or only had a few tweets in the past year. Therefore, only 150 accounts ultimately met the criteria for inclusion in the study (Figure 3).

**Figure 3.** Flowchart of the selection process for WeChat official accounts of assisted reproduction technology centers. NHCPRC: National Health Commission of the People’s Republic of China.

---

**Low Usage and Quality of WeChat Accounts**

The main page of a WeChat official account displays posts, including text, graphics, audio, and video. And there is an area at the bottom is called menu bar, through which patients can quickly find what they want (Figure 4). On November 14, 2012, Beijing Baodao Healthcare was the first ART institution to open a WeChat official account. However, the emergence of centers using WeChat official accounts did not attract people’s attention, according to our measures (Table 5). The index of the functionality of the WeChat account menu bar showed that the menu bar scores of most accounts were between 5 and 10 points (Table 6). The first wave of ART centers began in 2013 and reached its peak in 2014, indicating that the awareness and utilization of WeChat official accounts by ART centers needs to be further improved in China. The official website and certification of the WeChat official account is an important indicator of patients’ trust. As shown in Tables 7 and 8, there were 127 (63.5%) and 166 (83.0%) accounts with an official website and certification, respectively.
Figure 4. Profile of WeChat official accounts for assisted reproduction technology centers.

Table 5. The number of WeChat official accounts foundation date.

<table>
<thead>
<tr>
<th>Years</th>
<th>Number, n</th>
</tr>
</thead>
<tbody>
<tr>
<td>2012</td>
<td>1</td>
</tr>
<tr>
<td>2013</td>
<td>7</td>
</tr>
<tr>
<td>2014</td>
<td>50</td>
</tr>
<tr>
<td>2015</td>
<td>115</td>
</tr>
<tr>
<td>2016</td>
<td>144</td>
</tr>
<tr>
<td>2017</td>
<td>183</td>
</tr>
<tr>
<td>2018</td>
<td>200</td>
</tr>
</tbody>
</table>
Table 6. Menu bar scores of WeChat official accounts.

<table>
<thead>
<tr>
<th>Menu bar scores</th>
<th>Number, n</th>
</tr>
</thead>
<tbody>
<tr>
<td>0–2</td>
<td>13</td>
</tr>
<tr>
<td>3–4</td>
<td>15</td>
</tr>
<tr>
<td>5–6</td>
<td>44</td>
</tr>
<tr>
<td>7–8</td>
<td>67</td>
</tr>
<tr>
<td>9–10</td>
<td>40</td>
</tr>
<tr>
<td>11–12</td>
<td>15</td>
</tr>
<tr>
<td>13–14</td>
<td>4</td>
</tr>
<tr>
<td>15–18</td>
<td>2</td>
</tr>
</tbody>
</table>

Table 7. The website proportion of WeChat official accounts.

<table>
<thead>
<tr>
<th>Type</th>
<th>Value, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>With websites</td>
<td>127 (63.5)</td>
</tr>
<tr>
<td>Without websites</td>
<td>73 (36.5)</td>
</tr>
</tbody>
</table>

Table 8. The proportion of official hospital certifications.

<table>
<thead>
<tr>
<th>Type</th>
<th>Value, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Certified</td>
<td>166 (83.0)</td>
</tr>
<tr>
<td>Not certified</td>
<td>34 (17.0)</td>
</tr>
</tbody>
</table>

Extremely Uneven Quantity of Posted Article

As already mentioned, NHCPRC approved 451 medical institutions to conduct human ART, but less than half (200/451, 44.4%) of the ART centers have opened WeChat official accounts, of which 28.4% (128/451) have a subscription account and 16.0% (72/451) have a service account. The overall number of ART centers without an official account is 55.6% (251/451; Multimedia Appendix 1).

In roughly the past year, the cumulative number of posts of these official accounts varied greatly. In ascending order, the medical institutions below the third quartile (Q3) had not posted more than 100 times (Multimedia Appendix 1). Similarly, posting frequency and the number of articles of each post showed the same trend; the Q3 was 5.7 posts per month and 2.9 articles per post (Multimedia Appendix 1).

Afterward, we focused on the number of views of posts. In general, the average number of views of the headlines of the 150 official accounts was 1344.20, whereas the average number of views of the subheadline was only 5.20.

Further analysis of these accounts found that the greatest number of views of the headlines of accounts falling into Q1, Q2, Q3, and Q4 were 375.4, 795.3, 1791.2, and 18445.0, respectively, and the number of views of the subheadline was 128.6, 323.8, 710.0, and 9421.5, respectively (Multimedia Appendix 1). The number of likes was another evaluation index, which measures readers’ recognition and approval of tweets. The number of likes for the headline and subheadlines showed trends similar to the number of views (Multimedia Appendix 1).

Ranking of Internet Influence

As mentioned earlier, TOPSIS was used to evaluate the internet’s influence for ART centers through their WeChat accounts. To do this, we adopted the objective method to determine the weight of the index (Table 9).

Multimedia Appendix 2 shows the results of the TOPSIS analysis. Among the top 10 medical institutions in the RIIRC are the Reproductive and Genetic Hospital of CITIC-XIANGYA, the Guangdong Institute of Family Planning Science and Technology, The First Affiliated Hospital of Anhui Medical University, the Jiangsu Province Hospital Affiliated with Nanjing Medical University of Medicine, the Peking University Third Hospital, the Kunming IVF Hospital, the Third Affiliated Hospital of Guangzhou Medical University, the Sun Yat-Sen Memorial Hospital of Sun Yat-Sen University, the Northwest Women’ and Children’s Hospital, and the Reproductive Hospital Affiliated with Shandong University.
Table 9. The index weight of WeChat official accounts for assisted reproduction technology centers.

<table>
<thead>
<tr>
<th>Index</th>
<th>Weight</th>
</tr>
</thead>
<tbody>
<tr>
<td>$x_1$</td>
<td>0.029225</td>
</tr>
<tr>
<td>$x_2$</td>
<td>0.027547</td>
</tr>
<tr>
<td>$x_3$</td>
<td>0.067134</td>
</tr>
<tr>
<td>$x_4$</td>
<td>0.090053</td>
</tr>
<tr>
<td>$x_5$</td>
<td>0.027628</td>
</tr>
<tr>
<td>$x_6$</td>
<td>0.042456</td>
</tr>
<tr>
<td>$x_7$</td>
<td>0.038251</td>
</tr>
<tr>
<td>$x_8$</td>
<td>0.06768</td>
</tr>
<tr>
<td>$x_9$</td>
<td>0.058521</td>
</tr>
<tr>
<td>$x_{10}$</td>
<td>0.042434</td>
</tr>
<tr>
<td>$x_{11}$</td>
<td>0.039738</td>
</tr>
<tr>
<td>$x_{12}$</td>
<td>0.047673</td>
</tr>
<tr>
<td>$x_{13}$</td>
<td>0.073306</td>
</tr>
<tr>
<td>$x_{14}$</td>
<td>0.115235</td>
</tr>
<tr>
<td>$x_{15}$</td>
<td>0.099312</td>
</tr>
<tr>
<td>$x_{16}$</td>
<td>0.045186</td>
</tr>
<tr>
<td>$x_{17}$</td>
<td>0.073518</td>
</tr>
<tr>
<td>$x_{18}$</td>
<td>0.008801</td>
</tr>
<tr>
<td>$x_{19}$</td>
<td>0.006303</td>
</tr>
</tbody>
</table>

**Discussion**

**Principal Findings**

Taking WeChat official accounts as the breakthrough point, this study analyzed the information about ART centers from the perspective of a semiprofessional patients, using basic information and the number of views and likes to construct a mathematical model and obtained the RIIRC. The major findings involve the geographic distribution of the ART centers, their technical ability, their use of WeChat, and the internet influence for the centers.

Although the 451 ART centers in the sample are distributed throughout the country, their geographic distribution is uneven, and they vary in terms of types of ART they provide. Analysis of the text of posts in their official accounts found the ART centers have insufficient awareness of network exposure and publicity, and some of the centers’ internet influence rankings are inconsistent with their medical level and academic status. We also found evidence that internet influence may affect the ART market structure in the future and affect the academic rankings of the medical institutions.

**WeChat Official Account Is an Excellent Tool to Popularize Assisted Reproduction Technology Centers**

WeChat is an internet instant-messaging social software that was launched by Tencent in January 2011 and launched its official account in July 2012 [19]. As of June 2019, WeChat had 1.08925 billion users who were active every month, and the total number of registered official accounts exceeded 20 million, forming a new type of vast social network, which has increasingly attracted the attention of researchers [20]. In the first half of 2019, the average daily use time of WeChat was 89.8 min, which is 5.1% higher than it was in 2018, making it become one of the apps with the longest daily use time per capita in China [21]. In addition, WeChat has a function that other social software does not have. It is called “Moments (Pengyouquan),” which refers to a circle formed by friends who know each other through WeChat; it is a niche and private circle constructed by an acquaintance relationship chain. This attribute of the “Moments” makes information posted by individuals more likely to be followed and trusted by friends. Given the characteristics of WeChat and WeChat official accounts, we have reasons to believe that WeChat platforms can provide ART centers with a convenient and low-cost opportunity to attract local customers and increase exposure.

**The Selected Indices Are Reasonable to Reflect Ranking of Internet Influence on Reproductive Centers**

We chose 19 indices as model parameters based on the framework of the WeChat official account, used an objective method to determine the weight of each index, and used TOPSIS to construct a measurement model of internet influence for ART centers (the RIIRC). Some WeChat official account rankings...
have recently appeared in China, including the WeChat Communication Index and the New Rank Index [16–18]. These rankings and evaluation methods are based on data available from WeChat official accounts, which reasonably reflect the comprehensive internet influence of official accounts to a certain extent and are generally consistent with our methods.

Although the focus of our research was the WeChat official account for ART centers, we also included an index of access to technology. The weight of the access to technology index in our study was 0.006303, which is very low. The reason is that this index assesses the medical level and academic ability of the ART center; it is not a conventional index of internet influence.

The number of views and likes have been used in capacity research as indices to measure the internet influence. We found that the weights for the number of articles of each post (\(x_1\)) and posting frequency (\(x_2\)) were 0.027628 and 0.029225, respectively, accounting for a relatively low proportion of influence. There was no obvious correlation between these two indices and propagation, indicating that they affect a small portion of the internet influence on the WeChat official accounts, which is consistent with previous results [22]. One possible reason is that posting articles too frequently does not increase the average number of views, nor enhance a good reputation. Indeed, frequent posting may even distract patients’ attention. The majority of the content posted by the WeChat official accounts of the ART centers was popular scientific articles. The number of views of such articles was acceptable, but the number of likes was not high. Psychological research shows that likes are a way for the public to express their approval of content and ideas [23]. The possible reasons why such articles fail to motivate patients’ likeness include their scientific nature, the preciseness of posts, and the fitness of the health hotspots. Among the many indices, originality was one of the most important ones for measuring the quality of official accounts and the authors’ writing level, and its weight was relatively high (30% of the total weight). Some studies have shown that the average number of views of original articles is 6.54 times greater than that of nonoriginal [24], which is consistent with our results. In addition, the data used in our analyses were the average number of views and likes of posts of official accounts during the past year, which avoids the problem of variations in the number of views and likes over shorter time periods. Moreover, the selected indices are data that can be viewed directly by general patients. Assessing the internet behavior of hospitals from the perspective of users can better and more objectively reflect the internet influence of WeChat official accounts for ART centers. In summary, no matter what type, quantity, or weight of an index is used, it can represent the internet influence of the official account for the ART center to a certain extent.

Most Assisted Reproduction Technology Centers’ Ranking of Internet Influence on Reproductive Centers Are Inconsistent With Their Medical Level and Academic Status

WeChat launched its official accounts in July 2012, but this tool has not received the attention of ART institutions. By the end of 2018, only 200 ART centers had opened official accounts, and only 150 had operated and maintained them normally. The RIIRC showed that the Reproductive and Genetic Hospital of CITIC-XIANGYA is at the top of the list with 100 points. The Guangdong Institute of Family Planning Science and Technology (66.08), the First Affiliated Hospital of Anhui Medical University (65.86), the Jiangsu Province Hospital Affiliated with Nanjing Medical University of Medicine (50.22), and the Peking University Third Hospital (46.86) are among the top five. At present, the most authoritative list of medical institutions in China is the “Fudan University Hospital Ranking,” released in November 2019, which includes rankings of the reproductive medicine specialty [25]. Those rankings focus on discipline structure, clinical technique and medical quality, and the level of scientific research of each hospital. The ART hospitals at the top of these two lists are mainly distributed in the coastal areas of Southeast China and the Bohai Rim region. The ART centers in these areas are rated significantly higher than those of other regions in terms of their opening proportion and internet influence. This may be because of the superior resources, such as open policies, sufficient techniques, and financial support [26,27].

Ranking of Internet Influence on Reproductive Centers May Indicate the Future Market Position of Assisted Reproduction Technology Centers

The Peking University Third Hospital and the Reproductive and Genetic Hospital of CITIC-XIANGYA were the earliest medical institutions to provide ART in China. The first two test-tube babies in mainland China were born in 1988, and these two hospitals were the domestic leaders of ART [28,29]. The ART center of the Peking University Third Hospital has published more than 100 scientific articles in internationally renowned magazines, such as Nature, The Lancet, Cell, and Proceedings of the National Academy of Sciences, and it is the most powerful ART center in China [30–33]. The ART cycle of the Reproductive and Genetic Hospital of CITIC-XIANGYA reached 49,000 cases in 2018. In the first quarter of 2019, this increased by 14.84% compared with the same period of last year, making it ART center with the most comprehensive medical technology and the largest number of patients at home and abroad [29]. The Peking University Third Hospital and Reproductive and Genetic Hospital of CITIC-XIANGYA are both at the forefront of the two rankings. They not only lead in terms of scientific research and clinical technique but also attach great importance to internet influence. We have reason to believe that such ART centers can maintain and further enhance their level of medical care, academic status, and internet reputation, so as to expand market advantages and become leaders in ART in China.

The Guangdong Institute of Family Planning Science and Technology, the Third Affiliated Hospital of Guangzhou Medical University, and Sun Yat-Sen Memorial Hospital Sun Yat-Sen University are all located in Guangdong Province of China, ranking 2nd, 7th, and 8th in RIIRC, respectively. The Third Affiliated Hospital of Guangzhou Medical University was ranked 20th in the Fudan University Hospital Ranking, and the other two hospitals were not nominated. There are two possible reasons for the above phenomenon: (1) Guangdong,
as the province with the largest gross domestic product in China, has a developed economy and a strong business sense, and it recognizes the importance of public praise and (2) Guangdong Province has a large number of ART centers (as many as 56), and the intensively competitive situation made the ART centers aware of the importance of survival, so they paid attention to their image and reputation on the internet. Jiangsu Province Hospital Affiliated with Nanjing Medical University and The First Affiliated Hospital of Anhui Medical University are ranked 4th and 3rd in RIIRC, respectively, while they rank 9th and 13th in the Fudan University Hospital Rankings, respectively. Both of these ART centers have been established for a long time, have a high level of medical care, and a strong sense of subjective development. With the continuous increase of internet exposure opportunities, the number of patients will definitely increase, which will also improve the clinical technique and medical quality of ART centers. We have reason to believe that the aforementioned ART centers will continue to be important players and the front runners in the ART market in the region by focusing on academic development and online exposure.

We also found another interesting phenomenon, which is that some hospitals are at the top of Fudan University Hospital rankings but in the middle and lower range of the RIIRC. These ART centers are at the forefront in terms of clinical technique and scientific research, but their WeChat official accounts are not well operated, and the number of views is lower. For some public hospitals, though there are still many patients who can help them maintain their market position in the region, the long-term adoption of this approach will lead to the loss of patients, which will lead to their annexation by other public medical institutions or private hospitals.

Although the NHCPRC has approved 498 ART centers, the existing medical institutions are far from meeting the needs of the market, and private hospitals and private capital have targeted this market.

Listed company Jinxin Fertility and internet medical platform WeDoctor conducted ART technology services to provide patients with high-quality and personalized treatment programs; its Chengdu Xinan Gynecology Hospital and Kunming IVF Hospital are among the top 10 in China. These private hospitals joined the top 10 in a short period of time; one important reason is that they pay attention to network publicity. Once they have more technology, talent, and capital, they are likely to become leaders in the field of ART, and even surpass the top public medical institutions in the region, because the general public does not know much about the academic standing.

Summary and Limitation

In addition, this study found that in the media era, WeChat can provide hospitals with a convenient and low-cost opportunity to attract customers, as well as provide an easy and efficient way to promote their brand and market. Generally speaking, the following three problems exist.

First, the earliest ART centers using WeChat official accounts were newly established hospitals, rather than older ones, probably because the new hospitals were more open to new technologies. Medical institutions with a long history prefer to focus on patient safety, such as reducing medical malpractice, rather than increasing opportunities to communicate with patients.

Second, in the information age, users have more opportunities to obtain various types of information and less patience for reading. For the WeChat account of an ART center, it is necessary to grasp the frequency, time and user needs of the post, and cultivate the user’s website “stickiness” and reading habits through a fixed post mode.

Third, opening and verifying an official account of an ART center on the WeChat app is only the first step for a medical institution to take action. In fact, some hospitals stop updating their accounts after only a few tweets. Although some scholars have proposed detailed guidelines for the use of social media in medical institutions and answering patients’ difficult questions, most ART centers do not follow these recommendations [34,35].

The sample size of the ART centers included in this study’s sample was limited by two factors. First, although the NHCPRC had approved 498 ART centers by July 4, 2019, 47 new medical institutions were not included in the study because they only had a short history. Other centers had to be excluded because they had incomplete data. Future research should include more ART centers and compare their use of WeChat official accounts and changes over time. Second, all the information used in this study was based on public data, and the cycle number of each ART center has not been reported. The reason for this is that the reporting system of the Chinese Society of reproductive medicine is for internal use only. In addition, the WeChat official accounts of some ART centers were registered in the names of individuals rather than the hospitals or departments, so these official accounts did not fall within the scope of this study.

Although this study has some limitations, we analyzed and compared the operation of WeChat official accounts for ART centers and considered the combined academic influence, which offers guidance for promoting patients’ access to these hospitals by strengthening their public image and exposure and a reference point for patients to choose suitable ART medical services. It also analyzed the market situation and future competitive advantage of domestic ART centers and indicated ways in which potential investment institutions can enter the field.
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Multimedia Appendix 1

The number of views and likes of posts of WeChat official accounts. (a) The proportion of WeChat official accounts. (b) Total times of posts. (c) Posting frequency. (d) The number of articles of each post. (e) Average number of views of headlines. (f) Average number of likes of headlines. (g) Average number of views of subheadlines. (h) Average number of likes of subheadlines.

Multimedia Appendix 2

The ranking of internet influence for assisted reproduction technology centers based on technique for order of preference by similarity to ideal solution.
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Abstract

Background: Conventional approaches to improve the quality of clinical patient imaging studies focus predominantly on updating or replacing imaging equipment; however, it is often not considered that patients can also highly influence the diagnostic quality of clinical imaging studies. Patient-specific artifacts can limit the diagnostic image quality, especially when patients are uncomfortable, anxious, or agitated. Imaging facility or environmental conditions can also influence the patient’s comfort and willingness to participate in diagnostic imaging studies, especially when performed in visually unesthetic, anxiety-inducing, and technology-intensive imaging centers. When given the opportunity to change a single aspect of the environmental or imaging facility experience, patients feel much more in control of the otherwise unfamiliar and uncomfortable setting. Incorporating commercial, easily adaptable, ambient lighting products within clinical imaging environments allows patients to individually customize their environment for a more personalized and comfortable experience.

Objective: The aim of this pilot study was to use a customizable colored light-emitting diode (LED) lighting system within a clinical imaging environment and demonstrate the feasibility and initial findings of enabling healthy subjects to customize the ambient lighting and color. Improving the patient experience within clinical imaging environments with patient-preferred ambient lighting and color may improve overall patient comfort, compliance, and participation in the imaging study and indirectly contribute to improving diagnostic image quality.

Methods: We installed consumer-based internet protocol addressable LED lights using the ZigBee standard in different imaging rooms within a clinical imaging environment. We recruited healthy volunteers (n=35) to generate pilot data in order to develop a subsequent clinical trial. The visual perception assessment procedure utilized questionnaires with preprogrammed light/color settings and further assessed how subjects preferred ambient light and color within a clinical imaging setting.

Results: Technical implementation using programmable LED lights was performed without any hardware or electrical modifications to the existing clinical imaging environment. Subject testing revealed substantial variabilities in color perception; however, clear trends in subject color preference were noted. In terms of the color hue of the imaging environment, 43% (15/35) found blue and 31% (11/35) found yellow to be the most relaxing. Conversely, 69% (24/35) found red, 17% (6/35) found yellow, and 11% (4/35) found green to be the least relaxing.

Conclusions: With the majority of subjects indicating that colored lighting within a clinical imaging environment would contribute to an improved patient experience, we predict that enabling patients to customize environmental factors like lighting and color to individual preferences will improve patient comfort and patient satisfaction. Improved patient comfort in clinical
imaging environments may also help to minimize patient-specific imaging artifacts that can otherwise limit diagnostic image quality.

**Trial Registration:** ClinicalTrials.gov NCT03456895; https://clinicaltrials.gov/ct2/show/NCT03456895

(J Med Internet Res 2020;22(6):e11839) doi:10.2196/11839
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ambient lighting; patient comfort; medical imaging; color perception; health care environment; internet protocol–based light-emitting diode lighting

**Introduction**

To improve the quality of clinical patient imaging studies, imaging environments predominantly consider updating the equipment, and they do not sufficiently appreciate that the quality of an imaging examination is highly influenced by the patient. When there is an unmet need to improve the overall quality of clinical imaging studies, hospitals and imaging centers predominantly focus on updating or replacing the imaging system hardware and rarely consider that patient-specific factors within the imaging environment can also influence overall quality.

When a patient is uncomfortable, anxious, or agitated, any patient motion during the image acquisition can contribute to artifacts that limit the diagnostic quality of the imaging study. This can result in inconclusive results and potentially the need to repeat the imaging study, readminister imaging pharmaceuticals, and re-expose patients to ionizing radiation (eg, radiography, computed tomography [CT], and positron-emission tomography [PET/CT]). Imaging facility or environmental conditions can greatly influence the patient’s experience, comfort, and satisfaction with an imaging study. By providing patients with the ability to choose aspects of their environmental experience, they feel much more in control of an unfamiliar and uncomfortable setting [1]. Researchers used an experimental audio-visual installation in a PET uptake room and reported reduced patient anxiety during the uptake phase prior to 18Fluorine-fluorodeoxyglucose PET imaging [2]. Additionally, studies have reported the use of video goggles as a distraction approach in pediatric patients [3]. The distress experienced in a waiting room was studied, and it set the stage for a more comprehensive approach to address patient comfort and related psychological influences [4]. This study was initiated to enable an in-depth analysis of the perception of light and its psychological influences in order to help develop use case scenarios within imaging environments and provide pilot data for a future prospective clinical trial.

Empirical research indicates that color has a large influence on cognition, affect, and behavior of individuals [5]. Color stimuli consist of multiple dimensions including hue, lightness, and chroma. Hue is defined as the comparability to one of the perceived colors (red, yellow, green, and blue) and is often reported with a hue circle [5]. Lightness is comparable to brightness and is inherently the white to black quality of a color [5]. Chroma resembles saturation and is fundamentally considered the intensity or vividness of a color [6]. Since color is entirely dependent on both photoreceptors and neural processing, it is not a physical quantity, but rather a psychophysical one [7].

In a study associating color and mood, researchers confirmed that color schemes in interior design alone could impact an individual’s mood [8]. Another study suggested that generally warm color schemes increase an individual’s stimulation and muscle tension, whereas cool color schemes tend to relax and decrease tension [9,10]. However, creating one ideal ambiance applicable to all individuals within an environment may be impractical owing to differing individual characteristics and preferences, suggesting that those environments capable of individually modifying color schemes would be most effective [8].

One way to allow for this flexibility in an environment is to use commercial, easily adaptable, ambient lighting products so that patients can personalize their facility environment experience. With such lighting products available, we embarked upon this feasibility demonstration to explore how consumer products in an imaging environment could be used to achieve better patient comfort. The aim of this pilot study was to use a customizable white/colored light-emitting diode (LED) lighting system within a clinical imaging environment and demonstrate the technical feasibility and initial findings of enabling healthy subjects to individualize the ambient lighting and color.

**Methods**

**Internet Protocol Addressable Digital Light-Emitting Diode Lighting**

Currently, there are different approaches within the consumer LED lighting market. We chose the ZigBee Alliance standard [11] that supports internet protocol (IP) addressable LED lights and interface devices from different manufacturers. Most of these devices provide dedicated software development tools to support broadly utilizable smart devices. Although various manufacturers have such products, we chose the Philips Hue Personal Wireless Lighting system (Signify, Eindhoven, Netherlands) [12]. This system supports uniquely addressable LED lights that can be remotely controlled and individually programmed to different settings of light hue, chroma, and lightness, making such lights fully interoperable and capable of individualized real-time setting adjustments in imaging environments.

With the lighting system hub in place, we installed BR30 bulbs (Figure 1) [13]. The wirelessly controllable bulbs can be installed in a specific room and then collectively grouped using the unique bulb serial numbers via the Hue smart device app...
It is also possible to operate multiple hubs on the same network, enabling a well-defined environmental layout with sufficient speed for real-time responsiveness.

**Figure 1.** A ZigBee internet protocol (IP)-based lighting system and setup with different styles of Philips Hue white and colored lighting bulbs. (A) A smart device via a Wi-Fi router has access to the hub allowing the Philips Hue app to control light settings in various rooms. The screen of the device shows a Hue circle. Figure adapted [13]. (B) The hub (or bridge) is IP connected and communicates with the lights using the ZigBee 2.4 GHz radiofrequency spectrum multihop mesh network to control light (on/off), intensity, and hue. All lights are powered from normal bulb outlets. Each light functions in the multihop setup in both receive and transmit mode. (C) Light-emitting diode (LED) ZigBee bulbs that can be placed in standard light fixtures. (D) Portable LED wireless Philips Hue Go light. (E) Philips Hue Lightstrips can also be added to enhance the room lighting and ambiance. (F) Philips Hue Dimmer Switch can be used to select from preprogrammed light color settings. After the color scene is chosen, this device allows the user to both increase and decrease the dim.

**Imaging Facilities**

We implemented this IP addressable lighting system in three patient preparation rooms, one PET/CT scan room, and one PET/CT control room (Figure 2). Although specialized app designs can be readily achieved using the software development kit (SDK), we focused on the commercially available product app for ease of adoption by others. With the commercially available product app, different ambiances and scenes can be created by individually or collectively setting the hue, chroma, and lightness for each addressable light in the various rooms. In our experiments, each room was individually addressed, but all lights within each room were collectively setup so that each light in the room produced the same hue, chroma, and lightness within the room.

**Figure 2.** Different color settings in three rooms within an imaging environment. (A) Patient injection/preparation room; (B) scan room of the digital positron-emission tomography/computed tomography (PET/CT) system; and (C) PET/CT control room. In each of these rooms, different color settings are demonstrated as follows: standard bright white light, red light, green light, blue light, and yellow light.
Feasibility Trial Population

For this feasibility phase I trial (ClinicalTrials.gov NCT03456895), we enrolled 35 subjects to participate in the patient injection/preparation room experience only. These subjects did not participate in the PET/CT scan room or PET/CT control room experiences. Each subject was coded with a subject ID number and was evaluated inside a patient injection/preparation room while sitting in a standard patient injection chair with the room door closed. There were several steps.

First, a hardcopy questionnaire covering visual impairment, current mood, favorite color, least favorite color, lighting preferences, and preferred color schemes was completed.

Second, an investigator, who was sitting behind the subjects, set the room’s lighting to a full intensity red, identified to the subject as color A. The subjects were exposed to the color A ambience for 30 seconds before being asked to complete another Likert-type scale questionnaire involving five (n=5) or seven (n=30) questions. Upon completion of the color A questionnaire, this procedure was repeated for green light (color B), blue light (color C), and yellow light (color D). The investigator did not name the color but instead used letters to allow the subjects to label the perceived color.

Third, after the four predefined ambient lighting exposures, the subjects completed another survey asking whether they felt that their ability to be productive is influenced by light, which color (A-D) made them feel most relaxed, and which color (A-D) made them feel most anxious.

Fourth, the subjects selected their preferential lighting scheme. The subjects were asked to create their most relaxing light ambience for the room while being able to individually set the hue, chroma, and lightness of the room lights using an app (iOS “Huemote”) within a 3-minute timeframe. After the subjects selected their most relaxing light ambience settings, they completed a final questionnaire asking how calm, uncomfortable, and energetic they felt with the individualized relaxing light ambience. The investigator used the “Color Grab” app to identify the subjects’ chosen color (specifically, the name of the color and its corresponding red, green, blue [RGB] color codes). The entire testing procedure for the subjects was on average 20 minutes.

For this phase I study, only descriptive statistics are reported. A 5-point Likert-type scale was used to assess subjects’ perception with the general layout (1, strongly disagree; 2, disagree; 3, neutral; 4, agree; and 5, strongly agree). For the charts and overall categorization, we combined in this pilot population all scores of preference involving strong preference and kept the “neutral” answers separate.

Results

Characterization of the Subjects

Of the 35 subjects, 17 were male and 18 were female. The average age was 33 years (SD 14 years). Among the 35 subjects, 17 wore prescription glasses and seven used contact lenses. The initial questionnaire data revealed substantial variability in perceptions among subjects, with 71% (25/35) choosing natural light as their preferred lighting preference, followed by 17% (6/35) choosing a warm yellow, 6% (2/35) choosing bright white light, and 6% (2/35) choosing very dim light. It should be noted that bright white light is the most common lighting used in health care environments.

Red Lighting (Color A)

Red was the preferred color for 17% (6/35) of subjects and the least preferred for 3% (1/35). In a subset of 30 subjects, red was classified as a warm color by 80% (24/30) of subjects, but was also associated with an increased excitement level, with less favorable ratings for a sense of belonging, being relaxing, being inviting, and being comforting. Only 20% (7/35) of subjects agreed that red was ideal for the patient preparation room, whereas 77% (27/35) disagreed (Figure 3).
Green Lighting (Color B)
Green was the preferred color for 14% (5/35) of subjects and the least preferred for 6% (2/35). In a subset of 30 subjects, green was classified as a warm color by 13% of subjects (4/30), with an almost even split between those who perceived green as relaxing, inviting, comforting, and belonging and those who did not. More than half of the subjects (19/35, 54%) indicated that green was ideal for the patient preparation room (Figure 3).

Blue Lighting (Color C)
Blue was the preferred color for 46% (16/35) of subjects and the least preferred for 6% (2/35). The majority of subjects (22/35, 63%) indicated that blue decreased the excitement level, while increasing the sense of belonging (18/30, 60%), being relaxing (25/35, 71%), being inviting (20/30, 67%), and being comforting (22/35, 63%), despite blue being classified as a warm color by only 13% (4/30). More than half of the subjects (20/35, 57%) reported that blue was ideal for the patient preparation room (Figure 3).

Yellow Lighting (Color D)
Yellow was never the preferred color among subjects and was the least preferred for 20% (7/35) of subjects. In a subset of 30 subjects, yellow was classified as a warm color by 60% (18/30) of subjects and was associated with a decreased excitement level and other favorable ratings for a sense of belonging, being relaxing, being inviting, and being comforting. A high proportion (26/35, 74%) of subjects indicated that yellow was ideal for the patient preparation room (Figure 3).

Combined Color Lighting
The most relaxing color for the patient preparation room was blue in 43% (15/35) of subjects, followed by yellow in 31% (11/35), green in 14% (5/35), and red in 11% (4/35). The most anxiety-inducing color was red in 69% (24/35) of subjects, followed by yellow in 17% (6/35), green in 11% (4/35), and blue in 3% (1/35).

Preferred Lighting
When the subjects individualized their preferred lighting scheme for the patient preparation room and could manually adjust hue, chroma, and lightness, 43% (15/35) preferred blue lighting and 26% (9/35) preferred yellow lighting. The remaining 31% (11/35) of subjects selected a variety of other colors including orange (1/35, 3%), purple (2/35, 6%), red (4/35, 11%), pink (1/35, 3%), and white (3/35, 9%).

Hardware Costs
A large component of implementing this concept is the organizational setup, as the equipment cost is marginal. A starter kit including a hub and three LED IP addressable A19 bulbs costs approximately US $180/€164. An additional hub costs approximately US $60/€55. Extension bulbs, including BR30 bulbs used in this experiment, cost approximately US $50/€45
each. An additional dimmer switch costs approximately US $25/€23.

This feasibility study established the methodology and demonstrated the technical feasibility to test how individual subjects perceive different colored lighting. The technical implementation using consumer-based commercially available LED lights was realized without any hardware or electrical modifications to the existing imaging environment/facility. The installed IP programmable lights were readily controllable using smartphone or tablet-based apps.

Discussion

Principal Findings

This feasibility study demonstrated that a clinical imaging environment can be readily modified to enable an individualized lighting experience with adjustable color schemes using commercially available consumer-based products without specific facility or hardware changes and within manageable costs. The hardware and software used for this study can readily be replaced with alternative technology, making our findings vendor neutral. We have also pilot tested the replacement of hardcopy questionnaires with smartphone or tablet-based surveys that would be even more convenient and efficient for subjects as well as investigators. The subject assessment methodology used in this study can be easily implemented for other clinical applications within health care environments.

Our phase I data indicated that blue lighting was perceived as the most relaxing and was most preferred for the patient preparation room. In contrast, red lighting was perceived as the most anxiety inducing in the patient preparation room. No subject preferred the standard bright white lighting of health care environments, and only 9% (3/35) of subjects preferred a more neutral white lighting for patient preparation rooms when given the opportunity to individualize room lighting.

Available smart device apps can provide patients with individual control of the room’s lighting, allowing them to set their personal preference, which can thereby reduce the stress and anxiety of imaging environments.

Future Studies

Future clinical studies may further examine the impact of ambient light settings on patient experience, mood, perception, and resting physiology. Color psychology is an essential aspect that may explain the variability among subjects’ perception of different lighting schemes. Color has been proven to have a psychological and physical effect on humans, as explained by the Wright theory of color psychology (Table 1) [14]. It was shown that each hue influences particular psychological modes and can therefore affect the mood and behavior of the individual [15].

The psychological properties of the 11 basic colors are described in Table 2. When the human eye sees light, the different wavelengths lead to different perceptions of light. In the retina, these light waves are transformed into electrical impulses that are processed in the thalamus. According to Angela Wright, these psychological colors relate to body, mind, and emotion [16]. The properties further highlight that individuals perceive color differently. Therefore, to maximize comfort levels, lighting systems need to be versatile and readily adaptable to individual user preferences. Our study confirmed that this is achievable using existing consumer LED IP addressable lighting systems.

Given the small number of subjects in this feasibility trial, we are developing future larger clinical trials that will further assess individualized lighting preferences in clinical imaging environments (ie, patient injection/preparation room, PET/CT scan room, and PET/CT control room) and the impact on clinical patients and healthy subjects. Some aspects of future clinical trials will be the randomized assignment of clinical patients and healthy subjects to rooms with standard bright white lighting versus individualized white/colored lighting and the impact on existing institutional patient satisfaction survey scores, as well as net promoter scores. In addition, these trials in clinical patients will evaluate the rates of patient motion artifacts in PET and CT imaging datasets among PET/CT patients imaged under standard lighting versus individualized white/colored lighting in PET/CT scan rooms to address whether individualized ambient lighting reduces patient motion artifacts in diagnostic imaging studies.

Table 1. Seven principal tenants of the Wright theory of color psychology and color harmony [15].

<table>
<thead>
<tr>
<th>Tenant</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Each hue affects distinct psychological modes.</td>
</tr>
<tr>
<td>2</td>
<td>The psychological effects of color are universal.</td>
</tr>
<tr>
<td>3</td>
<td>Every shade, tone, or tint can be classified into one of the four color groups.</td>
</tr>
<tr>
<td>4</td>
<td>Every color will harmonize with every other color in the same group.</td>
</tr>
<tr>
<td>5</td>
<td>All humanity can be classified into one of four personality types.</td>
</tr>
<tr>
<td>6</td>
<td>Each personality type has a natural affinity with one color group.</td>
</tr>
<tr>
<td>7</td>
<td>Response to color schemes is influenced by personality type.</td>
</tr>
</tbody>
</table>
Table 2. Current psychological interpretation and association of the 11 basic colors [16].

<table>
<thead>
<tr>
<th>Color</th>
<th>Psychological aspect</th>
<th>Positive effects</th>
<th>Negative effects</th>
</tr>
</thead>
<tbody>
<tr>
<td>Red</td>
<td>Physical</td>
<td>Physical courage, strength, warmth, energy, basic survival, “fight or flight” stimulation, masculinity, and excitement</td>
<td>Defiance, aggression, visual impact, and strain</td>
</tr>
<tr>
<td>Blue</td>
<td>Intellectual</td>
<td>Intelligence, communication, trust, efficiency, serenity, duty, logic, coolness, reflection, and calm</td>
<td>Coldness, aloofness, lack of emotion, and unfriendliness</td>
</tr>
<tr>
<td>Yellow</td>
<td>Emotional</td>
<td>Optimism, confidence, self-esteem, extraversion, emotional strength, friendliness, and creativity</td>
<td>Irrationality, fear, emotional fragility, depression, anxiety, and suicide</td>
</tr>
<tr>
<td>Green</td>
<td>Balance</td>
<td>Harmony, balance, refreshment, universal love, rest, restoration, reassurance, environmental awareness, equilibrium, and peace</td>
<td>Boredom, stagnation, blandness, and enervation</td>
</tr>
<tr>
<td>Violet</td>
<td>Spiritual</td>
<td>Spiritual awareness, containment, vision, luxury, authenticity, truth, and quality</td>
<td>Introversions, decadence, suppression, and inferiority</td>
</tr>
<tr>
<td>Orange</td>
<td>N/A*</td>
<td>Physical comfort, food, warmth, security, sensuality, passion, abundance, and fun</td>
<td>Deprivation, frustration, frivolity, and immaturity</td>
</tr>
<tr>
<td>Pink</td>
<td>N/A</td>
<td>Physical tranquility, nurture, warmth, femininity, love, sexuality, and survival of the species</td>
<td>Inhibition, emotional claustrophobia, emasculation, and physical weakness</td>
</tr>
<tr>
<td>Grey</td>
<td>N/A</td>
<td>Psychological neutrality</td>
<td>Lack of confidence, dampness, depression, hibernation, and lack of energy</td>
</tr>
<tr>
<td>Black</td>
<td>N/A</td>
<td>Sophistication, glamour, security, emotional safety, efficiency, and substance</td>
<td>Oppression, coldness, menace, and heaviness</td>
</tr>
<tr>
<td>White</td>
<td>N/A</td>
<td>Hygiene, sterility, clarity, purity, cleanliness, simplicity, sophistication, and efficiency</td>
<td>Sterility, coldness, barriers, unfriendliness, and elitism</td>
</tr>
<tr>
<td>Brown</td>
<td>N/A</td>
<td>Seriousness, warmth, nature, earthiness, reliability, and support</td>
<td>Lack of humor, heaviness, and lack of sophistication</td>
</tr>
</tbody>
</table>

*N/A: not applicable.

**Limitations**

A limitation of this phase I trial is that it demonstrates feasibility and findings in healthy subjects with no known diseases in an imaging environment as opposed to patients undergoing imaging procedures for the evaluation of clinical signs or symptoms concerning underlying diseases. Specifically, the healthy subjects in this trial were only tested in the patient preparation rooms, which are used clinically for PET/CT patients, but were not tested in the PET/CT scan room or PET/CT control room. These PET/CT scan room and PET/CT control room evaluations in healthy subjects or clinical patients will be the focus of future studies.

Given that adaptable ambient lighting systems are being incorporated and integrated into many aspects of daily life, we are confident that this work will encourage other researchers to investigate the ambient lighting experience within health care environments in the future.

**Comparison With Prior Work**

To date, no prior studies have been reported on this topic and the potential utility within clinical imaging environments.

**Conclusion**

This feasibility study demonstrated that individualizing the ambient lighting experience within a clinical imaging environment can be achieved and implemented using commercially available, consumer-grade, IP addressable lighting products. We found variability among the subjects’ perceptions of the various lighting schemes used in this trial, which suggests that an individualized approach to modify the ambient lighting of patient-specific rooms could create more comforting health care environments. This pilot trial found that most subjects (>90%) preferred colored ambient lighting as opposed to standard bright white lighting for patient-specific rooms within the clinical imaging environment.
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Abstract

Background: Web-based outpatient portals help patients engage in the management of their health by allowing them to access their medical information, schedule appointments, track their medications, and communicate with their physicians and care team members. Initial studies have shown that portal adoption positively affects health outcomes; however, early studies typically relied on survey data. Using data from health portal applications, we conducted systematic assessments of patients’ use of an outpatient portal to examine how patients engage with the tool.

Objective: This study aimed to document the functionality of an outpatient portal in the context of outpatient care by mining portal usage data and to provide insights into how patients use this tool.

Methods: Using audit log files from the outpatient portal associated with the electronic health record system implemented at a large multihospital academic medical center, we investigated the behavioral traces of a study population of 2607 patients who used the portal between July 2015 and February 2019. Patient portal use was defined as having an active account and having accessed any portal function more than once during the study time frame.

Results: Through our analysis of audit log file data of the number and type of user interactions, we developed a taxonomy of functions and actions and computed analytic metrics, including frequency and comprehensiveness of use. We additionally documented the computational steps required to diagnose artifactual data and arrive at valid usage metrics. Of the 2607 patients in our sample, 2511 were active users of the patients portal where the median number of sessions was 94 (IQR 207). Function use was comprehensive at the patient level, while each session was instead limited to the use of one specific function. Only 17.45% (78,787/451,762) of the sessions were linked to activities involving more than one portal function.

Conclusions: In discussing the full methodological choices made in our analysis, we hope to promote the replicability of our study at other institutions and contribute to the establishment of best practices that can facilitate the adoption of behavioral metrics that enable the measurement of patient engagement based on the outpatient portal use.

(J Med Internet Res 2020;22(6):e16849) doi:10.2196/16849
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**Introduction**

**Background**

Patient portals are Web-based platforms administered by health care service providers that enable patients to access data held in their personal health record. Meaningful Use (MU), the US federal program that sought the promulgation of electronic health records (EHRs), and its associated incentives resulted in the widespread adoption of patient portals [1].

A notable component of MU required health care organizations to focus on improving patient engagement, specifically through the use of patient portals. This requirement came with the challenge of providing access to vulnerable members of the population (eg, ethnic and racial minorities, persons with disabilities, and those with lower health literacy skills), who are part of groups with higher medical needs in addition to facing technology access issues [2-4]. At the same time research has shown that investments in Web-based portals by health care organizations are increasing in order to meet demands from the general population, as patients want to use these tools at rates faster than they are made available [5]. As a result, many organizations now use outpatient portals that allow patients to access and view their prescriptions and medical information, schedule appointments, and communicate with their doctors [6].

Much of the research assessing the benefits of patient portals has focused on outpatient portals [7]. Studies have shown, for example, that outpatient portal users experience improvements in areas such as reducing risk factors for chronic diseases [8-12] and improving health outcomes [13,14]. However, what characterizes these prior studies is the generalized use of survey data for analysis as opposed to considering direct measures of online actions as a measure of engagement.

One approach to measuring engagement is based on the mining of EHR metadata. Modern EHR systems log every action taken by individuals signed into their systems. These actions create transactional traces on the EHR server in the form of log files, which can be leveraged as the foundation for analysis. Recent studies have made use of log file analysis as a means of assessing and understanding how and why patients engage in their care [7,15,16].

However, barriers remain to using this approach, including difficulty in tracking and accessing the data, the need to process a large volume of information, and the challenge of establishing use metrics. To lower such barriers to adopting this methodology, we add to the existing literature by documenting and describing the data wrangling process and its implications to enable future researchers to apply and validate our approach. To that end, together with our analysis, we publish the Stata code (StataCorp, 2017. Stata Statistical Software: Release 15, StataCorp LLC) required to replicate our analysis to contribute to the creation of shared data models that could enable the quantification of patient portal use behavior across portal types.

**Objectives**

This methods-focused paper consequently addresses two aims. First, the study aimed to significantly expand the knowledge base of the methodological choices and challenges faced when processing log files. We provide documentation of our approach to process log files using data from our academic health system at the Ohio State University Wexner Medical Center (OSUWMC). This health system offers its patients electronic access to their health care information through the MyChart outpatient portal (Epic Systems Corporation) and has been in use since 2011. We intend to promote a standardized approach to this type of research by including our statistical program files as Multimedia Appendices 1-8 that can be used to analyze log files from Epic Systems. We do so by providing guidance to ensure that future studies adhere to the highest quality of data analysis when using audit log files of outpatient portal use. This approach is similar to the approach undertaken by Huerta et al [17], where a data model and procedure for processing log files from an inpatient portal were provided. However, given the differences between the outpatient portal and the inpatient portal log files, these data are idiosyncratic, affecting how they can be parsed; we note many of these differences in our Discussion section. We address this first study aim below in our Methods section.

The second aim of our study was to provide prescriptive data about outpatient portal usage to demonstrate the implications of our methodological approach and the assumptions about the decisions we made. Our results provide a glimpse into the outpatient portal usage in the context of the care provided at our institution. MyChart portal features include messaging with providers, prescription renewals, appointment information and scheduling, clinical updates, and billing. This approach could be replicated at other institutions that also desire to quantify outpatient portal use for different purposes such as quality improvement (eg, investigate tool performance), increasing patient engagement (eg, identifying the types of users), or for research (eg, summative evaluations of tool uptake). We address this secondary study aim in our Results section, in which we use descriptive statistics to present the portal use data.

**Methods**

**Data Model**

This section describes the data model used to examine outpatient portal use. It also documents the data sources required to produce the final data model and lists the recommended computational steps to clean and process the information extracted from the audit log files. The log files audited belong to a sample of 2607 OSUWMC patients, whose patient portal metadata from July 2015 to February 2019 were provided. However, given the differences between the outpatient portal and the inpatient portal log files, these data are idiosyncratic, affecting how they can be parsed; we note many of these differences in our Discussion section. We address this first study aim below in our Methods section.

The analysis of outpatient portal use started with the categorization of all the individual actions performed on the portal by the patients. Actions were then aggregated across functions and over time to quantify user engagement with the technology. The resulting data model is represented in Table 1 and comprises four levels, with each subsequent level comprising the elements of the preceding level.

---
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Table 1. Data model for outpatient portal use.

<table>
<thead>
<tr>
<th>Data aggregation level</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Action type</td>
<td>Single action performed by the user on the outpatient portal</td>
</tr>
<tr>
<td>Portal function</td>
<td>Category grouping user actions under the different functionalities offered through the outpatient portal</td>
</tr>
<tr>
<td>Session</td>
<td>Coherent, limited, and uninterrupted use of one or more of the outpatient portal functions via a sequence of user actions</td>
</tr>
<tr>
<td>Patient</td>
<td>Use of the outpatient portal, or one of its functions, across the entirety of a patient’s recorded sessions</td>
</tr>
</tbody>
</table>

Outpatient portal usage metrics were defined along the following two dimensions:

- Frequency of use: number of times an outpatient portal function has been accessed by a patient
- Comprehensiveness of use: number of unique outpatient portal functions accessed by a patient

Both dimensions were studied at the session and the patient levels of our data model.

Data Sources

We audited the log files from MyChart’s instance at our institution to assess portal use. Data from these files included the date and time of the specific actions patients made using the outpatient portal (e.g., appointment scheduling and viewing test results).

To support reproducibility of results, we document in Table 2 the sources for the data pertaining to the users’ MyChart actions and the status of their accounts by listing the exact variables and tables queried from Epic’s Clarity database.

Outpatient portal logs are recorded by Epic in the form of time-stamped sequences of user actions, and an example of this log is reproduced in Table 3. This table contains a sample from the MYC_PT_USER_ACCSS Clarity table, with personal identifiable information redacted. The first three columns present identifiers for a patient’s action, which include the medical record number (MRN), a time stamp, and a categorical variable indicating the type of action performed by the patient.

Table 2. Variables queried on the Epic’s Clarity database tables, to retrieve data about the users’ access to MyChart and their account status history, identified by their master table number by Epic System.

<table>
<thead>
<tr>
<th>Variable name</th>
<th>Variable description</th>
<th>Master table number</th>
</tr>
</thead>
</table>
| **Patient information**
  PAT_MRN_ID                      | Patient identifier                | EPT 2061            |
| **Account status history log variables**
  MYC_STATUS_HX                  | Update to account status          | EPT 28100           |
  MYC_STATUS_TMSTP               | Status update time stamp          | EPT 28110           |
  MYC_STATUS_MTHD                | Technology implementing the update| EPT 28140           |
  MYC_STATUS_CMT                 | Additional status update description| EPT 28130           |
| **User access log variables**
  UA_TIME                        | Action time stamp                 | WPR 520             |
  MYC_UA_TYPE_C                  | Action type                       | WPR 530             |
  UA_EXTENDED_INFO               | Additional action type information| WPR 550             |
  UA_SESSION_NUM                 | Unique session identifier          | WPR 561             |
  UA_USER_AGENT                  | Client user agent information      | WPR 566             |

aVariable from the Clarity table: PATIENT.
bVariable from the Clarity table: PAT_MYC_STAT_HX.
cVariable from the Clarity table: MYC_PT_USER_ACCSS.
For every recorded user action, Epic’s MyChart also reports metadata that can be used to reconstruct the patient’s online behavior (i.e., what was their activity and how long did it take them to accomplish that action). The variables `UA_EXTENDED_INFO` and `UA_USER_AGENT`, for example, provide important details for the categorization of user actions, necessary for quantifying the use of the different functionalities offered by the outpatient portal. The session number variable `UA_SESSION_NUM`, is instead a unique marker assigned by the server to sequences of user actions that presents patterns of consistent and continuous use.

### Data Processing

We next documented the steps taken to process the audit log file data. The result of this data processing is a dataset where each row represents a session and contains information about the time it started, its length, the device type used, and a set of frequency counts for all the activities available to the patient via the outpatient portal.

The steps for processing the raw data were broken down into modules, and these modules are presented in Figure 1 as a flowchart. The assumptions and specific goals of each module are described next. We have included the Stata programming code used to convert the raw data into the final data model as Multimedia Appendices 1-8.

### Table 3.

Example excerpt from MyChart user access logs.

<table>
<thead>
<tr>
<th>PT_MRNI_D</th>
<th>UA_TIME</th>
<th>MYC_UA_TYPE_C</th>
<th>UA_EXTENDED_INFO</th>
<th>UA_USER_AGENT</th>
<th>UA_SESSION_NUM</th>
</tr>
</thead>
<tbody>
<tr>
<td>xxxxx</td>
<td>2018-09-17</td>
<td>Messaging</td>
<td>Medadvice-form</td>
<td>Null</td>
<td>56xxxx</td>
</tr>
<tr>
<td></td>
<td>09:20:38</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>xxxxx</td>
<td>2018-09-19</td>
<td>Messaging</td>
<td>Medadvice-form</td>
<td>Null</td>
<td>56xxxx</td>
</tr>
<tr>
<td></td>
<td>12:40:38</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>xxxxx</td>
<td>2018-09-19</td>
<td>Messaging</td>
<td>Medadvice-form</td>
<td>Null</td>
<td>56xxxx</td>
</tr>
<tr>
<td></td>
<td>12:53:12</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>xxxxx</td>
<td>2018-09-19</td>
<td>Login</td>
<td>Null</td>
<td>EpicMyChart-iPhone</td>
<td>56xxxx</td>
</tr>
<tr>
<td></td>
<td>13:47:04</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>xxxxx</td>
<td>2018-09-19</td>
<td>Provider List Widget</td>
<td>Get-prov-list</td>
<td>Null</td>
<td>56xxxx</td>
</tr>
<tr>
<td></td>
<td>13:47:08</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>xxxxx</td>
<td>2018-09-19</td>
<td>Messaging</td>
<td>Inbox message list</td>
<td>Null</td>
<td>56xxxx</td>
</tr>
<tr>
<td></td>
<td>13:48:05</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>xxxxx</td>
<td>2018-09-19</td>
<td>Messaging</td>
<td>Message read</td>
<td>Null</td>
<td>56xxxx</td>
</tr>
<tr>
<td></td>
<td>13:48:08</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>xxxxx</td>
<td>2018-09-19</td>
<td>Messaging</td>
<td>Inbox message list</td>
<td>Null</td>
<td>56xxxx</td>
</tr>
<tr>
<td></td>
<td>13:48:37</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>xxxxx</td>
<td>2018-09-19</td>
<td>Messaging</td>
<td>Message read</td>
<td>Null</td>
<td>56xxxx</td>
</tr>
<tr>
<td></td>
<td>13:49:05</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>xxxxx</td>
<td>2018-09-19</td>
<td>Messaging</td>
<td>Message read</td>
<td>Null</td>
<td>56xxxx</td>
</tr>
<tr>
<td></td>
<td>13:49:19</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>xxxxx</td>
<td>2018-09-19</td>
<td>Visits</td>
<td>Get future appt list</td>
<td>Null</td>
<td>56xxxx</td>
</tr>
<tr>
<td></td>
<td>13:50:07</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>xxxxx</td>
<td>2018-09-19</td>
<td>Visits</td>
<td>Get past appt list</td>
<td>Null</td>
<td>56xxxx</td>
</tr>
<tr>
<td></td>
<td>13:50:08</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>xxxxx</td>
<td>2018-09-19</td>
<td>Encounter Details</td>
<td>Past appt dat: 5xxx</td>
<td>Null</td>
<td>56xxxx</td>
</tr>
<tr>
<td></td>
<td>13:50:19</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>xxxxx</td>
<td>2018-09-19</td>
<td>Logout</td>
<td>Logout</td>
<td>Null</td>
<td>56xxxx</td>
</tr>
<tr>
<td></td>
<td>14:06:00</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Module 1: Read Raw Audit Data

In module 1, raw data are imported, and preliminary computations of secondary analytical variables are completed (see Multimedia Appendix 1). In addition to standardizing variables that contain free text or time values, this step generates a categorical variable based on the list of user actions contained in the user access log. This process both establishes MYC_UA_TYPE_C as a sorting variable and controls the ordering of concurrent user actions. For example, when multiple actions are recorded as concurrent, log-in attempts are listed first so as to establish a logical order of events.

Module 2: Inspect Time From Last Action

Module 2 quantifies and analyzes the time difference between user actions (see Multimedia Appendix 2). The intent of this step is to control and limit the time gap that identifies a coherent session.

MyChart assigns a session number (variable UA_SESSION_NUM) to user actions that signify continuous engagement with the outpatient portal functions; however, this variable can be unreliable. This step enables resolution of issues encountered when working with data from MyChart’s Clarity tables. The following are examples of these issues:

- Tracking of the variable might be unavailable: Institutions might deploy a patient portal but postpone tracking of the session number variable. This can result in old audit logs—even for the same patient—that have no server-assigned session information. This is true at our institution for all MyChart data older than May 15, 2016.
- The variable might be tracked intermittently: A session number might fail to be assigned to a subset of user activities, although being recorded correctly for the other activities in the enclosing sequence.
- The variable might be recorded correctly but might indicate implausible sequences of user activities: In some instances, the raw server data can indicate sessions spanning multiple
days (see example in Table 3 above); this is deemed inconsistent with normal user behavior and can be resolved by enforcing a limit to the time gap between consecutive user actions.

Quantifying the time gap between consecutive actions is important as it allows the identification of implausibly long sessions and helps to correct issues with data reliability. This process occurs by calculating a parameter to limit the time gap between user actions, and it has the effect of splitting unusually long sequences into shorter ones, ensuring that the time spans recorded by the audit data measure the actual user engagement with the outpatient portal.

The exact value of the parameter marking the maximum period of inactive time allowed is determined by generating a new variable, *time gap*, which stores the number of seconds separating a user action from the preceding one in the same session and analyzing its density estimation. As shown in Figure 2, this variable appears to have a wide range, with the majority of values at the lower interval, and a long right tail that is approximately log-normal, except for the spike at approximately 20 min. Upon closer inspection, this spike is explained by the time gaps associated with user actions that are recognized as log-outs by the MYC_UA_TYPE_C variable. The dotted line reflects the density distribution after this artifact in the data is removed.

Figure 3 shows that establishing a time limit of 1256 seconds (approximately 20 min) allowed us to preserve 99.80% (3,248,044/3,254,561) of the data (excluding the log-outs) in their original form.

**Figure 2.** Density distribution of the time gaps between user actions.
Module 3: Generate Session IDs

Module 3 (see Multimedia Appendix 3) creates a session ID that groups together patient activities separated by either a patient’s manual log-out or his or her failure to engage with the outpatient portal for what is deemed a significant period of time (defined in module 2). This step supersedes the system-generated UA_SESSION_NUM and groups user activities into sequences of consistent continuous use. By identifying the start and end points of the user sessions, which in most cases would match the user actions marked as log-in—for the start point—and as log-out—for the end point, an identification label is generated for every user log-in. This label is then extended to all subsequent user-recorded actions, usually up to a recorded log-out. In the event of unusual cases (i.e., missing end point, start point, or both), a limit to the time gap between two consecutive user actions is enforced (calculated at approximately 20 min, as described above for module 2). Consequently, all sequences of user actions that are recorded after an inactive time greater than the calculated threshold are regrouped, and a newly created session identification label is generated.

Module 4: Process User Agent Information

User agent information is used in this module to infer the type of device the patient uses to access the outpatient portal (see Multimedia Appendix 4). Metadata associated with the log-in attempts in the UA_USER_AGENT and UA_EXTENDED_INFO variables can consistently indicate whether access is originating from a desktop or mobile platform. As part of this step, the device type information is stored in a newly created variable, se_device, that marks all the actions belonging to the same session.

Module 5: Compute Time in Session

Module 5 calculates the time taken in seconds for each sequence of actions marked with the same session ID (see Multimedia Appendix 5). The algorithm excludes all the log-outs from the computation to return an effective time in session. As shown in Figure 3, log-outs consistently overestimate the time a patient remains engaged with the outpatient portal; therefore, we filter out log-outs to avoid artifactual results (see Results section).

Module 6: Categorize User Actions

This module classifies user actions under the categories of the outpatient portal’s functions (see Multimedia Appendix 6). The list of labels used to classify user action types, together with
their associated grouping functions, are reported in Table 4. This list has been compiled after extensive testing involving the following:

- Controlled interaction with the functionalities of the outpatient portal in a test environment using quality assurance automation tools to verify the traces left by user actions on the server side: As a single user action can be instantiated via multiple system calls—some essential and others ancillary to many other calls, with each one independently leaving traces of its own activation in the audit log—there is no one-to-one correspondence between the user behavior on the client side and the logged portal functions on the server side. We, therefore, undertook a systematic and exhaustive exploration of the functionalities made available to patients via MyChart in a test environment. This test environment mirrored the production portal and included the availability of Clarity tables and automation tools such as Selenium [18], a tool common in quality assurance testing that allows for the reproducibility of workflows and fine-grained control over the timing of actions. This test environment allowed us to generate reproducible patterns in the log data and required the extraction of the signals associated with specific user activities.

- Investigation of more complex cases with information technology (IT) specialists at OSUWMC: In cases where the sole user behavior was not enough to produce unambiguous logs, the help of an IT specialist was enlisted to produce the intended response from the server or to observe in real time if and when fields in the Clarity tables were populated, as a means to verify that the correct data were being collected.

- Clarification of the implementation details with technical support from Epic: In rare cases, information related to implementation details and other clarifications were obtained directly from Epic through their technical support services. The labels of the action types and portal functions offer a 2-level taxonomy for the categorization of user actions that employ terms from the MyChart user interface. At the higher level, the portal functions are named as follows:
  - Messaging: Contains links to the message center, letters to the patient, and an option to request prescription refills
  - Visits: List of past and upcoming visits and the ability to schedule and cancel appointments
  - My record: List of medications, allergies, medical history and immunization status, health summary and test results, preventive care, and a summary table of the plan of care
  - Medical tools: Sharing medical records with others or with other services (Lucy and MyChart Central), participate in research studies, and connect tracking devices (eg, Fitbit)
  - Billing: Bills, insurance information, and estimates for common procedures
  - Resources: Frequently asked questions, terms and conditions, and patient education
  - Proxy: Request proxy status or renew proxy requests
  - Preferences: Personal settings, security settings, and notification preferences

Auxiliary action types, such as log-ins, log-outs, and 2-factor authentication, were flagged with a Miscellaneous label, but were otherwise excluded from the calculation of portal use metrics. Frequency counts associated with the Resources portal function are absent because this set of action types contains links to patient educational information that are all pointers to resources hosted outside MyChart; interaction with these elements, if present, is not captured before the patients navigate away from MyChart.
Table 4. Labels for action types and portal functions used to categorize raw audit log data from Epic’s MyChart. For each label, we report the count of sessions in which the action was performed and the percentage represented by the session count over the total number of sessions (N=451,762).

<table>
<thead>
<tr>
<th>Action type</th>
<th>Portal function</th>
<th>Sessions, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Letters</td>
<td>Messaging</td>
<td>5318 (1.18)</td>
</tr>
<tr>
<td>Message center</td>
<td>Messaging</td>
<td>146,394 (32.41)</td>
</tr>
<tr>
<td>Send new message</td>
<td>Messaging</td>
<td>45,391 (10.05)</td>
</tr>
<tr>
<td>Appointment details</td>
<td>Visits</td>
<td>17,393 (3.85)</td>
</tr>
<tr>
<td>Cancel an appointment</td>
<td>Visits</td>
<td>3665 (0.81)</td>
</tr>
<tr>
<td>Driving directions</td>
<td>Visits</td>
<td>232 (0.05)</td>
</tr>
<tr>
<td>eCheck-in</td>
<td>Visits</td>
<td>25,246 (5.59)</td>
</tr>
<tr>
<td>Schedule an appointment</td>
<td>Visits</td>
<td>67,039 (14.84)</td>
</tr>
<tr>
<td>Telemedicine</td>
<td>Visits</td>
<td>13 (0.00)</td>
</tr>
<tr>
<td>Upcoming tests</td>
<td>Visits</td>
<td>6784 (1.50)</td>
</tr>
<tr>
<td>Allergies</td>
<td>My record</td>
<td>24,345 (5.39)</td>
</tr>
<tr>
<td>Current health issues</td>
<td>My record</td>
<td>18,304 (4.05)</td>
</tr>
<tr>
<td>Flowsheet</td>
<td>My record</td>
<td>184 (0.04)</td>
</tr>
<tr>
<td>Health summary</td>
<td>My record</td>
<td>8989 (1.99)</td>
</tr>
<tr>
<td>Immunizations</td>
<td>My record</td>
<td>14,273 (3.16)</td>
</tr>
<tr>
<td>Medications</td>
<td>My record</td>
<td>14,450 (3.20)</td>
</tr>
<tr>
<td>My conditions</td>
<td>My record</td>
<td>2009 (0.44)</td>
</tr>
<tr>
<td>Preventive care</td>
<td>My record</td>
<td>4854 (1.07)</td>
</tr>
<tr>
<td>Test results</td>
<td>My record</td>
<td>10,6043 (23.47)</td>
</tr>
<tr>
<td>Consolidate EMR</td>
<td>Medical tools</td>
<td>3178 (0.70)</td>
</tr>
<tr>
<td>Download my record</td>
<td>Medical tools</td>
<td>53 (0.01)</td>
</tr>
<tr>
<td>Research studies</td>
<td>Medical tools</td>
<td>392 (0.09)</td>
</tr>
<tr>
<td>Share my record</td>
<td>Medical tools</td>
<td>62 (0.01)</td>
</tr>
<tr>
<td>Wallet card</td>
<td>Medical tools</td>
<td>687 (0.15)</td>
</tr>
<tr>
<td>Who accessed my record</td>
<td>Medical tools</td>
<td>1267 (0.28)</td>
</tr>
<tr>
<td>Bill payment</td>
<td>Billing</td>
<td>6862 (1.52)</td>
</tr>
<tr>
<td>Billing account details</td>
<td>Billing</td>
<td>0 (0.00)</td>
</tr>
<tr>
<td>Billing account summary</td>
<td>Billing</td>
<td>11432 (2.53)</td>
</tr>
<tr>
<td>Change paperless status</td>
<td>Billing</td>
<td>111 (0.02)</td>
</tr>
<tr>
<td>Estimates</td>
<td>Billing</td>
<td>838 (0.19)</td>
</tr>
<tr>
<td>Insurance summary</td>
<td>Billing</td>
<td>15,538 (3.44)</td>
</tr>
<tr>
<td>Update insurance</td>
<td>Billing</td>
<td>11,401 (2.52)</td>
</tr>
<tr>
<td>Patient education</td>
<td>Resources</td>
<td>0 (0.00)</td>
</tr>
<tr>
<td>Terms and conditions</td>
<td>Resources</td>
<td>0 (0.00)</td>
</tr>
<tr>
<td>Proxy forms</td>
<td>Proxy</td>
<td>5763 (1.28)</td>
</tr>
<tr>
<td>Proxy renewal request</td>
<td>Proxy</td>
<td>0 (0.00)</td>
</tr>
<tr>
<td>Request child proxy access</td>
<td>Proxy</td>
<td>0 (0.00)</td>
</tr>
<tr>
<td>Request proxy access</td>
<td>Proxy</td>
<td>84 (0.02)</td>
</tr>
<tr>
<td>Switch proxy context</td>
<td>Proxy</td>
<td>556 (0.12)</td>
</tr>
<tr>
<td>About me</td>
<td>Preferences</td>
<td>0 (0.00)</td>
</tr>
<tr>
<td>Manage my accounts</td>
<td>Preferences</td>
<td>0 (0.00)</td>
</tr>
</tbody>
</table>
### Module 7: Compute Metrics of Use

The goal of this module is to calculate count values for the portal usage metrics and merge them with the other session-level variables (see Multimedia Appendix 7). The output at the end of this step is a dataset ready for data analysis, organized at the session level. For each constructed session, information about the device used and the time spent in sessions are reported along with frequency counters for the MyChart activities of the taxonomy developed during the previous step. In addition, a reference to the MRN enables the computation of statistics at the patient level as well as the merging of demographic information, when it is available.

Before computing usage metrics, the module filters out redundant records of the same user action from the log file data. Owing to the implementation details affecting users accessing MyChart from a mobile platform, the audit reports can contain many duplicate rows as the same user action can be logged at intervals of 2 seconds until the patient navigates away from the page that is triggering the behavior. Although this does not affect the time in session, it results in inflated action counts for patients accessing the outpatient portal via a mobile phone.

The first part of the code for module 7 controls for the presence of a series of identical user actions, with matching values in both the MYC_UA_TYPE_C and UA_EXTENDED_INFO variables, and deletes all but the first occurrence in each series.

### Module 8: Process Account Status Information

The account status information is processed in this module to create a dataset organized at the patient level (see Multimedia Appendix 8). The module accepts as input the list of status changes recorded for each patient’s account and processes it to determine the time the patient’s account was activated and the current account status. The status of a MyChart account can vary over time, marking, among other things, the sign-up phase (status: pending activation), a phase of regular use (status: active), and potentially the termination of online use (status: inactivated). The resulting dataset, with one row per patient, is suitable to be merged with demographic data to support more detailed analysis of the outpatient portal use.

### Results

#### Session Counts and Activation Status

Using this protocol, we applied the processing steps outlined above to the log files of MyChart activity for the patients in our sample. The following sections present and summarize the results of our analysis of metrics pertaining to the frequency and comprehensiveness of outpatient portal use.

All descriptive statistics were calculated using data from sessions with nonzero duration and from patients who had at least two valid sessions on record. As a result, we discarded all the log-in attempts that did not result in actual user navigation of the outpatient portal; we further refined the dataset to exclude patients who never engaged with MyChart beyond the time required to register an account.

Overall, the dataset contained 451,762 valid sessions (total number of sessions=482,443) for 2511 active patients (total number of patients=2607). On average, each patient had 180 sessions on record; the median number of sessions per patient was 94 sessions, with an IQR of 207 and a maximum recorded count of 6012 (Figure 4).

MyChart account status of the patients included in the final dataset is reported in Table 5, together with the account status of the general hospital population. Not all patient accounts were flagged as activated. The majority of inactivated accounts were accounts that had been previously active but had been closed because of the death of their owner (patient deceased, n=125). The remaining cases represented individuals who never formally concluded the sign-up process or inadvertently invalidated their status after activating their account, but nonetheless engaged with the outpatient portal; as a result, their audit data had been consistently recorded.

The distribution of patients with activated MyChart accounts across age groups (Table 6), although inversely related to the ages of patients, shows that activated accounts remain the largest category across our sample population.
Figure 4. Distribution of session counts per patient.

![Distribution of session counts per patient](image)

**Table 5.** Patients’ MyChart account status for sampled and overall hospital population.

<table>
<thead>
<tr>
<th>Account status</th>
<th>Sample population (N=2511), n (%)</th>
<th>Hospital population (N=70,076), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Activated</td>
<td>2360 (93.99)</td>
<td>39,373 (56.18)</td>
</tr>
<tr>
<td>Inactivated</td>
<td>134 (5.34)</td>
<td>12,678 (18.09)</td>
</tr>
<tr>
<td>Patient declined</td>
<td>4 (0.16)</td>
<td>6433 (9.18)</td>
</tr>
<tr>
<td>Pending activation</td>
<td>13 (0.52)</td>
<td>11,592 (16.54)</td>
</tr>
</tbody>
</table>

**Table 6.** MyChart account status as a function of patient age group.

<table>
<thead>
<tr>
<th>Age group (years)</th>
<th>Account status (N=2511), n (%)</th>
<th>Patient declined</th>
<th>Pending activation</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Activated</td>
<td>Inactivated</td>
<td></td>
<td></td>
</tr>
<tr>
<td>18-29</td>
<td>357 (15.13)</td>
<td>7 (5.22)</td>
<td>0 (0.00)</td>
<td>4 (30.77)</td>
</tr>
<tr>
<td>30-39</td>
<td>468 (19.83)</td>
<td>14 (10.45)</td>
<td>0 (0.00)</td>
<td>2 (15.38)</td>
</tr>
<tr>
<td>40-49</td>
<td>456 (19.32)</td>
<td>21 (15.67)</td>
<td>1 (25.00)</td>
<td>0 (0.00)</td>
</tr>
<tr>
<td>50-59</td>
<td>500 (21.19)</td>
<td>36 (26.87)</td>
<td>1 (25.00)</td>
<td>1 (7.69)</td>
</tr>
<tr>
<td>60-69</td>
<td>429 (18.18)</td>
<td>38 (28.36)</td>
<td>1 (25.00)</td>
<td>3 (23.08)</td>
</tr>
<tr>
<td>70+</td>
<td>150 (6.36)</td>
<td>18 (13.43)</td>
<td>1 (25.00)</td>
<td>3 (23.08)</td>
</tr>
</tbody>
</table>
Frequency of Use

The results in Table 7 show descriptive statistics for the frequency counts associated with each MyChart portal function as defined by the taxonomy of user actions (see also Figures 5 and 6). Of note, at the session level, the median frequency count for the use of all MyChart functions is 0. Although in most cases the ranges are quite broad, the 0 medians suggest that the values are concentrated at lower intervals.

Table 7. Frequency of use at session and patient levels for each of the MyChart portal functions.

<table>
<thead>
<tr>
<th>Portal function</th>
<th>Session level (N=451,762)</th>
<th>Patient level (N=2511)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Minimum value</td>
<td>Median</td>
</tr>
<tr>
<td>Messaging</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Visits</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>My record</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Medical tools</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Billing</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Proxy</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Preferences</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

*Frequency counts associated with the Resources function on the outpatient portal are absent because of technical reasons (see module 6 in the Methods section).

Figure 5. Frequency distribution of the use of the different portal functions across all the sessions in the dataset.
Figure 6. Frequency distribution of the use of the different portal functions across the patient population.

Comprehensiveness of Use

Comprehensiveness of portal function use, defined according to our proposed data model as the number of distinct functions accessed by the patient, provides a summary of how the patient engaged with the outpatient portal.

Comprehensiveness of use results are presented in Table 8. At the session level, in most cases, patients were found to engage with the portal for one specific function; only 17.45% (78,787/451,762) of the sessions were linked to activities involving more than one portal function. At the patient level, most individuals used 3 to 4 of the portal’s functions over the course of the study.

Table 8. Comprehensiveness of use.

<table>
<thead>
<tr>
<th>Counts of portal function used</th>
<th>Session (N=451,762), n (%)</th>
<th>Patient (N=2511), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>117,819 (26.08)</td>
<td>14 (0.56)</td>
</tr>
<tr>
<td>1</td>
<td>255,156 (56.48)</td>
<td>64 (2.55)</td>
</tr>
<tr>
<td>2</td>
<td>57,761 (12.79)</td>
<td>274 (10.91)</td>
</tr>
<tr>
<td>3</td>
<td>16,215 (3.59)</td>
<td>696 (27.72)</td>
</tr>
<tr>
<td>4</td>
<td>4271 (0.95)</td>
<td>1066 (42.45)</td>
</tr>
<tr>
<td>5</td>
<td>491 (0.11)</td>
<td>349 (13.90)</td>
</tr>
<tr>
<td>6</td>
<td>47 (0.01)</td>
<td>46 (1.83)</td>
</tr>
<tr>
<td>7</td>
<td>2 (0.00)</td>
<td>2 (0.08)</td>
</tr>
</tbody>
</table>
Artifacts in the Data

Of note, our data processing methodology also uncovered a series of artifacts in the data, which we were able to correct. The first artifact affected the measurement of the time patients actively engaged with the portal. The distribution of the time spent in sessions calculated on raw server logs showed a bimodal distribution, with most sessions registering a length of a few minutes and a sizable group of longer sessions of approximately 20 min to 22 min (see graph of the left in Figure 7). This second group exclusively comprised patients connecting via a desktop computer (as opposed to a mobile phone), whose connections were kept alive by the server despite the patient being idle on the portal.

The same analysis performed on audit logs processed with our proposed methodology showed how the distribution of the length of the sessions is instead approximately log-normal (see the graph on the right in Figure 7) and, by getting rid of idle time, better approximated the actual engagement duration of the patient with the portal.

A second type of artifact involved the audit logs mined from the mobile client. As documented in module 7 of the Methods section, duplicate data for MyChart activities recorded during mobile sessions can affect the frequency of use metrics if not properly identified and filtered.

Figure 7. Distribution of time in session by device type. On the left, time in session is calculated on raw server data. On the right, time in session is calculated after processing user access logs, removing log-outs action type, and enforcing a limit of 1256 seconds to the time patients can be idle on the portal.

Discussion

Principal Findings

Patient portals have the potential to improve patient engagement and health outcomes. Our intention with this preliminary study was to uncover the main artifacts in the data and to build a model that starts a conversation on how to use outpatient portal log files for research purposes. As previously noted, evaluations of portal use have, to date, mainly been conducted through the analysis of self-reported behaviors [8]. Furthermore, a review conducted by Irizarry et al [19] about patient portals and patient engagement highlighted the lack of objective measures for usability testing and attributed this gap to the high costs of this type of analysis in terms of time and effort. Our analysis of log files to develop metrics responds to this problem and presents the opportunity to augment self-reports of portal use with the new behavioral measure for portal function use we have described.

Data analytics research has additionally proven effective in describing portal adoption for targeted subpopulations [20]. Our methodology demonstrates how to incorporate information about the status of patient portal accounts in the final dataset (see script for module 8 in the Multimedia Appendix 8). This approach provides information grounded in longitudinal changes to patient accounts that can provide the basis for evaluating portal adoption and use and inform targeted strategies for implementation, improvement, and optimization of use.

Following the recommendations of Sieverink et al [16], our approach highlights the importance of examining outpatient portal use based on how the tool was actually used by patients (ie, including the different functions or elements within it) as opposed to simply reporting the number of log-ins and the frequency of use of the tool. Our results also demonstrate that, based on the level of analysis (ie, patient or session), the patterns of outpatient portal use by function show variability. Interestingly, this variability is more pronounced at the patient level as opposed to the session level. In contrast, at the session level, the usage pattern showed frequent but highly specialized interactions: patients visit the outpatient portal to achieve a single goal and navigate away from it as soon as the goal is achieved. Considering use metrics at the patient level instead,
we found that although the portal use spread across all functions, many patients engaged only with a subset of those—a phenomenon that was also detected by Huerta et al [17] in their log file assessment of inpatient portal use.

Although the scope of this descriptive study is limited to the presentation of usage metrics constructed from data elements presently available in our institution’s outpatient portal database, the integration of these data with other data sources will present additional opportunities for analysis. Future research on outpatient portal use can explore potential confounders that may influence use, such as demographics, diagnoses, treatments, and patients’ communications with care team members. In addition, further work will permit the identification and characterization of user clusters, similar to the work of Jones et al [15] on outpatient portal use among chronic patients and of Fareed et al [21] on inpatient portal use; this approach will improve our understanding of the observed differences in usage patterns at the patient level.

Limitations
We acknowledge two main limitations to this study. First, although we have attempted to generalize our methodology and note procedures that are relevant to log file analysis independent of the institutional context, our study was limited to the analysis of log files from a single outpatient portal system that had retained many of the vendor’s technical specifications. For instance, we were unable to obtain log files for functions connected to health educational resources because of the decisions by the EHR vendor and/or our institution to not track such actions. As such information is valuable in measuring patient engagement with their health, additional study is warranted in contexts where these data are collected. Our choice to document the processing steps for our data analysis in the form of Stata do files was motivated by the consideration that enabling reproducible research might bridge the institutional gap and mitigate this limitation. However, applying our methodology in other contexts or with other portal systems will require accounting for the institutional idiosyncrasies and contingencies that influence how the log files are parsed.

Second, with regard to identifying a level of analysis for portal use, as we were working with outpatient records, our data did not have a well-defined cutoff period. This is different from the case of inpatient portal data, where the hospital admission period provides a discrete time frame and level of analysis. We believe that with outpatient portal use, linking portal use to patients’ medical history (eg, outpatient portal use during a specific index event such as major surgery) could guide researchers toward more meaningful ways to aggregate log file data and we aim to pursue such an approach in the future.

Conclusions
Although there has been rapid adoption of patient portals across health care organizations, traditional approaches to assessing their impact have not leveraged the potential of detailed audit log file analysis as we have presented. We aimed to model an approach to the outpatient log file analysis by presenting our methodology and describing the challenges associated with accessing and analyzing this type of data. Improving understanding of this process should enable researchers and practitioners to consider this methodology in future studies of outpatient portal use and impact.
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Abstract

Background: Health services in many countries are promoting digital-first models of access to general practice based on offering online, video, or telephone consultations before a face-to-face consultation. It is claimed that this will improve access for patients and moderate the workload of doctors. However, improved access could also potentially increase doctors’ workload.

Objective: The aim of this study was to explore whether and under what circumstances digital-first access to general practice is likely to decrease or increase general practice workload.

Methods: A process map to delineate primary care access pathways was developed and a model to estimate general practice workload constructed in Microsoft Excel (Microsoft Corp). The model was populated using estimates of key variables obtained from a systematic review of published studies. A MEDLINE search was conducted for studies published in English between January 1, 2000, and September 30, 2019. Included papers provided quantitative data about online, telephone, or video consultations for unselected patients requesting a general practice in-hours consultation for any problem. We excluded studies of general practitioners consulting specialists, consultations not conducted by doctors, and consultations conducted after hours, in secondary care, in specialist services, or for a specific health care problem. Data about the following variables were extracted from the included papers to form the model inputs: the proportion of consultations managed digitally, the proportion of digital consultations completed without a subsequent consultation, the proportion of subsequent consultations conducted by telephone rather than face-to-face, consultation duration, and the proportion of digital consultations that represent new demand. The outcome was general practice workload. The model was used to test the likely impact of different digital-first scenarios, based on the best available evidence and the plausible range of estimates from the published studies. The model allows others to test the impact on workload of varying assumptions about model inputs.

Results: Digital-first approaches are likely to increase general practice workload unless they are shorter, and a higher proportion of patients are managed without a subsequent consultation than observed in most published studies. In our base-case scenarios (based on the best available evidence), digital-first access models using online, telephone, or video consultations are likely to increase general practitioner workload by 25%, 3%, and 31%, respectively. An important determinant of workload is whether the availability of digital-first approaches changes the demand for general practice consultations, but there is little robust evidence to answer this question.

Conclusions: Digital-first approaches to primary care could increase general practice workload unless stringent conditions are met. Justification for these approaches should be based on evidence about the benefits in relation to the costs, rather than assumptions about reductions in workload. Given the potential increase in workload, which in due course could worsen problems of access, these initiatives should be implemented in a staged way alongside careful evaluation.

(J Med Internet Res 2020;22(6):e18203) doi:10.2196/18203

http://www.jmir.org/2020/6/e18203/
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Introduction

An increasing number of primary care consultations are being provided under a digital-first model, in which consultations are conducted by telephone, video, email, or online “e-consultation” systems, before offering patients a face-to-face consultation only when necessary. Examples include Doctor On Demand in the United States, Curon in Japan, Ping An Good Doctor in China, and KRY, which operates in several European countries. In England, National Health Service (NHS) policy strongly promotes the use of online consultations [1] and companies such as Babylon GP at Hand, LIVI, and Push Doctor, which offer video consultations free of charge to NHS patients, are expanding rapidly [2]. The introduction of these new access pathways in England will be accelerated by a contract reform framework that will require all general practices to offer online and video consultations by April 2021 and to allow NHS 111 (a national telephone helpline) to directly book face-to-face appointments in local practices [3]. NHS England has recently issued detailed guidance to support the introduction of online consultations [4].

These changes are justified by two main arguments [1-5]. First, they are designed to facilitate quick and convenient access to care by patients, in line with similar changes in how consumers access almost all other services apart from health care. Second, it is argued that the introduction of “online-first” or “telephone-first” models of access will help to manage workload pressures on general practitioners (GPs). However, the twin aims to improve patient access and to manage workload pressures on GPs are likely to be in tension. Whether digital-first models of care decrease or increase general practice workload depends on factors such as the duration of the initial digital consultation and the proportion of these consultations that result in the patient needing a subsequent face-to-face consultation. The impact on general practice workload also depends on whether the demand for consultations is fixed or related to accessibility [6]. At present, many people have difficulty obtaining GP consultations and some may therefore seek help elsewhere or not obtain any professional advice [7]. If quicker and easier access to care means more people contact general practices, this supply-related demand needs to be considered alongside any efficiency gains.

The overall impact on workload in general practice therefore depends on the relationship between several variables. We developed a model to estimate the impact of alternative access pathways on general practice workload and populated the model using a systematic review of studies of digital consultations in primary care. The aim of this study was to inform debate about to what extent, and under what circumstances, digital-first primary care consultations are likely to decrease or increase general practice workload.

Methods

Overview

We developed a process map to delineate the access pathway from when patients first seek a general practice consultation through to obtaining definitive assessment and care (Figure 1). Given the interconnectedness of health care systems, any such model is a simplification and must have a defined scope. Our process map begins with a patient having a health problem and considering requesting a GP consultation. They will often seek advice, which may be from family, a pharmacist, or online through an internet search, an automated symptom-checker app, or a patient forum [7]. Our model begins at the point following this, when a patient actively contacts a general practice requesting a consultation. It therefore excludes administrative issues conventionally dealt with by receptionists (for example, repeat prescriptions), consultations usually managed by nurses (for example, vaccinations), and patients who complete an online application but do not seek contact with a GP. The model includes consultations directly necessitated by a previous step (for example, a face-to-face consultation resulting from an online consultation) but ignores follow-up consultations. The model is limited to the impact on GPs, although we recognize that changes in access to GPs can have consequences for administrative and nursing staff and for demand on other parts of the health service.
We populated the workload model using data from a systematic review for 3 scenarios, representing the following 3 access pathways:

- In an online (or e-consultation) first model, patients describe their problem using an electronic form that may involve an automated algorithm or a less structured form. Administrative requests are dealt with by receptionists (excluded by our model). Requests for medical advice are reviewed by a GP who responds with a message or prescription, or a telephone, video, or face-to-face appointment.
- In a telephone-first model, the GP attempts to resolve the problem by telephone if possible, but if not, invites the patient to a face-to-face consultation.
- A video-first model follows a similar pattern, but there may be differences in variables such as the length of the consultation and the proportion of contacts that require a subsequent face-to-face consultation.

Model

The outcome for the model is percentage change in GP workload using the digital approach compared with GP workload using a conventional approach, in which most patients have face-to-face consultations, but a small proportion have telephone consultations. We created a dynamic spreadsheet model that allowed us to calculate how GP workload changes depending on the values of the key variables in the process map (such as the duration of digital consultations, or supply-related changes in demand). The results from our model are expressed as a percentage, so a result of 10% would mean 10% more hours of work than under conventional care.

The estimates for the conventional approach came from a large and rigorous study of GP consultations in England [8]. The study showed that 86% of consultations were conducted face-to-face and 14% were conducted by telephone, with a mean duration of 9 minutes and 5 minutes, respectively. The estimates for the new digital approaches came from a systematic review, described below. The results from the model illustrate the impact of a central base-case estimate, based on the best available evidence from our systematic review. For each variable in the model, we also considered plausible upper and lower limit estimates based on outlier studies from the review or on our own informed opinion in the absence of evidence. We have made the dynamic model available online, so that readers can test the effect of their own assumptions and estimates [9].

Systematic Review

To include evidence-based estimates in the model, we conducted a systematic review to identify studies of any design that provided quantitative data about digital consultations in primary care, including consultations by telephone, email, e-consultation systems, or video. The quantitative variables of interest were the proportion of consultations managed digitally, completion rate (digital consultations completed without needing a subsequent GP consultation), the proportion of subsequent consultations managed by telephone rather than face-to-face following an online consultation, the duration of different types of consultation, and any indicators of changes in demand or workload after the introduction of a digital-first model.

A change in the number of requests for health care following improved access is commonly referred to as supply-induced demand [6], which implies that a change in services has caused increased demand. However, in this study we used the more neutral term “supply-related demand” because it could equally represent underlying demand, which becomes visible only once access is improved. We sought to estimate the proportion of digital consultations that represented new supply-related demand based on (per month) the number of contacts of all types after...
introducing digital consultations, minus the number of contacts before introducing digital consultations, minus the number of duplicate consultations where patients had a face-to-face consultation directly resulting from a digital consultation, divided by the number of digital consultations.

Our focus was on consultations for undifferentiated problems between a patient and a GP; therefore, we excluded studies of communication between health professionals (for example, GPs consulting specialists), after-hours consultations, specialist or secondary care consultations, consultations not conducted by GPs, studies limited to a specific type of health problem, qualitative studies, studies of patient or GP opinion, and systematic reviews that did not provide any new quantitative analyses beyond the already-included papers. Our search strategy included terms for general practice, family practice, or primary care, or papers published in leading primary care journals, combined with a wide range of terms relating to telephone, online, digital, or video consultations. We included papers identified through the bibliographies of other papers. Multimedia Appendix 1 shows the search strategy, which was conducted in MEDLINE. We restricted searches to papers published since January 1, 2000, in English, and in developed countries to focus on papers of current relevance to the United Kingdom and other similar health care systems. We did not attempt to grade the quality of the studies or assess the risk of bias. The searches were updated to September 30, 2019. CS and PD reviewed the titles and abstracts of papers independently, retaining any papers that were potentially relevant. They then independently reviewed the full text of these papers to identify those that met the inclusion criteria. CS extracted quantitative data about the variables of interest, and this was checked by PD. Disagreements between reviewers were resolved by discussion involving the third author, MM.

Results

The systematic review identified 1246 papers, of which 90 were judged to be potentially relevant based on their titles and abstracts (Multimedia Appendix 2). Of these, 29 papers provided data of relevance to this study (Multimedia Appendix 3) [8,10-37]. Table 1 shows the estimates for the variables included in the workload model.

Based on our workload model, the final row in Table 1 shows workload in general practice using our central estimates for each scenario, compared with a conventional pathway based predominantly on face-to-face consultations.

The dynamic model makes it possible to test the sensitivity of the model to different assumptions by graphically showing the impact on workload (y-axis) of changing any 2 variables simultaneously (x-axis and legend). In Figures 2 and 3, we show 2 different scenarios as examples; readers can use the model to test their own scenarios [9]. Figure 2 shows that if the average duration of a telephone call is 5 minutes, a telephone-first approach has the potential to reduce workload if at least 55% of telephone consultations are completed without needing a subsequent face-to-face consultation, assuming no supply-related increase in demand. Figure 3 demonstrates that an online-first approach could reduce GP workload only if there is minimal increased demand (<4% of online contacts represent new demand) and about 50% of all requests are resolved in one online contact, but it has the potential to substantially increase workload if there is any supply-related increase in demand. However, 2 recent UK studies suggest that only about 30% of online consultation requests are resolved entirely online [13,17], and several studies suggest that there could be a substantial inflation in demand [14,16,26,31].
Table 1. Alternatives to face-to-face consultation: default values for variables in workload model. All values can be altered in the interactive model to test different scenarios and assumptions. Values without citations are authors’ estimates.

<table>
<thead>
<tr>
<th>Variable</th>
<th>E-consultationa</th>
<th>Telephone</th>
<th>Video</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Base case</td>
<td>Lower value</td>
<td>Upper value</td>
</tr>
<tr>
<td>Access rate: Consultations initially requested in this wayb (%)</td>
<td>90b</td>
<td>0.01 [17]</td>
<td>100</td>
</tr>
<tr>
<td><strong>Completion rate</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Of those having a real-time consultation after e-consultation, consultations having phone rather than face-to-face consultation (%)</td>
<td>46 [17]</td>
<td>20</td>
<td>90</td>
</tr>
<tr>
<td>Supply-related demand: Alternative form consultations that are new demand (%)</td>
<td>10</td>
<td>–10</td>
<td>30</td>
</tr>
<tr>
<td>Total workload resource compared with conventional care, using base case assumptions (%)</td>
<td>25</td>
<td>N/A</td>
<td>N/A</td>
</tr>
</tbody>
</table>

aE-consultation: online consultation.
bAt present, usage of e-consultation and video consultation in the United Kingdom is generally very low, so the impact is minimal. For the base cases, we have modeled a scenario in which the use of these alternatives is usual.
cPenza et al report a 66% completion rate [33]. Completion rates of 70% are claimed by eConsult, cited by Marshall et al [2]. Longman reports similar experiences in practices using askmyGP [38].
dN/A: Not applicable.
eGP: general practitioner.
fAssumed to be similar to conventional face-to-face care.

Figure 2. Impact of telephone consultations on general practitioner workload: varying telephone completion rate and call duration.
Figure 3. Impact of e-consultations on general practitioner workload: varying supply-related demand and e-consultation completion rate. E-consult: online consultation.

Discussion

Principal Results

Current initiatives to improve access and reduce GP workload through digital-first approaches could have benefits for patients and GPs or could have entirely the opposite effect to that intended. Based on current evidence, these approaches are at least as likely to increase as to decrease workload pressure on general practice. There is potential to reduce general practice workload, but only under stringent conditions, whereby the initial assessment is short and a high proportion of contacts are managed without needing a subsequent face-to-face review. Under almost all scenarios, even modest increases in demand related to improved accessibility would lead to increases in workload.

Comparison With Prior Work

The estimates used to populate this model are based on the best available published evidence. Companies providing digital-first consultation systems claim that general practices using their systems achieve impressive improvements in access and reductions in workload [38,39], and anecdotal reports from some early adopter practices suggest that these benefits can be achieved [4,40]. However, research studies involving larger numbers of practices show that this is not necessarily generalizable [12,29], and UK health services that have introduced digital-first approaches have reported that they do not appear to save GP time [13,41-43]. Furthermore, 2 studies have suggested that telephone-first approaches that lead to reductions in consultations on the same day are compensated for by increased consultations over the next 28 days [11,28]. Evidence from other countries relates to consultation rates or costs rather than workload and provides conflicting findings, with some studies reporting that offering digital consultations leads to increases (including the online consultations themselves) [14,16,26,30,31], while other studies report reductions [18,22,37]. This implies that it is important to understand how and why digital-first approaches are successful in some circumstances but not others. This study helps to inform this debate.

Strengths and Limitations

To ensure comparability between different access pathways, the denominator for our model was patients who decide to seek a consultation with a GP, rather than all patients who use an automated symptom-checker or triage app. About one-third of people look for information online about their symptoms in a conventional consultation system [7], so the use of symptom-checker apps may be partly substituting for this use rather than replacing consultations. The possibility that the availability of an online symptom-checker or triage app could decrease or increase the number of requests for contact with a GP is taken into account using the supply-related demand parameter in our model. Although some providers of online consultation services report that a high proportion of contacts can be managed entirely online [38,39], it is important to consider the denominator, since some of these contacts might not have been made at all or would not have led to a consultation under conventional care. These effects can be considered by comparing the total number of online, telephone, and face-to-face contacts with the number of consultations under a previous conventional approach (see formula in “Systematic Review” in the Methods section).
Some of the estimates used in this model could be challenged because they depend on the context in which the access pathway is introduced. For example, some of the estimates in the model come from the ESTEEM trial of telephone triage of requests for same-day consultations rather than all consultations [11,12]. Second, some clinicians suggest that the duration of a face-to-face consultation might be shorter after a prior online or telephone assessment than under conventional care [19] (although the evidence suggests this is not the case) [23,29]. Third, the proportion of consultations that can be successfully completed online or by telephone might be higher when patients are given the choice to consult in this way, rather than in systems where all patients have to go through this step before accessing a face-to-face consultation. A strength of this study is that by making our model freely available, anyone can explore how workload varies under different assumptions.

The need to limit the scope of the workload model means that it does not consider the effect on other services. The availability of digital consultations could be efficient if it reduces consultations in hospital emergency departments, but the evidence so far provides little support for this hypothesis [12,29,34,44]. The use of digital-first approaches could reduce GP workload by directing patients needing face-to-face care to other primary care professionals, such as nurses and pharmacists. However, we were unable to include this in the model because of a lack of evidence about how much this delegation occurs (compared with the extent to which receptionists direct patients to these professionals under conventional appointment systems) and the proportion of patients that would need to be transferred back to a GP after a nurse or pharmacist consultation. It will be increasingly important to consider the impact on nonmedical workloads in general practice as roles and responsibilities evolve. It is important to note that although delegation to other staff may reduce GP workload, it is not necessarily more efficient for the health care service overall [45].

Finally, we recognize that this study was designed from the perspective of the NHS in the United Kingdom, and usual care is different in other countries. However, by making the workload model freely available, including allowing changes to estimates such as the duration of face-to-face consultations under usual care, we hope that our model will be useful in various settings.

Implications for Clinicians and Policy Makers

If initiatives to improve access to care do lead to increased GP workload, this is not necessarily an argument against them. Ensuring good access to health care is a core purpose of primary care, and additional consultations might represent a response to previously unmet need. However, these initiatives should be justified on the grounds of benefits to patients rather than claims about reductions in GP workload [46]. As with most medical interventions, the key issue is whether the additional benefits are justified in relation to any extra costs. Furthermore, our analysis shows that assumptions about efficiency savings may be misplaced and general practice may need more resources to implement digital-first pathways.

It is important to consider how the benefits of different access pathways are felt by different segments of the population. Digital consultations are predominantly used by patients in the 20-44 age group [17,34], which is a group with generally fewer health care needs. If improving access for them requires more GP time, this will decrease rather than increase the time available for patients with more complex problems, as well as decreasing access for those without internet access. To reduce the potential for worsening health inequalities, it is important to prioritize the use of technology to improve access for the groups of patients with the greatest health care needs, such as older adults, carers, and people with disabilities.

Digital-first access models may have other potential advantages and disadvantages. Improved access could help reverse the decline in public satisfaction with NHS general practice [47] and help avoid inappropriate use of expensive hospital care [3]. Triage systems may offer GPs a greater sense of control over their working day [4]. Technologies to allow GPs to work from home could expand the workforce by unlocking the potential contribution of doctors who cannot work fixed hours in conventional settings [34]. On the other hand, a shift in working patterns toward significant amounts of time spent consulting online or by telephone could lead more GPs to leave the workforce than to join it.

Apart from the impact on workload, there are very important unknowns about the quality and safety of alternatives to face-to-face consultations, as well as the acceptability of these access pathways to different patient groups [2]. These questions should be a priority for research.

Conclusions

This study has highlighted that efficiency gains or losses from the use of digital-first access pathways are finely balanced, and the main impact on workload will be determined by whether these pathways change demand. Digital-first services could increase demand through improved supply or surfacing previously unmet need, or could reduce demand by encouraging patients to self-care or use other services. This is, therefore, an issue of critical importance, but about which we currently have the least evidence. It may take several years for these effects to become manifest. Given that it will be difficult to lower expectations and demand after these have been raised, this suggests the need for careful and staged implementation alongside evaluation rather than universal implementation of digital-first access pathways as soon as possible, as advocated by current UK policy [3].
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Abstract

Background: Tinnitus is often described as the phantom perception of a sound and is experienced by 5.1% to 42.7% of the population worldwide, at least once during their lifetime. The symptoms often reduce the patient’s quality of life. The TrackYourTinnitus (TYT) mobile health (mHealth) crowdsensing platform was developed for two operating systems (OS)—Android and iOS—to help patients demystify the daily moment-to-moment variations of their tinnitus symptoms. In all platforms developed for more than one OS, it is important to investigate whether the crowdsensed data predicts the OS that was used in order to understand the degree to which the OS is a confounder that is necessary to consider.

Objective: In this study, we explored whether the mobile OS—Android and iOS—used during user assessments can be predicted by the dynamic daily-life TYT data.

Methods: TYT mainly applies the paradigms ecological momentary assessment (EMA) and mobile crowdsensing to collect dynamic EMA (EMA-D) daily-life data. The dynamic daily-life TYT data that were analyzed included eight questions as part of the EMA-D questionnaire. In this study, 518 TYT users were analyzed, who each completed at least 11 EMA-D questionnaires. Out of these, 221 were iOS users and 297 were Android users. The iOS users completed, in total, 14,708 EMA-D questionnaires; the number of EMA-D questionnaires completed by the Android users was randomly reduced to the same number to properly address the research question of the study. Machine learning methods—a feedforward neural network, a decision tree, a random forest classifier, and a support vector machine—were applied to address the research question.

Results: Machine learning was able to predict the mobile OS used with an accuracy up to 78.94% based on the provided EMA-D questionnaires on the assessment level. In this context, the daily measurements regarding how users concentrate on the actual activity were particularly suitable for the prediction of the mobile OS used.

Conclusions: In the work at hand, two particular aspects have been revealed. First, machine learning can contribute to EMA-D data in the medical context. Second, based on the EMA-D data of TYT, we found that the accuracy in predicting the mobile OS used has several implications. Particularly, in clinical studies using mobile devices, the OS should be assessed as a covariate, as it might be a confounder.
Introduction

Background

Mobile health (mHealth) uses smart mobile devices to address various questions in the context of neuroscience, psychology, and medicine. New paradigms, such as ecological momentary assessment (EMA), mobile crowdsourcing, and mobile crowdsensing, as well as mHealth apps, in general, have enabled data collection procedures that surpass many existing methods in gathering valuable medical data by several orders of magnitude [1]. Among others, by using smart mobile devices, data can be gathered in everyday life, on a cost-effective basis, and by adding contextual information sources, such as Twitter or Facebook. As many medical phenomena pose daily variations [2], mHealth technology is predestined to be utilized in this context. Along these trends, many insights have been presented by researchers that show that smart mobile devices can help to establish new data sources in many scenarios [3].

In these data collection scenarios, which are built on the usage of mobile devices and their sensors, one dimension has been less considered so far. It refers to the question of whether the operating system (OS) of the mobile technology being used (eg, iOS or Android) constitutes a valuable information source or confounder for medical data analyses. Or, as another example, is it possible to derive insights if a patient changes the OS during a study when using mHealth apps? As Android and iOS dominate the mobile OS market [4]—with a market share of 99.32% in May 2020 (72.52% Android and 26.80% iOS)—any insights gained based on differences from users regarding these OS types could provide a representative picture for the OS market. Following this, data that were gathered with the TrackYourTinnitus (TYT) mHealth crowdsensing platform for tinnitus patients over 5 years of age are analyzed in this paper. TYT is an mHealth crowdsensing platform that offers iOS and Android apps that can empower patients to learn more about their tinnitus symptoms over time. Tinnitus is the phantom perception of a sound and it is experienced by 5.1% to 42.7% of the population worldwide at least once during their lifetime [5]. The symptoms often reduce the patient’s quality of life. As tinnitus constitutes a chronic condition for which currently no cure or general treatment exists, patients suffering from it crave new treatment procedures or at least new medical insights. With the idea of EMA, also known as ambulatory assessment or experience sampling, and mobile crowdsensing techniques in mind, TYT was developed by an interdisciplinary team of medical experts, psychologists, and computer scientists.

The development of TYT was motivated by the clinical experience that among many tinnitus patients, tinnitus loudness and tinnitus annoyance vary over time and that patients’ experiences differ in the pattern of these fluctuations. Therefore, the variations are considered to provide new valuable insights in the pathophysiological mechanisms of this chronic condition [6]. To learn more about these fluctuations, TYT applies EMA and mobile crowdsensing to capture them. In EMA, the variable in question (eg, a symptom) is assessed repeatedly in daily life [7]. In mobile crowdsensing, only mobile devices are used for the data collection procedure, while their sensors are used to capture, for example, the GPS position or the external sound level [8]. In contrast, in mobile crowdsourcing, tasks are proposed by a crowdsourcer to a group of individuals, who voluntarily undertake tasks. The undertaking of the task always entails mutual benefit. The user will receive the satisfaction of a given type of need, while the crowdsourcer will obtain and utilize to their advantage what the user has brought to the venture [9]. In contrast to mobile crowdsourcing, mobile crowdsensing relies solely on mobile technology and integrates sensors to collect data. Two recent works that discuss mobile crowdsensing in the context of health care can be found in Kraft et al [1] and Pryss [10]. In TYT, the users fill in a registration questionnaire (ie, static data) and can provide repeated assessments in daily life (ie, dynamic data) afterward [11].

Objectives

Compared to the existing studies on TYT, this work investigates repeatedly provided EMA datasets from TYT users (ie, dynamic data) and their relation to the mobile OS used. While this study analyzes this dynamic data, a previous study focused on differences between Android and iOS users in the static data given at registration [12]. Contrary to the Android versus iOS comparison of the SmokeFree28 (SF28) smoking cessation app [13], in our study we found no differences in gender, but we did find differences in age for TYT users. However, in Pryss et al [12], we found differences that might be of interest for medical purposes. More specifically, we revealed that Android users reported a significantly longer tinnitus duration than did iOS users, cross-sectionally. Future longitudinal research is necessary to address the question of whether users with longer tinnitus duration prefer Android to iOS or whether users of Android tend to develop longer tinnitus durations than iOS users. In another recent work [14], we investigated differences in Android and iOS users of the TrackYourHearing (TYH) mHealth crowdsensing platform. This platform aims to measure fluctuations in hearing of users with hearing loss. In the TYH study, we found no differences in gender or age, but significant differences were revealed in three questions of the dynamic data that were repeatedly provided. This shows that the dynamic data in combination with the OS are worth being investigated more deeply.

As another current trend, the application of machine learning techniques in different fields is promising. In the medical field, there is a remarkable discrepancy between huge expectations in the potential of machine learning on one side and the current application of this technique on the other [15-19]. Importantly, there is an increasing consensus about its potential in the context of mobile technology [20-23]. However, the application of
machine learning to a large group of users of an mHealth crowdsensing platform that gathers EMA datasets is still rare [19,24-27]. As we already found relevant differences between Android and iOS pertaining to the TYT users’ static characteristics at registration [12], this work investigates the following research question: Is it possible to predict the mobile OS used based on dynamic TYT data with high accuracy using machine learning methods? More specifically, is it possible to predict the mobile OS used based on the repeatedly given daily data provided by the TYT users with high accuracy using machine learning methods? To the best of our knowledge, thus far, no other work has considered this research question in the given context.

Methods

Overview

TYT was developed to track the individual tinnitus perception of users in their daily lives [28]. In this context, the procedure shown in Figure 1 is applied to all TYT users. In general, TYT pursues three major goals.

First, dynamic EMA (EMA-D) data shall be collected during the continuous mobile crowdsensing procedure (see Figure 1, box #4). Importantly, a crowdsensing user shall not foresee the times he or she is asked to provide the data (see Figure 1, box #3). This is ensured by asking the crowdsensing users for data in various daily-life situations by the use of smartphone notifications. When a user clicks on such a notification, the tinnitus-tracking questionnaire is presented to a user, consisting of eight EMA-D questions. Table 1 lists the eight questions of the EMA-D questionnaire.

Second, the collected data shall enable innovative data analyses, such as juxtaposing the prospectively assessed EMA-D and retrospectively assessed static EMA (EMA-S) at registration (see Figure 1, box #2; [11]). Third, gathered data shall be used to provide feedback to the mobile crowdsensing users [29].

When initially designing the user procedure of TYT, we had not yet considered comparing users based on the mobile OS they used. The initial intention to collect information about the mobile OS used (see Figure 1, box #1) when filling out a questionnaire had been to quickly identify technical issues that could emerge with the large variety of mobile OS versions and mobile devices used. However, it turned out that the information can be also used for innovative analyses. For interested readers, more technical information of the platform can be found in Pryss et al [28,29].

A further note is provided to distinguish between static and dynamic data in the procedure shown in Figure 1. Usually, existing works distinguish between questionnaire, sensor, and behavioral data when utilizing mHealth crowdsensing approaches [30-32]. However, our distinction between static trait (ie, EMA-S) or dynamic state EMA data (ie, EMA-D) is done less frequently by other works. This is remarkable, as the distinction between trait (ie, static) and state (ie, dynamic) variables is fundamental in clinical and psychological research. As an example, trait data are expected to have a closer association with genetic information as compared to state data, which depend more strongly on environmental factors.

The experimental protocols were approved by the Ethics Committee of the University Clinic of Regensburg, Germany. All methods were carried out in accordance with the relevant guidelines and regulations. The users of the app were informed that their gathered data will be used for scientific analyses; informed consent was given.

Figure 1. TrackYourTinnitus (TYT) mobile crowdsensing collection procedure. EMA: ecological momentary assessment.
Table 1. Questions from the dynamic ecological momentary assessment (EMA-D) questionnaire.

<table>
<thead>
<tr>
<th>Number</th>
<th>Question (Q)</th>
<th>Answer type</th>
</tr>
</thead>
<tbody>
<tr>
<td>Q1</td>
<td>Did you perceive the tinnitus right now?</td>
<td>Yes or no</td>
</tr>
<tr>
<td>Q2</td>
<td>How loud is the tinnitus right now?</td>
<td>Slider⁴</td>
</tr>
<tr>
<td>Q3</td>
<td>How stressful is the tinnitus right now?</td>
<td>Slider</td>
</tr>
<tr>
<td>Q4</td>
<td>How is your mood right now?</td>
<td>Manikins⁴</td>
</tr>
<tr>
<td>Q5</td>
<td>How is your arousal right now?</td>
<td>Manikins</td>
</tr>
<tr>
<td>Q6</td>
<td>Do you feel stressed right now?</td>
<td>Slider</td>
</tr>
<tr>
<td>Q7</td>
<td>How much did you concentrate on the things you are doing right now?</td>
<td>Slider</td>
</tr>
<tr>
<td>Q8</td>
<td>Do you feel irritable right now?</td>
<td>Yes or no</td>
</tr>
</tbody>
</table>

⁴Each slider has a different range; the slider for Q2, for example, ranges from not audible to maximal loudness.

⁵We made use of the Self-Assessment Manikin (SAM) scales, which are a pictorial rating system to obtain self-assessments of experienced emotions on the dimensions affective valence, dominance, and arousal.

Data Source

The TYT platform includes a website, uses a relational database, and includes an iOS and Android app. The latter are implemented as native apps. Users can register with the platform by using the website or the mobile apps. After that, three registration questionnaires must be completed—EMA-S questionnaires, which can be filled out using the website or the mobile apps—before users can provide the EMA-D data repeatedly in daily life—this is denoted as the EMA-D questionnaire, which can only be filled out using the mobile apps. After completing the registration questionnaires, users must decide whether they want to use the default notification schema for the EMA-D questionnaire. The default setting means users would receive random notifications up to eight times per day. This setting can be changed by a user in many ways. The user can reduce the notification number to a minimum value of three or a maximum value of 12 notifications per day. In addition, a user can select specific days of the week when no notifications shall appear. Finally, a user can switch to the fixed notification mode, in which he or she specifies exact notification points. Note that in this analysis, it is not distinguished which mode has been selected by a user. Finally, if the user clicks on a notification, the EMA-D questionnaire appears. A detailed description can be found in Pryss et al [11]. Finally, note that users can fill out the EMA-D questionnaire in a user-initiated manner as well (ie, without getting a notification to fill out a questionnaire).

Another feature is offered to the TYT users. They can obtain their results of all answered EMA-D questionnaires through the apps or the website. For this purpose, two options are provided: first, they can visualize the results via the website or the mobile apps; or second, they can download a CSV (comma-separated values) file, only via the website, for further personal evaluations.

Participants

The analysis was conducted in March 2020. At this time, the TYT platform had 4835 registered users. From them, 2584 users completed the EMA-D questionnaire at least once and, in total, 75,278 EMA-D questionnaires were available. To get an impression of how TYT is used worldwide, the country distribution was determined; it shows the number of completed EMA-D questionnaires (ie, all eight items filled in) from 2065 users from the 12 countries with the most completed EMA-D questionnaires out of the 2584 users who completed the questionnaires. This resulted in 67,789 EMA-D questionnaires from 2065 users. The worldwide distribution is shown in Table 2.

The OS distribution of the 2584 users who completed the EMA-D questionnaire at least once is as follows: 40.02% (1034/2584) of the data were provided by iOS users, while 59.98% (1550/2584) were provided by Android users. The OS distribution of all completed EMA-D questionnaires in TYT is as follows: 32.00% (24,089/75,278) of the data were provided by iOS users, while 68.00% (51,189/75,278) were provided by Android users.

The data preparation steps for the machine learning analysis, including use of a scikit-learn function [33] to compare the same number of EMA-D questionnaires from Android and iOS users, can be seen in Figure 2.

For the final study sample of 297 Android users and 221 iOS users, Table 3 shows statistical comparisons between the Android and iOS users in terms of gender, age, and numbers of completed EMA-D questionnaires (chi-square test and t tests for independent samples, two-sided). Age was set to missing if users provided invalid entries.

Finally, Figure 3 shows the histogram for the number of completed EMA-D questionnaires for the 518 investigated TYT users (see Figure 2).
### Table 2. Country distribution of TrackYourTinnitus (TYT) users (n=2065) in ascending order.

<table>
<thead>
<tr>
<th>Number</th>
<th>Country</th>
<th>Completed dynamic ecological momentary assessment (EMA-D) questionnaires (n=67,789), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Australia</td>
<td>535 (0.79)</td>
</tr>
<tr>
<td>2</td>
<td>Belgium</td>
<td>819 (1.21)</td>
</tr>
<tr>
<td>3</td>
<td>Italy</td>
<td>1026 (1.51)</td>
</tr>
<tr>
<td>4</td>
<td>Russia</td>
<td>1076 (1.59)</td>
</tr>
<tr>
<td>5</td>
<td>Austria</td>
<td>1110 (1.64)</td>
</tr>
<tr>
<td>6</td>
<td>Norway</td>
<td>1159 (1.71)</td>
</tr>
<tr>
<td>7</td>
<td>Canada</td>
<td>2113 (3.12)</td>
</tr>
<tr>
<td>8</td>
<td>Great Britain</td>
<td>3202 (4.72)</td>
</tr>
<tr>
<td>9</td>
<td>Switzerland</td>
<td>5229 (7.71)</td>
</tr>
<tr>
<td>10</td>
<td>Netherlands</td>
<td>6917 (10.20)</td>
</tr>
<tr>
<td>11</td>
<td>United States</td>
<td>9117 (13.45)</td>
</tr>
<tr>
<td>12</td>
<td>Germany</td>
<td>35,486 (52.35)</td>
</tr>
</tbody>
</table>
Figure 2. Data preparation steps for the machine learning analysis. Information about the scikit-learn function can be found on the scikit-learn website [33]. EMA-D: dynamic ecological momentary assessment; Q: question; TYT: TrackYourTinnitus.
Table 3. Comparisons between iOS and Android users regarding gender, age, and number of completed dynamic ecological momentary assessment (EMA-D) questionnaires.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Android</th>
<th>iOS</th>
<th>Chi-square (df)</th>
<th>Two-tailed t test (df)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender(^a) (male), n (%)</td>
<td>221 (74.4)</td>
<td>147 (66.5)</td>
<td>1.2 (1)</td>
<td>N/A(^b)</td>
<td>.27</td>
</tr>
<tr>
<td>Age(^c) (years), mean (SD)</td>
<td>49.76 (12.29)</td>
<td>50.57 (13.09)</td>
<td>N/A</td>
<td>-0.71 (497)</td>
<td>.48</td>
</tr>
<tr>
<td>Number of completed EMA-D questionnaires(^d) (ie, all eight questions completed), mean (SD)</td>
<td>49.52 (80.32)</td>
<td>66.55 (125.92)</td>
<td>N/A</td>
<td>-1.87 (516)</td>
<td>.06</td>
</tr>
</tbody>
</table>

\(^a\)Sample sizes for gender are n=297 for Android and n=221 for iOS.

\(^b\)N/A: not applicable.

\(^c\)Sample sizes for age are n=295 for Android and n=204 for iOS.

\(^d\)Sample sizes for number of completed EMA-D questionnaires are n=297 for Android and n=221 for iOS.

Figure 3. Frequencies of completed questionnaires of the investigated TrackYourTinnitus (TYT) users (n=518). EMA-D: dynamic ecological momentary assessment.

Machine Learning Analysis

We applied machine learning approaches with the goal to predict the OS—Android or iOS—of a provided assessment of the EMA-D data. For this purpose, four machine learning approaches were applied to the dataset: a feedforward neural network (FNN), a decision tree (DT), a support vector machine (SVM), and a random forest classifier (RFC). All approaches were chosen because they are appropriate for high-dimensional datasets, which is the case for the given EMA-D questionnaires of the TYT users. This is supported by similar works [34,35].

Concerning the dataset in general, it is noteworthy that the machine learning approaches were applied on the assessment level of the EMA-D questionnaires. This means that assessments from one user can be in both the training and the validation datasets. Performing a separation on assessment level has advantages and disadvantages. As the main disadvantage, it can be argued that if a participant is in both datasets, then there might be a bias. On the other hand, if users of the training phase are separated from the validation phase users, then it must be ensured that the user characteristics between the training and validation phases generate no bias. In an EMA-driven approach, where daily assessments on a random and voluntary basis are the main goal, it is difficult to be able to evaluate a large group of users with similar assessment characteristics. However, in future work, it will be a further goal to also separate the dataset on the user level in a reasonable manner. That individual users play an important role in health care studies is emphasized by the emerging paradigm of N-of-1 studies [36].

Concerning the validation procedure, the following has been accomplished: in a first step, the validation was based on a 10-fold cross-validation approach [34,35] (ie, for the SVM, the DT, and the RFC). Here, the entire dataset was distributed into 10 equal parts. Nine of these parts were used for the training phase, while the remaining one part was used for the testing phase. The whole procedure was repeated 10 times and the average values were then calculated over all 10 runs. To foster our results, another validation was performed for the SVM, the
DT, and the FNN. We conducted a leave-one-out approach on the user level, for all of the 518 included users, combined with a majority vote for the EMA-D questionnaires from the user that was left out, to see whether the prediction differs if the EMA-D questionnaires from the user who was left out are excluded. In conclusion, there was no obvious difference observed.

For all analyses, the following technical environment was used: a laptop with an i7 core (2.60 GHz); MATLAB, version R2017a (MathWorks); the Statistics and Machine Learning Toolbox (MathWorks); and scikit-learn, open source machine learning library, for Python (Python Software Foundation). For all applied methods, we used the default parameters of the technical environment. In MATLAB, the FNN, the SVM, and the DT were calculated, while in Python scikit-learn, the RFC was calculated.

Results

Overview
The four applied machine learning approaches showed different results for the research question. In general, the prediction accuracies were unexpectedly high.

<table>
<thead>
<tr>
<th>Question Number</th>
<th>Q1</th>
<th>Q8</th>
<th>Q5</th>
<th>Q4</th>
<th>Q3</th>
<th>Q6</th>
<th>Q2</th>
<th>Q7</th>
</tr>
</thead>
<tbody>
<tr>
<td>Percentage of Importance</td>
<td>0.03043</td>
<td>0.03985</td>
<td>0.08728</td>
<td>0.0913</td>
<td>0.17246</td>
<td>0.17425</td>
<td>0.19247</td>
<td>0.21194</td>
</tr>
</tbody>
</table>

Table 4. Importance of the eight dynamic ecological momentary assessment (EMA-D) questions for the random forest classifier prediction. Question 1 (Q1): Did you perceive the tinnitus right now? (yes or no); Q2: How loud is the tinnitus right now? (slider); Q3: How stressful is the tinnitus right now? (manikins); Q4: How is your mood right now? (manikins); Q5: How is your arousal right now? (manikins); Q6: Do you feel stressed right now? (slider); Q7: How much did you concentrate on the things you are doing right now? (slider); and Q8: Do you feel irritable right now? (yes or no).

Support Vector Machine
The SVM performed as the second-best candidate. Overall, using all eight questions, the mobile OS could be predicted correctly for 78.65% of the EMA-D questionnaires. For the SVM, detailed results for single questions and question combinations are discussed in more detail. This will show that all eight questions are needed to get a prediction result with an accuracy that shows that the OS might be a confounder that should be further considered. The same detailed discussion could be accomplished for the other approaches, such as the RFC. We opted for the SVM for a more detailed discussion and to compare the results to other approaches to see if they deviate significantly from each other. More specifically, prediction results for combinations of two questions as well as single questions are shown in Table 5. Seven results will be further discussed. The discussion will show that the accuracies vary among the eight EMA-D questions on one hand. One the other hand, it will show that despite the observed variances, the overall achieved accuracy is high for different questions and their combinations.

First, we consider question 7—How much did you concentrate on the things you are doing right now? (slider)—and question 8—Do you feel irritable right now? (yes or no). They performed as the two best single questions for the prediction. Each of them has an accuracy of 58.80%. This result is only partly confirmed by the RFC. For the RFC, question 7 is also very important, but question 8 is less important for the RFC.

Second, question 5—How is your arousal right now? (manikins)—performed with the third-best result for a single question; here, an accuracy of 57.14% was attained. This question is like question 8, in that it is less important in the case of the RFC.

Third, the combination of question 7—How much did you concentrate on the things you are doing right now? (slider)—and question 8—Do you feel irritable right now? (yes or no)—performed as the best candidate for two-question combinations; in this case, an accuracy of 63.95% was achieved. This result is again only partly supported by the RFC (ie, for the RFC, question 8 was less important; see Table 4).

Fourth, the worst result was achieved when only using question 4—How is your mood right now? (manikins)—as the predictor. For question 4, an accuracy of 54.07% was achieved. Again, this deviates from the result of the RFC, where question 1 was the worst candidate.

Feedforward Neural Network
The FNN was the worst-performing candidate. Here, for 72.67% of the EMA-D questionnaires, the mobile OS could be correctly predicted. In the MATLAB toolbox that was used, the essential parameter for the calculation was feedforwardnet(10).

Decision Tree
The DT, in turn, performed as the third-best candidate. It was applied with a 10-fold cross-validation and it predicted the correct mobile OS for 76.36% of the EMA-D questionnaires. Importantly, the resulting DT has a depth of 379, showing that the prediction can be categorized into a high-dimensional calculation. In the MATLAB toolbox that was used, the essential parameter for the calculation was fitctree(X,Y,'CrossVal','on').

Random Forest Classifier
The RFC performed as the best candidate; the mobile OS could be predicted correctly for 78.94% of the EMA-D questionnaires. In the Python scikit-learn method that was used, the essential parameter for the calculation was as follows: RandomForestClassifier(n_estimators=100, bootstrap=True, max_features='sqrt', random_state=42). In addition to the prediction results, Table 4 shows the importance of the eight EMA-D questions for the overall prediction result of 78.94%; here, we used the model.feature_importances_ feature of Python scikit-learn. Importantly, question 7 and then question 2 are the most important questions for the prediction result of 78.94%.
Fifth, when solely combining yes or no questions (ie, question 1—Did you perceive the tinnitus right now?—and question 8—Do you feel irritable right now?), the mobile OS could be predicted correctly for 63.37% of the user assessments. This result also shows that without slider questions, a meaningful accuracy can be achieved.

Sixth, when looking at question-question combinations that include only sliders as answer types, the highest accuracies were achieved by the combination of question 2—How loud is the tinnitus right now? (slider)—and question 7—How much did you concentrate on the things you are doing right now? (slider). Here, an accuracy of 59.86% was achieved. This, in turn, is supported by the result of the RFC.

Seventh, it is remarkable that the overall prediction result with all eight questions is considerably higher than with single questions or combinations of two questions.

Finally, Table 6 represents the confusion table for the SVM calculations. Note that the values are for all eight EMA-D questions of the considered 14,708 Android questionnaires as well as 14,708 iOS EMA-D questionnaires.

Table 5. Prediction accuracies of the support vector machine (SVM) based on the eight dynamic ecological momentary assessment (EMA-D) questions and their combinations.

<table>
<thead>
<tr>
<th>Question(^a) (Q)</th>
<th>Accuracy for each question (Q) combination, %</th>
</tr>
</thead>
<tbody>
<tr>
<td>Q1</td>
<td>55.69</td>
</tr>
<tr>
<td>Q2</td>
<td>55.18</td>
</tr>
<tr>
<td>Q3</td>
<td>58.53</td>
</tr>
<tr>
<td>Q4</td>
<td>56.37</td>
</tr>
<tr>
<td>Q5</td>
<td>59.55</td>
</tr>
<tr>
<td>Q6</td>
<td>58.59</td>
</tr>
<tr>
<td>Q7</td>
<td>61.24</td>
</tr>
<tr>
<td>Q8</td>
<td>63.37</td>
</tr>
</tbody>
</table>

\(^a\)Q1: Did you perceive the tinnitus right now? (yes or no); Q2: How loud is the tinnitus right now? (slider); Q3: How stressful is the tinnitus right now? (slider); Q4: How is your mood right now? (manikins); Q5: How is your arousal right now? (manikins); Q6: Do you feel stressed right now? (slider); Q7: How much did you concentrate on the things you are doing right now? (slider); and Q8: Do you feel irritable right now? (yes or no).

Table 6. Confusion table for the support vector machine (SVM) calculations over all eight dynamic ecological momentary assessment (EMA-D) questions.

<table>
<thead>
<tr>
<th>Predicted class</th>
<th>Actual class</th>
<th>Android</th>
</tr>
</thead>
<tbody>
<tr>
<td>iOS</td>
<td>True positives, n</td>
<td>False negatives, n</td>
</tr>
<tr>
<td>iOS</td>
<td>13,002</td>
<td>N/A(^a)</td>
</tr>
<tr>
<td>Android</td>
<td>N/A</td>
<td>1706</td>
</tr>
</tbody>
</table>

\(^a\)N/A: not applicable.

**Importance of Questions**

In general, the question emerges as to why some of the eight EMA-D questions are better suited than others to correctly predict the mobile OS. One possible explanation refers to the answering behavior of the users of the two mobile OS types. To illustrate this, Figures 4 and 5 show, as examples, histograms of question 3—How stressful is the tinnitus right now? (slider)—and question 5—How is your arousal right now? (manikins). It is obvious that Android and iOS users answer differently.
Question 3 and question 5 have been chosen as examples, as they differ in their importance between the machine learning approaches: question 3 is the fourth-most important in SVM versus the third-most important in RFC, while question 5 is the third-most important in SVM versus the sixth-most important in RFC. In addition, other questions are more suitable for the overall prediction. Although they differ and other questions are better, they still show striking differences between assessments from Android and iOS users. To support this result, further consider Figures 6 and 7; they each show data for 100 users in total, distributed among Android and iOS. The data were randomly selected out of the entire dataset. This subset was chosen for the sake of clarity; if all data points were shown, less could be visually observed. In Figure 6, for question 2—How loud is the tinnitus right now? (slider)—in combination with question 3—How stressful is the tinnitus right now? (slider)—shown on the left-hand side of the figure, or question 6—Do you feel stressed right now? (slider)—shown on the right-hand side of the figure, the blue dots show the answers from the Android users, while the red dots show answers from the iOS users. It is striking that Android and iOS users answer differently. Furthermore, in Figure 7, for question 4—How is your mood right now? (manikins)—in combination with question 3—How stressful is the tinnitus right now?

Figure 4. Answers to question 3—How stressful is the tinnitus right now? (slider)—and the difference vector of Android and iOS users.

Figure 5. Answers to question 5 “How is your arousal right now? (manikins)” and the difference vector of Android and iOS users.
Discussion

Principal Findings

This study evaluated whether it is possible to predict the mobile OS used by respondents for a provided EMA-D questionnaire based on the eight daily tinnitus questions included in the questionnaire, which was administered via TYT. Although the applied machine learning approaches showed different prediction results, in general, the achieved accuracies indicate that the mobile OS is a confounder that must be further considered. This confirms the investigated research question. We are able to predict the mobile OS used with high accuracy based on the dynamic daily assessment data. Compared to Pryss et al [12], the users’ ages were no longer different between Android and iOS users, which might be explained by the selection of the sample for this study: only users with more than 10 completed EMA-D questionnaires were selected. In addition to our prior works [12,14], this study shows that the mobile OS not only reveals insights into the tinnitus characteristics of the users, but it is possible to predict the mobile OS based on the provided daily TYT data. On top of this, widely used machine learning approaches with commonly used frameworks and without parameter tuning are able to predict the mobile OS with high accuracy. Note that the RFC achieved the highest prediction result of 78.94%, with default parameter settings using Python scikit-learn. In this context, question 7—How much did you concentrate on the things you are doing right now? (slider)—of

Figure 6. Support vector machine (SVM) results for question 2 (Q2), combined with question 3 (Q3) and question 6 (Q6), from 100 data entries. Q2: How loud is the tinnitus right now? (slider); Q3: How stressful is the tinnitus right now? (slider); and Q6: Do you feel stressed right now? (slider).

Figure 7. Support vector machine (SVM) results for question 4 (Q4), combined with question 3 (Q3) and question 5 (Q5), from 100 data entries. Q3: How stressful is the tinnitus right now? (slider); Q4: How is your mood right now? (manikins); and Q5: How is your arousal right now? (manikins).

Importantly, Figures 6 and 7 are not representative of the entire dataset, but it is nevertheless notable that Android and iOS users answer differently. Further note that in Figures 6 and 7, we do not illustrate the achieved predictions. Instead, the attained loss is shown (ie, 1-loss denotes the achieved accuracy). Furthermore, these combinations have been selected as they also show clear differences between Android and iOS assessments, although other questions have higher prediction accuracies.
the EMA-D questionnaire, which measures the concentration level of a TYT user at the moment, has especially revealed a high accuracy for the RFC prediction. In summary, four important results were found. First, the research question can be answered positively. We are able to predict the mobile OS used for a given EMA-D questionnaire with high accuracy using machine learning methods. Second, the prediction is possible with well-known machine learning methods and frameworks without parameter tuning. Third, machine learning indicates promising results on the EMA-D from TYT users. Therefore, this result should be exploited for further analyses. Fourth, when using mobile devices to collect clinically relevant data, the mobile OS used might be a confounder. Therefore, this information should be collected for each measurement and could be a relevant covariate in data analyses.

Strengths and Limitations

In general, as a strength of this work, it could be shown that the technical peculiarities of different mobile OS types must be considered for the collection of clinically relevant data. As another positive aspect of this work, it could be shown that the types of answers for the questions do not necessarily indicate that a particular answer type, such as a slider, is used a priori with a bias. Otherwise, sliders or any other answer type would be more important than others. In general, we aimed at technically implementing TYT in a way that made sure the questionnaires looked identical on Android and iOS devices as well as having no default setting [11,28,29]. Despite this way of implementing the questionnaires visually, a potential bias cannot be excluded. Therefore, further investigations are required. For example, the sliders on Android and iOS have different numbers of decimal places. On Android, only 2 decimal places are stored, while on iOS, more than 2 decimal places are stored. For the investigation in this paper, the scales of all sliders were harmonized, but such differences must also be further investigated.

For the aspect of whether EMA-D can be used to predict not only the TYT assessments but the TYT users in general, we are conducting another study, in which we investigate whether we are able to predict the mobile OS used on the user level instead of on the assessment level. However, such investigation requires many more considerations. For example, how can we ensure that the training dataset users have similar characteristics as the users for which we apply the trained classifier? Note that such an investigation requires efforts regarding the frameworks used and their provided features.

Conclusions

This work has shown opportunities on one hand and limitations on the other. A particular strength of this study is that TYT has a unique dataset, which is able to comprehensively compare Android and iOS OS types in a medical context. However, the different results between different machine learning approaches showed that it is difficult to predict which questions and answer types are, in general, appropriate for predictions. If a new platform shall be realized and one goal of the platform constitutes using machine learning methods for a prediction, this analysis has not revealed general guidelines that can be followed. Thus, these results can only be seen as a particular outcome for TYT. In addition, when gathering additional contextual information from the TYT users, such as geospatial data, new investigations become possible. In a recent work [27], for example, we investigated geospatial data of mobile crowdsensing users and whether their movement behavior could be a predictor for their current stress situation. As this work also revealed promising results, in the next version of TYT, GPS data can be gathered while filling out the EMA-D questionnaire, if a user allows this measurement.

In future work, we will further address the following three aspects. First, more studies must confirm the results of this work. Second, the results of TYT must be compared to other similar EMA datasets in order to confirm the results between different scenarios. Third, we need to conduct this study again based on the user level instead of on the assessment level. However, if future work can confirm the presented results, then the combination of EMA, mobile crowdsensing, and machine learning seems to be a worthwhile research endeavor. Nevertheless, we are far from using the results of this work in clinical practice. On the other hand, together with already-revealed medical insights on TYT [6,37-40], the results of this work show that new opportunities are possible in the broader EMA and mobile crowdsensing contexts. In particular, EMA data that were gathered by mobile devices, as well as the crowdsensing paradigm, seem to be promising targets for the application of machine learning algorithms.
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Abstract

Background: As user modification can alter the addictiveness and toxicity of electronic nicotine delivery systems (ENDS), more research is needed to understand the types, motivations, risks, and information sources that lead to these product alterations. YouTube has been identified as a major platform where ENDS users obtain and share information about ENDS products and modifications. However, a comprehensive study of ENDS modification videos on YouTube is lacking.

Objective: This study aimed to analyze the content of YouTube videos depicting modifications of ENDS.

Methods: YouTube was searched in March 2019 to identify videos depicting ENDS modifications. Search terms were derived from interviews with ENDS users and current literature. We used 28 search phrases that combined the words vape and vaping with modification-related key terms (eg, custom build, modification, and dripping). The final sample included 168 videos.

Results: Videos were 1 to 108 min long (median 9.55). Presenters were largely male (117/168, 69.6%), white (94/168, 56.0%), and older than 25 years (94/168, 56.0%). Most videos gave how to instructions (148/168, 88.1%), but few offered warnings (30/168, 17.9%) or mentioned commercial alternatives to modifications they presented (16/168, 9.5%). The ENDS devices most often featured were drippers (63/168, 37.5%) and refillable tanks (37/168, 22.0%). The most often modified ENDS components were coils (82/168, 48.8%) and e-liquids (34/168, 20.2%), which included adding other substances, such as cannabis, to the e-liquids (6/168, 3.6%). Most videos portrayed ENDS modifications positively (106/168, 63.1% positive; 60/168, 35.7% neutral; and 2/168, 1.2% negative) and were either neutral or positive in their overall portrayal of ENDS devices (78/168, 46.4% positive; 89/168, 53.0% neutral; and 1/168, 0.6% negative).

Conclusions: This study identified several concerning trends in popular YouTube videos on ENDS modifications, including lack of warnings, the addition of marijuana derivatives to e-liquids, and the positive portrayal of ENDS devices and modifications. By identifying the types of modifications (coil and e-liquid being the most prevalent), this study sets an agenda for research on the effects of modifications.

(J Med Internet Res 2020;22(6):e17104) doi:10.2196/17104
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**Introduction**

**Background**

Since the mid-2000s, electronic nicotine delivery systems (ENDS) have become an increasingly popular method for inhaling nicotine from tobacco in the United States [1]. As a category, ENDS include a wide variety of products consisting of a battery, a heater (coil), a mouthpiece, and a chamber containing e-liquid (a solution of propylene glycol [PG] or vegetable glycerine [VG] and other chemicals, usually nicotine and flavors). The heater vaporizes the e-liquid, producing an aerosol that is inhaled. ENDS can also be called vapes, e-hookahs, and e-cigarettes. Since June 2019, an outbreak of lung disease linked to vaping and the use of ENDS has sickened 2506 and killed 54 people [2]. Although this outbreak is ongoing, the US Centers for Disease Control and Prevention urges ENDS users not to modify the products or add substances not intended by the manufacturer, highlighting the potential role ENDS modifications might play in this outbreak [3]. For this study, we define modification as both product misuse and tampering unintended by the manufacturers as well as alteration, customization, adjustment, and user choice of e-liquid or accessories made within manufacturer specifications. Examples of ENDS modifications include coil replacement, mixing of e-liquids, or increasing battery voltage. Although some users view the modifiability of ENDS devices as a positive attribute [4,5], research has found that modifications can have harmful effects, such as creating higher levels of toxic emissions when users increase power to the coil [6-8]. Given the popularity of ENDS and health risks from modification, research is needed to understand the primary ways ENDS are modified by users.

To date, little research has described the methods of ENDS modifications. YouTube is the most popular video-sharing site in the world [9], and there are a large number of ENDS videos on YouTube [10], including videos about ENDS modifications [11]. YouTube has been identified as a major platform where ENDS users obtain and share information about ENDS products and modifications [12-14]. However, a comprehensive study of ENDS modification videos on YouTube is lacking. One recent study examined YouTube videos depicting orthodox (intended by manufacturer) and unorthodox (unintended by the manufacturer) ENDS modifications [11]. Results showed that videos depicting unorthodox use were three times more prevalent than videos depicting orthodox use, although the analysis only focused on open devices and e-liquids and not on closed devices [11]. Furthermore, the sample was collected in 2016 and may not account for recent trends in ENDS modification. A more in-depth study is needed to update and assess the breadth of ENDS modifications on YouTube.

**Objectives**

In this paper, we examined YouTube videos posted between 2013 and 2019 showing modifications of ENDS devices pertaining to hardware (eg, coil, battery, pods, and other modifications) and e-liquids. Our objective was to understand the video features (including presenter characteristics, if applicable) as well as the types, motivations, communication of risks, and information sources of ENDS modifications.

Although other studies have examined the social acceptability of ENDS on YouTube [15], unorthodox use of ENDS on YouTube [11], and promotion of vape tricks on YouTube [16], this study, to the best of our knowledge, is the first to analyze modifications to the full spectrum of ENDS devices on YouTube.

**Methods**

**Identifying Electronic Nicotine Delivery Systems Modification Videos**

YouTube was searched on March 15, 2019, to identify videos depicting ENDS modifications. An account was created on an incognito (private) browser to ensure browsing history did not influence the results. Search terms were derived from interviews with ENDS users [14] and the current literature [10] indicating that “vape” and “vaping” are common and inclusive terms used by ENDS enthusiasts to describe a number of different ENDS devices. Search phrases included the following: “vape DIY (ie, do it yourself),” “vape build DIY,” “vape custom build,” “vape modification,” “vape rebuild DIY,” “vape coil rebuild,” “vape coil DIY,” “vape ohm rebuild,” “vape ohm DIY,” “vape e-juice DIY,” “vape e-juice custom build,” “vape voltage DIY,” “vape voltage custom build,” “vape RBA (ie, rebuildable atomizer) custom build,” “vape RBA DIY,” “vape dripping custom build,” “vape dripping DIY,” “vape refill custom build,” “vape refill DIY,” “vape custom build,” “vaping DIY,” “vaping mod®, custom build,” “vaping rebuild DIY,” “mods rebuild DIY,” “vape chang® DIY,” “vape chang® custom build,” “vape wattage DIY,” and “vape wattage custom build.” Search terms were entered into the YouTube search engine, and the top 10 results for each phrase were included (N=280). After removing duplicates, non-English videos, and those not presenting ENDS modifications, 207 videos remained. Each video was reviewed by trained coders to ensure that the content included ENDS modifications. This verification process excluded 39 videos, resulting in a final sample of 168 videos. This study was approved by the Georgia State University Institutional Review Board (H19055).

**Coding Scheme**

We developed a codebook based on interviews with ENDS users [14], previous literature [10,15], and expert consensus. By expert consensus, we refer to review by our interdisciplinary team of collaborators with substantial expertise in ENDS use behavior and ENDS product research. We collected information on the attributes of the videos (eg, length, number of views, number of likes and dislikes, and date of posting). We coded the video source as individual, retailer, manufacturer, or group or organization. We noted whether the videos included links to vendors, whether the videos were followed by other modification videos via YouTube’s auto-play feature (ie, showing content based on user search history), gave how to instructions, included a warning (a warning statement about the health risks of smoking or a formal, legal, or conflict of interest disclaimer), or offered information about commercially available alternatives to modifications. If a person appeared in the video, we recorded if it was a single presenter or multiple presenters and their sex (male or female), race (white, black, other, or cannot be
determined), and estimated age range (youth: younger than 18 years, young adult: approximately 18-25 years, or adult: older than 25 years). We classified the device(s) featured in the video as dripper, refillable tank, closed pod, refillable pod, home-built refillable tank, cig-a-like, squonk, 2-pod systems, and stem/salt hybrid [17]. Definitions for ENDS devices are provided in Table 1. If multiple devices were shown in a single video, all devices, regardless of their prominence, were included in the coding.

Table 1. Content codes for electronic nicotine delivery systems devices (N=168) and the percentage and number of videos in the final sample that featured each device type.

<table>
<thead>
<tr>
<th>Device type</th>
<th>Definition</th>
<th>Value, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dripper</td>
<td>These devices do not include a tank but do include a tip, coil, wicks, battery housing, battery, and fire button.</td>
<td>63 (37.5)</td>
</tr>
<tr>
<td></td>
<td>There is no e-liquid reservoir—e-liquid is squirted directly on to the coil housing or deck and heated up as soon as the fire button is pressed. They are intended to be taken apart and put back together, which makes them an open system. Some or most of the device has been hand-built, with some parts being retrofitted from existing commercially produced devices.</td>
<td></td>
</tr>
<tr>
<td>Refillable tank</td>
<td>A commercially produced refillable tank system, which features, at minimum, a tip, a glass tank, a coil, a battery unit, and a fire button. The tip, tank, coil, and batteries can be removed, and the tip, tank, coil, and battery unit can be easily separated from each other and reconnected, which makes it an open device. For commercially produced devices, the battery unit is shaped either like a rectangular box (box mod) or like a cylinder (vape pen).</td>
<td>37 (22.0)</td>
</tr>
<tr>
<td>Closed pod</td>
<td>A commercially produced closed pod system with a single pod that cannot be refilled, such as a Juul. These are typically small, thin, rectangular boxes about the shape of a 4-inch long USB drive. However, some may also be parallelogram, square, or teardrop shaped.</td>
<td>7 (4.2)</td>
</tr>
<tr>
<td>Refillable pod</td>
<td>A commercially produced closed pod system with a single pod that can be refilled. These are similar to closed pod systems, except that the pods include a small port that allows the e-liquid reservoir to be refilled.</td>
<td>5 (3.0)</td>
</tr>
<tr>
<td></td>
<td>Refillable pod devices with only 1 pod usually use salt nicotine (higher concentration and lower wattage).</td>
<td></td>
</tr>
<tr>
<td>Home-built refillable tank</td>
<td>A home-built device featuring a refillable tank that is not commercially produced. They are intended to be taken apart and put back together, which makes them an open system. Some or most of the device has been hand-built, with some parts being retrofitted from existing commercially produced devices. Home-built parts may include a tip, battery housing, and fire button. Retrofitted parts may include a tip, tank, coil, electronics, and batteries.</td>
<td>4 (2.4)</td>
</tr>
<tr>
<td>Cig-a-like</td>
<td>A commercially produced device designed to look like a combustible cigarette in size, shape, and color (sometimes including a brown/tan filter tip). However, it is entirely electronic and includes a battery, a small e-liquid reservoir, and an atomizer. Some are not rechargeable, nor can they be taken apart but are intended to be disposed of once the e-liquid has been used up. Others are rechargeable and have replaceable pods.</td>
<td>4 (2.4)</td>
</tr>
<tr>
<td>Squonk</td>
<td>A squonker, also known as squonk mod, is a type of dripper. Like drippers, they include a tip, coil, wicks, battery housing, battery, and fire button. There is, however, a small e-liquid reservoir made out of a pliable material such as silicone, which can be refilled. The e-liquid reservoir is accessible through a hole or window in the device, which allows the reservoir to be compressed. Compressing the reservoir squirts e-liquid directly on the coil, which heats it up as soon as the fire button is pressed. Squonks are only commercially produced and typically look like small box mods without the tank on top of the mod, but with the e-liquid reservoir visible and accessible through a small window on the side.</td>
<td>4 (2.4)</td>
</tr>
<tr>
<td>2 pod systems</td>
<td>Devices that include 2 pods of the same type and 2 receptors that can be swapped. This allows the device to provide vapor with 2 distinct flavors as well as vapor that blends the 2 flavors.</td>
<td>0 (0.0)</td>
</tr>
<tr>
<td>Stem/salt hybrid</td>
<td>A hybrid that includes 2 refillable pods each with its own receptor on the device. One is intended for salt nicotine e-liquid (higher concentration/lower wattage) and the other is for stem nicotine, that is, typical e-liquid (lower concentration of nicotine, If at all/higher wattage). Each pod can only fit into 1 receptor on the device, and they cannot be swapped with the other receptor.</td>
<td>0 (0.0)</td>
</tr>
<tr>
<td>Multiple devices</td>
<td>Several devices are featured.</td>
<td>7 (4.2)</td>
</tr>
<tr>
<td>Other</td>
<td>Device featured is another product not listed or unsure of the product type.</td>
<td>15 (8.9)</td>
</tr>
</tbody>
</table>

We developed a coding scheme to capture ENDS modifications to the coil, e-liquid, battery, pods, and other modifications. For each type of modification, we developed codes for common reasons for this modification, including an other option with text descriptions. Each modification was coded as 1 (present) or 0 (absent). The detailed codes with descriptions for modifications and reasons are presented in Table 2.

Finally, we coded the video’s tone toward the featured ENDS modification and ENDS devices in general as positive, neutral, or negative.
### Table 2. Codes and definitions of modifications and reasons for modifications (N=168).

<table>
<thead>
<tr>
<th>Code</th>
<th>Definition</th>
<th>Valuea, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Coil modification</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Coil build</td>
<td>Building the coil</td>
<td>60 (35.7)</td>
</tr>
<tr>
<td>Replacing coil</td>
<td>Replacing existing coil with a different coil from the manufacturer</td>
<td>9 (5.4)</td>
</tr>
<tr>
<td>Coil voltage</td>
<td>Altering the voltage of the existing coil through controls built into the device by the manufacturer</td>
<td>8 (4.8)</td>
</tr>
<tr>
<td>Number of coils</td>
<td>Altering the number of coils in the device</td>
<td>1 (0.6)</td>
</tr>
<tr>
<td>Coil gauge</td>
<td>Explicitly replacing an existing coil with a coil that is a different gauge wire</td>
<td>3 (1.8)</td>
</tr>
<tr>
<td>Pod coil</td>
<td>Cleaning the coils built into the pods/closed systems</td>
<td>2 (1.2)</td>
</tr>
<tr>
<td>Other coil modification</td>
<td>Other type of coil modification</td>
<td>35 (20.8)</td>
</tr>
<tr>
<td><strong>Reasons for coil modification</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Increased voltage</td>
<td>To increase the voltage of the heating coil</td>
<td>9 (5.4)</td>
</tr>
<tr>
<td>Other</td>
<td>Other reasons for coil modification</td>
<td>31 (18.5)</td>
</tr>
<tr>
<td><strong>E-liquid modification</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>E-liquid mixing</td>
<td>Mixing e-liquid includes making your own e-liquid from standard components (any of PGb, VGc, nicotine, flavors, etc) or altering bought e-liquid with any of these components (adding flavors and changing PG/VG ratio)</td>
<td>20 (11.9)</td>
</tr>
<tr>
<td>E-liquid concentration</td>
<td>Replacing e-liquids with different levels of nicotine concentrations</td>
<td>3 (1.8)</td>
</tr>
<tr>
<td>Adding substances</td>
<td>Adding other substance (eg, cannabis oil) or replacing e-liquids with other substances</td>
<td>6 (3.6)</td>
</tr>
<tr>
<td>Other e-liquid modification</td>
<td>Other type of e-liquid modification</td>
<td>13 (7.7)</td>
</tr>
<tr>
<td><strong>Reasons for e-liquid modification</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Flavor</td>
<td>To enhance flavors in e-liquid</td>
<td>16 (9.5)</td>
</tr>
<tr>
<td>Cost</td>
<td>To save money/reduce the cost of manufactured liquid</td>
<td>10 (6.0)</td>
</tr>
<tr>
<td>Other</td>
<td>Other reasons for e-liquid modification</td>
<td>15 (8.9)</td>
</tr>
<tr>
<td><strong>Battery modification</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Replace battery</td>
<td>Replacing a battery with a battery with different properties</td>
<td>0 (0.0)</td>
</tr>
<tr>
<td>Battery configuration</td>
<td>Changing battery configuration, either in series or in parallel</td>
<td>0 (0.0)</td>
</tr>
<tr>
<td>Additional battery</td>
<td>Attaching additional batteries</td>
<td>0 (0.0)</td>
</tr>
<tr>
<td>Other battery modification</td>
<td>Other modification to battery</td>
<td>13 (7.7)</td>
</tr>
<tr>
<td><strong>Reasons for battery modification</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Increased power</td>
<td>To increase the power of the existing tank device</td>
<td>0 (0.0)</td>
</tr>
<tr>
<td>Other</td>
<td>Other reasons for battery modification</td>
<td>4 (2.4)</td>
</tr>
<tr>
<td><strong>Pod modification</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pod refilling</td>
<td>Refilling pods with e-liquids</td>
<td>9 (5.4)</td>
</tr>
<tr>
<td><strong>Reasons for pod modification</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Extend life</td>
<td>To extend the life of a pod/cartridge</td>
<td>4 (2.4)</td>
</tr>
<tr>
<td>Other</td>
<td>Other reasons of modifications to closed pod</td>
<td>7 (4.2)</td>
</tr>
<tr>
<td><strong>Other modification</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Modifying controls</td>
<td>Modifying software regulating controls</td>
<td>2 (1.2)</td>
</tr>
<tr>
<td>Improved features</td>
<td>Replacing existing device with another device with improved features</td>
<td>1 (0.6)</td>
</tr>
<tr>
<td>Additional features</td>
<td>Replacing existing device with another device with additional features</td>
<td>3 (1.8)</td>
</tr>
<tr>
<td>Other</td>
<td>Other types of modification that are not listed above</td>
<td>22 (13.1)</td>
</tr>
</tbody>
</table>

*a*The number of videos and the percentage in the final sample with each code present.

*b*PG: propylene glycol.
VG: vegetable glycerin.

**Video Coding**

The coding team consisted of 5 members, who received a minimum of four 2-hour training sessions. The coders coded 5 to 10 videos for each training session, and discrepancies were discussed and resolved. Training videos were not included in the final data analysis because the code book was further revised during the training. To establish intercoder reliability, approximately 15% of videos (25/168, 14.9%) were randomly selected from the final sample. Due to the large amount of time spent to code each video, sequential-overlapping coding was used for reliability testing [18]. Specifically, each of the 25 videos was coded by 2 coders, and each coder coded 10 videos in total. Using Randolph’s free-marginal kappa [19,20], the intercoder reliability of each variable was high, ranging from 0.74 to 1.0. The remaining videos were then divided and independently coded by 4 coders.

**Data Analysis**

Data were analyzed using IBM SPSS 25. Descriptive statistics were performed to assess the frequency of each coding variable.

**Results**

**Characteristics of Videos, Presenters, and Device Types**

Videos (N=168) ranged from 1 to 108 min in length (median 9.55) and accounted for a total of 112,043,718 views (median 168,234) as of March 15, 2019. Videos had more likes than dislikes (12 to 1 ratio). Examining videos by year showed an increase from 2013 (2/168, 1.2%) to 2014 (19/168, 11.3%), to 2015 (27/168, 16.1%), to 2016 (34/168, 20.2%), peaking in 2017 (51/168, 30.4%), and decreasing from 2018 (29/168, 17.3%) to 2019 (6/168, 3.6%). The most common source for videos were individuals (135/168, 80.4%), followed by retailers (18/168, 10.7%), manufacturers (8/168, 4.8%), and groups/organizations (7/168, 4.2%). A majority of videos (120/168, 71.4%) provided a link to a vendor’s site, and most videos (136/168, 81.0%) were followed by another modification video via auto-play. Most videos gave how to instructions (148/168, 88.1%); few videos offered warnings (30/168, 17.9%) or mentioned commercially available alternatives (16/168, 9.5%).

Most videos showed 1 or more persons (125/168, 74.5%), and presenters were largely male (117/168, 69.6%), white (94/168, 56.0%), and appeared to be adults older than 25 years (94/168, 56.0%). Modifications were most frequently performed on drippers (63/168, 37.5%) and refillable tanks (37/168, 22.0%; Table 3).

**Table 3. Modification by device type.**

<table>
<thead>
<tr>
<th>Device type</th>
<th>Coil, n</th>
<th>E-liquid, n</th>
<th>Battery, n</th>
<th>Pods, n</th>
<th>Other, n</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dripper</td>
<td>38</td>
<td>7</td>
<td>6</td>
<td>0</td>
<td>3</td>
</tr>
<tr>
<td>Refillable tank</td>
<td>28</td>
<td>3</td>
<td>2</td>
<td>0</td>
<td>3</td>
</tr>
<tr>
<td>Home-built refillable tank</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Closed pod</td>
<td>0</td>
<td>4</td>
<td>0</td>
<td>6</td>
<td>0</td>
</tr>
<tr>
<td>Refillable pod</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Cig-a-like</td>
<td>0</td>
<td>4</td>
<td>0</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>Squonk</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>3</td>
</tr>
<tr>
<td>Stem/salt hybrid</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Two-pod system</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Multiple devices</td>
<td>3</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>3</td>
</tr>
<tr>
<td>Other</td>
<td>5</td>
<td>1</td>
<td>2</td>
<td>0</td>
<td>9</td>
</tr>
<tr>
<td>Total</td>
<td>76</td>
<td>22</td>
<td>13</td>
<td>9</td>
<td>22</td>
</tr>
</tbody>
</table>

*Each cell shows the number of videos with each modification. If a video showed a specific modification, the video was coded as 1. Videos coded as 1 include single modifications (eg, building a coil from scratch) or multiple modifications (eg, removing coil, cleaning coil, and rewrapping coil).

**Coil Modifications**

Modifications to the coil were the most frequently portrayed; building coils from scratch was featured in 35.7% (60/168) of the videos. Coil replacement with a manufactured alternative was depicted in 5.4% (9/168) of videos, and 4.8% (8/168) of the videos showed how to alter coil voltage through controls in the device. Less than 0.6% (1/168) of the videos gave instructions on how to alter the number of coils in the device, and 1.8% (3/168) showed how to replace coils with a wire of different gauge. Only 1.2% (2/168) of the videos showed how to clean the coils in a nonmodifiable pod.

Reasons for modifying in many of the coil videos (31/168, 18.5%) were not in the prespecified list. Among these reasons, building coils from scratch (17/168, 10.1%) and enhancing flavor (6/168, 3.6%) were the most commonly described.
Building coils from scratch included home builds (necessitating a new coil) and adding coils in store-bought devices. According to the presenters, enhancing flavor can be achieved by changing the wire gauge (eg, 28 vs 24 gauge), wire composition (eg, nickel vs stainless steel), or number of wire wraps. Increasing voltage was also listed as a reason for modifying coils (9/168, 5.4%).

The most viewed coil modification video (3,017,588 views) shows a presenter instructing the audience on how to build a sleeper coil (ie, double-wrapped coil made from a single wire). The tutorial includes instructions on how to wrap the coil and attach it to the battery posts. The how to portion is book-ended by discussion and demonstration of the modification. Before the tutorial, the presenter describes how the sleeper coil heats e-liquid efficiently, producing a greater cloud and better flavor. After the tutorial, the presenter vapes to demonstrate the size of his aerosol cloud, presumably the result of the sleeper coil.

**Modifications of E-Liquids**

Modifications of e-liquids were depicted in 20.2% (34/168) of videos. Many of the e-liquid modification videos showed mixing (20/168, 11.9%; eg, mixing store-bought glycol). Separately, 1.8% (3/168) of videos included mixing liquids to increase nicotine levels. Adding other substances (eg, cannabis oil) was found in 3.6% (6/168) of videos.

Enhancing flavor (16/168, 9.5%) and saving money (10/168, 6.0%) were reasons given for e-liquid modifications, as were other reasons (15/168, 8.9%). Descriptions of other reasons included creating better clouds, making nicotine-free liquid, and creating marijuana e-liquid. Overall, e-liquid modifications centered on allowing users to control the flavor, price, and composition of e-liquids.

The most viewed e-liquid mixing video (1,769,171 views) shows how to make e-liquids with store-bought materials. The presenter’s face is not shown, although the video is narrated. The presenter describes 4 components necessary to make e-liquid: VG, PG, premixed liquid nicotine (75% VG and 25% PG), and store-bought flavoring (eg, strawberry and banana). Before mixing the components, the presenter uses a web-based e-liquid calculator. The calculator uses batch size, nicotine strength (mg/ml), and VG/PG ratio to calculate the mixing recipe. However, the calculator does not account for the addition of flavor. Therefore, the presenter explains the conversion necessary to add these liquids. At the completion of the conversion, the presenter combines the liquids in a cylinder and then attaches a clamp to a power drill, wraps the clamp fingers around the cylinder, and engages the drill, spinning the cylinder and mixing the liquids within. The liquid is then steeped in warm water to allow the ingredients to blend together. The video closes by encouraging viewers to document mixes in a spreadsheet.

The most viewed adding substances video (717,781 views) gives a tutorial on how to make weed e-cig juice. The presenter bakes marijuana on a cooking sheet, breaks it apart by hand, and mixes it with VG. After 3 months of iteratively adding glycerin and remixing the solution, the presenter strains marijuana-infused glycerin through a mesh and then injects the liquid into an ENDS tank. The video closes with the presenter blowing vapor clouds over an advertisement for marijuana accessories. Among the adding substances videos, most (5 of 6) focused on adding marijuana derivatives to e-liquids.

**Battery Modifications**

No videos showed modifications to increase battery power, change configurations, or add additional batteries. The only videos coded for battery modifications were those in the other battery modification category (13/168, 7.7%), which showed variations of adding batteries to home-built devices. Examining descriptions for the other category showed that all entries were home builds, either adapting household items (eg, a flashlight) or using commercially made parts. Adapting household items to create a vape involved a premade battery, whereas building from scratch sometimes required wiring batteries. This distinction could indicate differences in battery modification hazards.

The most viewed (1,645,630 views) battery modification video transforms a flashlight into an ENDS device. The presenter does not address the audience, but text is displayed to highlight important steps. In the video, the presenter disassembles a flashlight and uses the parts as well as household materials to create a small vape. The body of the flashlight is retrofitted to hold a battery and the head with an atomizer (ie, a coil and wick attached to battery posts housed on a deck). The flashlight button engages the battery, heating the coil and producing a stream of vapor from the atomizer. The battery does not require wiring and appears to be a standard battery consistent with those used in any flashlight.

Other battery videos, however, depict more advanced constructions. One example (763,291 views) shows how to build a box mod, which is a highly modifiable ENDS device characterized by a removable atomizer, open tank, and accessible battery housing. The presenter walks the audience through the build, which includes wiring of 2 lithium polymer batteries (ie, LiPo) into the device. LiPos are lightweight batteries that can explode if they are overcharged. Such explosions have been linked to injury of ENDS users [21]. The presenter warns viewers not to let battery wires touch during construction. However, the breadth of the hazard is not disclosed, and the video contains no warnings about the danger of explosions.

**Modifications of Pods and Cartridges**

A pod is a cartridge containing e-liquids to be inserted in an ENDS device. When the liquid is gone, many manufacturers intend that the cartridge is discarded and not reused (although there are some refillable pods on the market). Refilling nonreusable pods with e-liquid was found in 5.4% (9/168) of videos. The primary reasons for pod modifications (7/168, 4.2%) were not in the specified list, and thus, they were coded as other. Descriptions of other reasons included customizing the look of devices, increasing vapor production, and enhancing flavor. Extending the life of a pod was listed as a reason for 2.4% (4/168) of videos.

An example of pod modification (182,621 views) depicts a presenter changing the liquid in a nonreusable pod. In the video,
the presenter uses scissors to open the cartridge. The presenter pours the liquid into another container, cleans the pod, and then refills it with an e-liquid called Heisenberg (fruit-flavored menthol). After the refill, the presenter takes several drags until the tobacco flavor is gone, and only Heisenberg remains. In this case, the pod modification is motivated by the choice of the flavor.

Other Modifications

Only 1.2% (2/168) of videos showed modifications to the software regulating built-in controls. Replacement of an existing device with another with improved features was found in 0.6% (1/168) of videos, whereas replacing an existing device with another device with additional features was featured in 1.8% (3/168) of videos. Although drippers were the most featured devices (63/168, 37.5%), our analyses did not show any instances of converting nondripping devices to drippers.

Finally, 13.1% (22/168) of videos did not fit within our specified coding categories and were coded as other modifications. These videos showed building ENDS as the primary activity. Several videos depicted unusual builds, such as creating a vape from an empty mint box or adapting a soda can into an e-liquid tank. One unique example (66,573 views) showed how to build an ENDS in the dashboard of a car. Other videos showed how to make drip tips to replace lost mouthpieces for drippers. In one example (85,006 views), the mouthpiece was made from a copper plumbing fitting. Together, videos coded as other showed unique modification behaviors mostly related to building from scratch.

Tone

Most videos used a positive tone to portray ENDS modifications (106/168, 63.1% positive; 60/168, 35.7% neutral; and 2/168, 1.2% negative) but were either neutral or positive in their portrayal of ENDS devices (78/168, 46.4% positive; 89/168, 53.0% neutral; and 1/168, 0.6% negative).

Discussion

Principal Findings

This study provides information about the ways in which users modify ENDS devices on YouTube. Results identified several concerning trends, including lack of warnings, addition of marijuana derivatives to e-liquids, and the positive portrayal of ENDS devices and modifications. Regarding specific modifications, the most often modified components were coils and e-liquids. Modifications to the wick and battery were less often discussed. The sample of modification videos did not depict potentially harmful practices identified in past literature, such as modifying a device for dripping or increasing battery power. Together, these results help inform public health researchers by identifying trends in ENDS modifications on YouTube, the most popular video-sharing site in the world [9] and a primary source of information on ENDS devices and modifications [11,15,16].

Our findings identified several concerning trends in modification videos. Specifically, the majority of videos gave how to instructions without warning viewers about potential dangers (eg, exploding batteries or lung exposure to harmful constituents). The majority also failed to mention commercially available alternatives, which could be less dangerous than home-grown modifications. ENDS devices and modifications were also depicted in a favorable light, and a majority of videos were followed by another modification video, likely the result of YouTube’s default auto-play feature, which queues similar content based on search history. In a situation where YouTube users search for ENDS modifications, favorable portrayals and lack of warnings, coupled with auto-play features, could potentially create a self-reinforcing loop where users search for modification videos. The dangers of modifications are underemphasized to viewers, and these videos are followed by additional videos portraying ENDS in a favorable light, further underemphasizing the dangers of modification. Repeated, user-driven exposure to videos underemphasizing risks could normalize ENDS modifications, which is of particular concern given YouTube’s primary audience.

YouTube is the most popular video-sharing site in the world [9], and YouTube has been identified as a major platform where ENDS users obtain and share information about ENDS products and modifications [12-14]. Many YouTube users are young, with 81% of those aged 15 to 25 years in the United States using YouTube [22]. This demographic is often targeted by tobacco companies [23,24] and is a group that often experiments with cigarettes and ENDS [25]. Positive portrayals of modifications without safety warnings, which are algorithmically linked and shown in sequence to impressionable audiences, bear serious consideration from tobacco control experts. Future research may explore how YouTube modification videos could potentially detract from nicotine cessation campaigns aimed at youth and young adults.

Altering the coil was the most prevalent type of modification in our study. Little research has investigated the effects of exposure to the components of coils on user health. One notable study tested e-liquids for neurotoxicants before and after contact with ENDS devices [26]. Results showed higher levels of toxic metals in the aerosol, suggesting that the contamination resulted from the contact of e-liquids with the metals in ENDS devices, including coils. As coil modifications were most prevalent in our analysis, we suggest future research investigating possible health effects of coil modifications.

E-liquid was the second most often modified characteristic in our sample. E-liquid modifications included mixing from scratch and adding other substances. In terms of mixing, most videos cited a desire to control the flavor as a reason for the modification. This finding is informative given the recent interest among policy makers to ban flavored e-liquids from the market [27]. Regulatory policy should consider how regulating ENDS flavors might influence the likelihood that these actions will impact the frequency at which consumers mix their own flavored e-liquids.

Marijuana derivatives were used in most videos depicting substances added to e-liquids. This finding is significant given the recent outbreak of vaping-related lung disease [28]. Early investigation revealed that the majority of patients had a history of vaping tetrahydrocannabinol (THC) products, suggesting...
that the outbreak may be related to the source of THC or vaping THC in a device intended to be used with nicotine [29]. Given the deadly nature of the new vaping lung disease, this particular modification may demand greater scrutiny from public health experts.

Tampering with devices to expose heating coils for dripping has been cited as a modification trend in past research [30]. Yet, none of the videos in our sample showed how to adapt a nondripping device into a dripper. This finding resonates with recent interviews of ENDS enthusiasts, indicating that dripping modifications may be less frequent due to increased availability of commercially produced drippers and other devices that were previously only available via users’ modifications [14]. However, it should be noted that drippers were the most featured devices in YouTube videos. Thus, although dripping conversions were absent in our sample, modifications to drippers were frequent.

Although exploding batteries are a risk [6], we found only a few videos on battery modifications. They were generally associated with building ENDS mods from scratch and showed some dangerous practices (eg, wiring LiPo batteries) that have not been widely discussed previously.

Limitations
As this sample was collected in early 2019, it is unclear if the decline in videos on ENDS modifications we observed since 2017 will continue. Although this decrease corroborates our findings from interviews with ENDS enthusiasts [14], more research is needed to determine if this decrease continues. As this study was conducted before the first cases of e-cigarette– and vaping-associated lung injury were reported, we do not know what impact this outbreak may have had on ENDS modification activities. Our search keywords were not exhaustive and may not capture all ENDS modification videos on YouTube. Due to the variation of ENDS modification videos, our results are descriptive. More research is needed to isolate and identify causal mechanisms that motivate modification behaviors. This work informs future population-level surveillance research aimed at identifying motivations for modifying ENDS devices.

Conclusions
Our content analysis of the full spectrum of ENDS devices and modifications in YouTube videos identified several concerning trends, including lack of warning to viewers, addition of marijuana derivatives to e-liquids, and the positive portrayal of ENDS devices and modifications. At the same time, our analysis did not find certain modifications (eg, dripper conversions or battery tampering), which have been identified previously as a public health concern. By identifying the types of modifications (with modifications to coil and e-liquid being the most prevalent), this study provides a foundation for assessing the prevalence of ENDS modifications in the population and informs the agenda for research assessing the health effects resulting from ENDS modifications.

Acknowledgments
Research reported in this publication was supported by the National Institute of Drug Abuse of the National Institutes of Health and Food and Drug Administration Center for Tobacco Products (R01DA047397). The content is solely the responsibility of the authors and does not necessarily represent the official views of the National Institutes of Health or the Food and Drug Administration.

Authors’ Contributions
ZBM wrote the first draft. YL and J Holli conducted the data analysis. DLA and LP conceptualized the study and wrote the implications. YL, J Holli, BY, KH, and VC coded videos. All authors contributed to the writing and revision and approved the final version of the manuscript.

Conflicts of Interest
DLA has received funds for work done for the World Health Organization Tobacco Free Initiative, has worked as a consultant for Pfizer and McKing Consulting, Inc, and has worked as a Special Government Employee of the US Food and Drug Administration.

References


Abbreviations

DIY: do it yourself
ENDS: electronic nicotine delivery systems
PG: propylene glycol
RBA: rebuildable atomizer
THC: tetrahydrocannabinol
VG: vegetable glycerin

Edited by G Eysenbach; submitted 21.11.19; peer-reviewed by DM Liou, JP Allem, E Da Silva; comments to author 06.01.20; revised version received 25.02.20; accepted 26.02.20; published 02.06.20.

Please cite as:

©Zachary B Massey, Yachao Li, Jessica Holli, Victoria Churchill, Bo Yang, Katherine Henderson, David L Ashley, Jidong Huang, Lucy Popova. Originally published in the Journal of Medical Internet Research (http://www.jmir.org), 02.06.2020. This is an open-access article distributed under the terms of the Creative Commons Attribution License (https://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution, and reproduction in any medium, provided the original work, first published in the Journal of Medical Internet Research, is properly cited. The complete bibliographic information, a link to the original publication on http://www.jmir.org/, as well as this copyright and license information must be included.
The Use of Mobile Personal Health Records for Hemoglobin A1c Regulation in Patients With Diabetes: Retrospective Observational Study

Dongjin Seo1, BS; Yu Rang Park2, PhD; Yura Lee3, MD, PhD; Ji Young Kim4, MS; Joong-Yeol Park5, MD, PhD; Jae-Ho Lee3,6, MD, PhD

1Department of Medicine, Yonsei University College of Medicine, Seoul, Republic of Korea
2Department of Biomedical Systems Informatics, Yonsei University College of Medicine, Seoul, Republic of Korea
3Department of Information Medicine, Asan Medical Center, University of Ulsan College of Medicine, Seoul, Republic of Korea
4Medical Information Office, Asan Medical Center, Seoul, Republic of Korea
5Department of Endocrinology and Metabolism, Asan Medical Center, University of Ulsan College of Medicine, Seoul, Republic of Korea
6Department of Emergency Medicine, Asan Medical Center, University of Ulsan College of Medicine, Seoul, Republic of Korea

*these authors contributed equally

Corresponding Author:
Jae-Ho Lee, MD, PhD
Department of Information Medicine
Asan Medical Center, University of Ulsan College of Medicine
88 Olympic-ro 43-gil, Songpa-gu
Seoul, 05505
Republic of Korea
Phone: 82 230103350
Email: rufiji@gmail.com

Abstract

Background: The effectiveness of personal health records (PHRs) in diabetes management has already been verified in several clinical trials; however, evidence of their effectiveness in real-world scenarios is also necessary. To provide solid real-world evidence, an analysis that is more accurate than the analyses solely based on patient-generated health data should be conducted.

Objective: This study aimed to conduct a more accurate analysis of the effectiveness of using PHRs within electronic medical records (EMRs). The results of this study will provide precise real-world evidence of PHRs as a feasible diabetes management tool.

Methods: We collected log data of the sugar function in the My Chart in My Hand version 2.0 (MCMH 2.0) app from Asan Medical Center (AMC), Seoul, Republic of Korea, between December 2015 and April 2018. The EMR data of MCMH 2.0 users from AMC were collected and integrated with the PHR data. We classified users according to whether they were continuous app users. We analyzed and compared their characteristics, patterns of hemoglobin A1c (HbA1c) levels, and the proportion of successful HbA1c control. The following confounders were adjusted for HbA1c pattern analysis and HbA1c regulation proportion comparison: age, sex, first HbA1c measurement, diabetes complications severity index score, sugar function data generation weeks, HbA1c measurement weeks before MCMH 2.0 start, and generated sugar function data count.

Results: The total number of MCMH 2.0 users was 64,932, with 7453 users having appropriate PHRs and diabetes criteria. The number of continuous and noncontinuous users was 133 and 7320, respectively. Compared with noncontinuous users, continuous users were younger (P<.001) and had a higher male proportion (P<.001). Furthermore, continuous users had more frequent HbA1c measurements (P=.007), shorter HbA1c measurement days (P=.04), and a shorter period between the first HbA1c measurement and MCMH 2.0 start (P<.001). Diabetes severity–related factors were not statistically significantly different between the two groups. Continuous users had a higher decrease in HbA1c (P=.02) and a higher proportion of regulation of HbA1c levels to the target level (P=.01). After adjusting the confounders, continuous users had more decline in HbA1c levels than noncontinuous users (P=.047). Of the users who had a first HbA1c measurement higher than 6.5% (111 continuous users and 5716 noncontinuous...
users), continuous users had better regulation of HbA1c levels with regard to the target level, 6.5%, which was statistically significant \((P=.04)\).

**Conclusions:** By integrating and analyzing patient- and clinically generated data, we demonstrated that the continuous use of PHRs improved diabetes management outcomes. In addition, the HbA1c reduction pattern was prominent in the PHR continuous user group. Although the continued use of PHRs has proven to be effective in managing diabetes, further evaluation of its effectiveness for various diseases and a study on PHR adherence are also required.

*(J Med Internet Res 2020;22(6):e15372) doi:10.2196/15372*
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**Introduction**

**Background**
Diabetes mellitus is a global issue, and its contribution to numerous complications and increased mortality is well known. Moreover, diabetes prevalence is constantly growing, a trend that might continue until 2030 or longer [1,2]. According to the American Diabetes Association (ADA), diabetes care is mainly based on insulin delivery [3]. According to the Korean Diabetes Association (KDA), the target value of hemoglobin A1c (HbA1c) is recommended to be 6.5% for patients with type 2 diabetes, and antihyperglycemic therapy is mainly considered in Korea. Metformin is considered to be the first-line therapy. However, these traditional drug therapies result in inevitable hypoglycemic events and body weight change. An unachieved glycemic target can only be solved by increasing drugs in mono, dual, or triple therapy [4]. Traditional methods are expensive, and this is becoming a national health care problem [5,6]. To overcome several limitations of traditional diabetes management, mobile health (mHealth) technology and personal health record (PHR) implementation have been suggested as innovative solutions.

In the diabetes management market, new treatments with new devices and apps are being introduced. Most functions of diabetes apps focus on maintaining a blood glucose diary. Some are also connected with blood glucose sensors and treatment devices. Among diabetes apps, OneTouch Reveal had the best validation [7]. This app is wirelessly connected to the OneTouch Verio Flex meter, making users self-monitor their blood glucose. Blood glucose data are delivered to health care professionals, and users receive text message feedback [8]. Technologies using automatic alarm systems have also been introduced. The Dexcom G6 Continuous Glucose Monitoring system effectively reduced hyperglycemia and also hypoglycemic events with the Urgent Low Soon automatic alert system [9]. Monitoring insulin delivery became possible with internet-based connections. NovoPen 6 and NovoPen Echo Plus are called smart insulin pens, which can monitor the insulin injection amount and provide both health providers and patients treatment accuracy [10,11].

Previous studies have shown the health improvement of PHR users, thus suggesting that a digital health care system is feasible for improving health behavior and chronic conditions. According to a systematic review, users experienced a positive effect on their health-related behavior and clinical results when using health apps on their mobile devices [12]. Another systematic review in South Korea showed that mHealth interventions were effective in improving self-management behaviors, biomarkers, or patient-reported outcome measures [13]. However, the positive effect of mHealth and PHR interventions is not always ensured.

In diabetes care, PHR and mHealth interventions are expected to be effective treatments. WellDoc, a remote blood glucose monitoring system, was effective in lowering HbA1c levels, thereby improving clinical, behavioral, and diabetes knowledge outcomes [14]. A phone-based treatment and behavioral coaching intervention also improved HbA1c levels [15]. A similar improvement in HbA1c control for type 2 diabetes was seen with another mobile-based intervention [16]. The addition of a tailored mobile coaching system for patients with diabetes showed reduced HbA1c levels and improved diabetes self-management; the results were reproducible and durable [17].

Along with the expectations of the clinical implications of PHRs, some concerns and slightly controversial results have been reported. Despite its advantages, studies have reported the barriers in PHR implementation. Patients are concerned about the security of their health information. Health care providers are concerned about patients altering their own PHR information. Other issues are that there is no practical difference in health outcomes, the use of stand-alone PHRs with electronic medical records (EMRs) and electronic health records, and a low health care literacy rate, which can diminish the benefits of PHRs [18]. Moreover, the barriers associated with patients’ age, sex, socioeconomic status, education level, internet and computer access, and health have been reviewed [19]. Contrasting results of the relation between PHR use and diabetes management have been reported. A study using a regression model claimed that there was no association between the increasing number of days of PHR use and better diabetes quality measure profiles [20].

**Objectives**
In this study, we used a 4-year mobile PHR (mPHR) log and users’ EMR data to analyze the effects of diabetes management on the continuous use of the PHR system distributed by a tertiary hospital in South Korea. A study with the earlier version of the mPHR app was conducted to verify characteristics of continuous users [21], and patient-generated health data (PGHD) of continuous users had a higher proportion of a chronic disease diagnosis, such as diabetes, than noncontinuous users [22]. With
the new version, we will verify its effect in glycemic control on patients with diabetes. To the best of our knowledge, this is the first study to verify the effectiveness of disease management by integrating a long-term mPHR log and EMR data.

**Methods**

**Data and Mobile Personal Health Record Description**

We collected log data from an mPHR app called My Chart in My Hand (MCMH) and their EMR data at the Asan Medical Center (AMC), which is the largest general hospital in South Korea. Launched in January 2011, MCMH is the first mPHR in South Korea; it enables patients to view and manage their own health records [21]. We used the MCMH version 1.0 log to identify patterns of continuous generation of PGHD in specific populations [22]. This study performed a diabetes management analysis using the MCMH version 2.0 log and EMR data. For patients with diabetes, MCMH version 2.0 provides sugar, diabetes calendar, insulintreatment, food intake, and exercise input functions. Among these functions, we only used the log data of the sugar and diabetes calendar function; the remaining functions had very few records. The items in Figure 1 show the details of the sugar function. Users enter the date, time, situation, and result of their blood glucose measurement in these PGHD functions. We also gathered demographic and medical record information of patients, such as age, sex, residence, and health information, including hospital visits, HbA1c level, diagnosis, and medication data, using our clinical research data warehouse.

**Study Design**

MCMH version 2.0 replaced MCMH version 1.0 on December 31, 2015, but some patients had already created their accounts in December 2015 before the replacement. For each user, the records generated in MCMH version 2.0 functions were analyzed, but only records generated after account creation were used.

The user log of the sugar function contained user access ID and time stamps of data input. We gathered the HbA1c measurement results of MCMH version 2.0 users from January 2014 to November 2018.

For user selection, we used the criteria of diabetes for diagnosis. First, the criterion of Glasheen et al [23] was adopted: a user should have one or more International Classification of Diseases 10th Revision (ICD-10) diabetes codes in the diagnosis record, which are E08, E09, E10, E11, and E13. Second, the HbA1c cutoff value of 6.5% for diagnosing diabetes was used [24]. For the complication classification and diabetes complications severity index (DCSI) scoring, the selected complication fields from the diagnosis record were retinopathy, nephropathy, neuropathy, cerebrovascular, cardiovascular, peripheral vascular disease, and metabolic complications. DCSI scoring used the criteria of the study by Glasheen et al [23]. However, urine laboratory data were not included in DCSI scoring because of its unavailability. Above all, we classified all diseases according to ICD-10.

The criterion for whether a user was a continuous user was adopted from the PGHD pattern analysis study of MCMH version 1.0: a user entering data in the sugar function at least once per week and doing so for at least four weeks (28 days) [22].

We analyzed the pattern of HbA1c levels with the trend line slope of HbA1c levels. The fluctuation of HbA1c levels was
compared with the $r$-squared value of the trend line and the standard deviation of the patient’s HbA$_{1c}$ level.

In this study, the trend line slope considerably depended on the measurement days between the first and last HbA$_{1c}$ measurement. Therefore, we created a patient filter called *appropriate HbA$_{1c}$ measurement*. This criterion excluded patients with short periods between measures because a short period will lead to an exaggeratedly steep slope, which is inappropriate for the analysis. The criterion for an appropriate HbA$_{1c}$ measurement is patients should have at least two HbA$_{1c}$ measurements and the period between the first and last HbA$_{1c}$ measurement should be over 100 days. To normalize the effect of measurement days between the first and last HbA$_{1c}$ measurement, we defined a variable called *decline*. Decline is defined as a trend line slope times the period (in days) divided by 100. This normalization is represented in the equation in Multimedia Appendix 1.

This study was approved by the Institutional Review Board (IRB) of the AMC (IRB number: 2018-0321). The need for informed consent was waived by the ethics committee because this study utilized routinely collected log data that were anonymously managed at all stages, including during data cleaning and statistical analyses.

**Study Participants**

Figure 2 shows the patient selection flow in this study. Among 64,932 users who downloaded and created an MCMH version 2.0 account, we first excluded 51,433 users with inappropriate HbA$_{1c}$ measurements. We considered 13,499 users with the appropriate HbA$_{1c}$ measurements, excluded 6046 users without diabetes, and selected 7453 users with diabetes.

**Data Analysis**

We first compared the general characteristics of continuous ($n=133$) and noncontinuous users ($n=7320$). The following characteristics were compared: age, gender proportion, *sugar* and *diabetes calendar* function use pattern, HbA$_{1c}$ measurement pattern, HbA$_{1c}$ value, DCSI score, and complication proportion. A Student $t$ test was conducted for the comparison of age, the number of HbA$_{1c}$ measurements, measurement days, and measurement days before MCMH version 2.0 start. A Wilcoxon rank-sum test was used for individual *sugar* and *diabetes calendar* function data generation, HbA$_{1c}$ measurement frequency, first HbA$_{1c}$ measurement, and DCSI score comparison. The median test was used for the individual *sugar* and *diabetes calendar* function data generation comparison. The Z test was conducted for *sugar* and *diabetes* function generation user proportion, first HbA$_{1c}$ measurement over 6.5% proportion, and...
and complications proportion comparisons. For gender proportion comparison and DCSI score distribution, a chi-square test was used.

Next, comparative analyses of HbA₁c decline, r-squared value, and standard deviation between continuous and noncontinuous users were performed. We used the Shapiro-Wilk test and D’Agostino K-squared test to determine if these data followed a normal distribution. HbA₁c decline, r-squared value, and standard deviation were compared using the Wilcoxon rank-sum test. For confounder adjustment, we used an analysis of covariance (ANCOVA) with some variables: continuous use, age, sex, first HbA₁c measurement, DCSI, sugar function data generation weeks, HbA₁c measurement in weeks before MCMH version 2.0 start, and sugar function data generation count.

Finally, the Z test was conducted for comparing the proportions of 4 groups between continuous and noncontinuous users. The 4 groups were divided by whether the first HbA₁c measurement was higher or lower than 6.5% and whether the last HbA₁c measurement was higher or lower than 6.5%. For confounder adjustment, multivariable logistic regression was used for users with the first HbA₁c measurement over 6.5%. The same variables, as used in ANCOVA, were used for logistic regression. Data analyses were conducted using Python 3.6.7, with Jupyter Notebook.

**Results**

**Overall Characteristics**

Within 29 months of operation of MCMH version 2.0, 64,932 users created an account and logged in at least once. Among these users, 7453 users were selected on the basis of the inclusion criteria of this study. Approximately 1.78% (133/7453) of these users were continuous users, and 98.22% (7320/7453) were noncontinuous users. Continuous and noncontinuous users had no statistically significant difference in the number of HbA₁c measurements and the period between the first and last HbA₁c measurements. Table 1 summarizes the results of a basic characteristic analysis between continuous and noncontinuous users. In Table 1, measure frequency refers to the number of measurements per day, measurement days refers to days between the first and last HbA₁c measurement, and measurement days before MCMH version 2.0 start refers to days between the first HbA₁c measurement and MCMH version 2.0 account generation period.

Compared with noncontinuous users, continuous users were younger (mean 53.59, SD 9.89 years vs mean 57.58, SD 11.95 years, respectively) and had a higher male proportion (110/133, 82.7% vs 4859/7320, 66.38%, respectively), which was statistically significant (both \(P<.001\)). The number of HbA₁c measurements was not significantly different. The frequency and period between the first and last measurements exhibited a significant difference between continuous and noncontinuous users (\(P=.007\) and \(P=.04\), respectively). The proportion of patients with the first HbA₁c measurement below 6.5% had no significant difference (\(P=.14\)), but continuous users had a higher first HbA₁c measurement, and this was statistically significant (\(P=.01\)). Furthermore, among continuous users, there were a higher proportion of users who generated data in the sugar function and diabetes calendar function (both \(P<.001\)). Continuous users also entered more sugar and diabetes calendar data (both \(P<.001\)). The DCSI score had no significant difference (\(P=.99\)). The proportion of complications, defined by the DCSI criteria, also showed no significant difference between continuous and noncontinuous users. Although the difference was statistically insignificant, retinopathy and cardiovascular complications had a proportional difference.

The DCSI score proportion of continuous and noncontinuous users had no significant difference in the chi-square test. This can be found in Multimedia Appendix 2. Among the 14 DCSI scores, those with zero proportion in both patient groups (scores 10, 12, and 13) were excluded in the analysis using the chi-square test, because calculation with the chi-square test is only possible when each score does not have zero proportion in any group.
Table 1. General characteristics of continuous and noncontinuous users.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Users</th>
<th>Total (N=7453)</th>
<th>P value^a</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Continuous (n=133)</td>
<td>Noncontinuous (n=7320)</td>
<td></td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>53.59 (9.89)</td>
<td>57.58 (11.95)</td>
<td>57.51 (11.92)</td>
</tr>
<tr>
<td>Sex, n (%)</td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Male</td>
<td>110 (82.7)</td>
<td>4859 (66.37)</td>
<td>4969 (66.67)</td>
</tr>
<tr>
<td>Female</td>
<td>23 (17.3)</td>
<td>2461 (33.62)</td>
<td>2484 (33.33)</td>
</tr>
<tr>
<td>Sugar function</td>
<td></td>
<td>422 (5.66)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Data generated by users, n (%)</td>
<td>133 (100.0)</td>
<td>289 (3.95)</td>
<td></td>
</tr>
<tr>
<td>Total data generated, n</td>
<td>22.350</td>
<td>1453</td>
<td>23.695</td>
</tr>
<tr>
<td>Individually generated data</td>
<td></td>
<td>133 (100.0)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>168.0 (204.0)</td>
<td>0.2 (1.8)</td>
<td>3.2 (35.1)</td>
</tr>
<tr>
<td>Median (IQR)</td>
<td>97 (43-186)</td>
<td>0 (0-0)</td>
<td>0 (0-0)</td>
</tr>
<tr>
<td>Diabetes calendar function</td>
<td></td>
<td>430 (5.77)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Data generated by users, n (%)</td>
<td>133 (100.0)</td>
<td>297 (4.06)</td>
<td></td>
</tr>
<tr>
<td>Total data generated, n</td>
<td>16.407</td>
<td>1453</td>
<td>17.860</td>
</tr>
<tr>
<td>Individually generated data</td>
<td></td>
<td>133 (100.0)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>123.4 (143.3)</td>
<td>0.2 (4.0)</td>
<td>2.4 (25.4)</td>
</tr>
<tr>
<td>Median (IQR)</td>
<td>67 (35-145)</td>
<td>0 (0-0)</td>
<td>0 (0-0)</td>
</tr>
<tr>
<td>HbA1c, mean (SD)</td>
<td></td>
<td></td>
<td>.38</td>
</tr>
<tr>
<td>Number of measurements</td>
<td>12.44 (6.90)</td>
<td>11.90 (6.82)</td>
<td>11.92 (6.82)</td>
</tr>
<tr>
<td>Measure frequency</td>
<td>0.011 (0.010)</td>
<td>0.009 (0.005)</td>
<td>0.009 (0.005)</td>
</tr>
<tr>
<td>Measurement days</td>
<td>1254 (461)</td>
<td>1336 (445)</td>
<td>1335 (446)</td>
</tr>
<tr>
<td>Measurement days before MCMH^d version 2.0 start</td>
<td>546 (348)</td>
<td>712 (377)</td>
<td>710 (377)</td>
</tr>
<tr>
<td>First HbA1c measurement ≥ 6.5%, n (%)</td>
<td>111 (83.4)</td>
<td>5716 (78.09)</td>
<td>5827 (78.18)</td>
</tr>
<tr>
<td>First HbA1c measurement, mean (SD)</td>
<td>7.86 (1.78)</td>
<td>7.51 (1.62)</td>
<td>7.51 (1.62)</td>
</tr>
<tr>
<td>DCSI^e, mean (SD)</td>
<td>1.17 (1.65)</td>
<td>1.15 (1.64)</td>
<td>1.15 (1.64)</td>
</tr>
<tr>
<td>Complications, n (%)</td>
<td></td>
<td></td>
<td>.99</td>
</tr>
<tr>
<td>Retinopathy or ophthalmic</td>
<td>31 (23.3)</td>
<td>1516 (20.71)</td>
<td>1547 (20.75)</td>
</tr>
<tr>
<td>Nephropathy</td>
<td>13 (9.8)</td>
<td>765 (10.45)</td>
<td>778 (10.44)</td>
</tr>
<tr>
<td>Neuropathy</td>
<td>23 (17.3)</td>
<td>1267 (17.31)</td>
<td>1290 (17.31)</td>
</tr>
<tr>
<td>Cerebrovascular</td>
<td>20 (15.0)</td>
<td>950 (13.00)</td>
<td>970 (13.01)</td>
</tr>
<tr>
<td>Cardiovascular</td>
<td>16 (12.0)</td>
<td>1366 (18.7)</td>
<td>1382 (18.54)</td>
</tr>
<tr>
<td>Peripheral vascular disease</td>
<td>1 (0.8)</td>
<td>59 (0.8)</td>
<td>60 (0.81)</td>
</tr>
<tr>
<td>Metabolic complications</td>
<td>1 (0.8)</td>
<td>37 (0.5)</td>
<td>38 (0.51)</td>
</tr>
</tbody>
</table>

^a Chi-square test or Z test (for categorical variables); Student t test or Wilcoxon rank-sum test (for continuous variables).

^b Statistical comparison was not conducted in total generated data of sugar and diabetes calendar function.

^c HbA1c: hemoglobin A1c.

^d MCMH: My Chart in My Hand.

^e DCSI: diabetes complications severity index.
Hemoglobin A\textsubscript{1c} Pattern Analysis According to Continuous Use

Figure 3 shows the trend of the HbA\textsubscript{1c} pattern for continuous and noncontinuous users. The HbA\textsubscript{1c}\textsubscript{decline} of continuous and noncontinuous users was also compared. The HbA\textsubscript{1c}\textsubscript{decline} (mean $-0.00533$, SD 0.0144) in continuous users was significantly steeper than that of noncontinuous users (mean $-0.00278$, SD 0.0137; $P=.02$). The SD of continuous users (mean 0.832, SD 0.574) was significantly higher than that of noncontinuous users (mean 0.719, SD 0.541; $P=.005$). However, the $r$-squared value had no statistically significant difference between continuous and noncontinuous users ($P=.40$).

When adjusting confounders that can contribute to the decline, continuous use had a statistically significant effect ($P=.047$) on making decline steeper, as seen in Table 2. In addition, age, first HbA\textsubscript{1c} measurement, DCSI, weeks of sugar function data generation, and HbA\textsubscript{1c} measurement in weeks before MCMH version 2.0 start showed statistically significant effects ($P=.004$; $P<.001$; $P=.003$; $P<.001$, respectively).

![Figure 3](image)

**Figure 3.** Hemoglobin A\textsubscript{1c} (HbA\textsubscript{1c}) patterns (decline, $r$-squared value, and SD) of continuous and noncontinuous users. The x-axis is the percentage of days past from the first HbA\textsubscript{1c} measurement compared with the period between the first and last HbA\textsubscript{1c} measurements. The dashed lines are the HbA\textsubscript{1c} decline of each patient. The slope and y-axis intercept of the continuous lines indicates the mean of slope and y-axis of patients, respectively.

### Table 2. Results of adjusting confounders with the analysis of covariance in decline comparison.

<table>
<thead>
<tr>
<th>Variables</th>
<th>$F$ test (df=1)</th>
<th>$P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Continuous users</td>
<td>3.94</td>
<td>.047</td>
</tr>
<tr>
<td>Age (years)</td>
<td>8.07</td>
<td>.004</td>
</tr>
<tr>
<td>Sex</td>
<td>0.17</td>
<td>.68</td>
</tr>
<tr>
<td>First HbA\textsubscript{1c}\textsuperscript{a} measurement</td>
<td>3054.90</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>DCSI\textsuperscript{b}</td>
<td>6.45</td>
<td>.01</td>
</tr>
<tr>
<td>Sugar function data generation (weeks)</td>
<td>8.68</td>
<td>.003</td>
</tr>
<tr>
<td>HbA\textsubscript{1c} measurement weeks before MCMH version 2.0 start</td>
<td>154.25</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Generated sugar function data count</td>
<td>0.03</td>
<td>.86</td>
</tr>
</tbody>
</table>

\textsuperscript{a}HbA\textsubscript{1c}: hemoglobin A\textsubscript{1c}.  
\textsuperscript{b}DCSI: diabetes complications severity index.

Comparison of Hemoglobin A\textsubscript{1c} Regulation With Target Level in Continuous Use

Table 3 lists the proportion with regard to HbA\textsubscript{1c} patterns. The proportion of users with the first HbA\textsubscript{1c} measurement higher than 6.5% and the last HbA\textsubscript{1c} measurement lower than 6.5% had a statistical difference ($P=.01$). Among users with the first HbA\textsubscript{1c} measurement lower than 6.5%, the proportion of patients with the last HbA\textsubscript{1c} measurement lower than 6.5% and the last HbA\textsubscript{1c} measurement higher than 6.5% had no significant difference ($P=.34$ and $P=.29$, respectively). No significant difference was found between proportions of patients with the first HbA\textsubscript{1c} measurement of 6.5% or higher and the last HbA\textsubscript{1c} measurement higher than 6.5% ($P=.41$).

Similar to the decline analysis, the result of confounder adjustment by logistic regression for users with a high first HbA\textsubscript{1c} measurement is summarized in Table 4. The continuous use of MCMH version 2.0 had a statistically significant effect in helping users move from an HbA\textsubscript{1c} measurement above 6.5% to an HbA\textsubscript{1c} measurement below 6.5% ($P=.04$). In addition, age, first HbA\textsubscript{1c} measurement, and HbA\textsubscript{1c} measurement in weeks before MCMH version 2.0 start showed statistically significant effects (all: $P<.001$).
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Table 3. Pre– and post–hemoglobin A\textsubscript{1c} management comparison by continuous use.

<table>
<thead>
<tr>
<th>HbA\textsubscript{1c}\textsuperscript{a} pattern</th>
<th>Users</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Continuous (n=133)</td>
<td>Noncontinuous (n=7320)</td>
<td></td>
</tr>
<tr>
<td>First measurement &lt;6.5%</td>
<td>Last measurement</td>
<td>P value</td>
</tr>
<tr>
<td>&lt;6.5%, n (%)</td>
<td>15 (11.3)</td>
<td>1040 (14.21)</td>
</tr>
<tr>
<td>≥6.5%, n (%)</td>
<td>7 (5.3)</td>
<td>564 (7.70)</td>
</tr>
<tr>
<td>First measurement ≥6.5%</td>
<td>Last measurement</td>
<td>P value</td>
</tr>
<tr>
<td>&lt;6.5%, n (%)</td>
<td>38 (28.6)</td>
<td>564 (7.70)</td>
</tr>
<tr>
<td>≥6.5%, n (%)</td>
<td>73 (54.9)</td>
<td>4278 (58.44)</td>
</tr>
</tbody>
</table>

\textsuperscript{a}HbA\textsubscript{1c}: hemoglobin A\textsubscript{1c}.

Table 4. The result of logistic regression against users with a high first hemoglobin A\textsubscript{1c} measurement (n=111 continuous and n=5716 noncontinuous users).

<table>
<thead>
<tr>
<th>Variables</th>
<th>Coefficient</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Constant</td>
<td>1.640</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Continuous</td>
<td>0.618</td>
<td>.04</td>
</tr>
<tr>
<td>Age (years)</td>
<td>-0.010</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Sex</td>
<td>-0.085</td>
<td>.20</td>
</tr>
<tr>
<td>First HbA\textsubscript{1c}\textsuperscript{a} measurement</td>
<td>-0.171</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>DCSI\textsuperscript{b}</td>
<td>-0.041</td>
<td>.05</td>
</tr>
<tr>
<td>Sugar function data generation (weeks)</td>
<td>-0.004</td>
<td>.23</td>
</tr>
<tr>
<td>HbA\textsubscript{1c} measurement in weeks before MCMH\textsuperscript{c} version 2.0 use start</td>
<td>-0.008</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Generated sugar function data count</td>
<td>-0.001</td>
<td>.52</td>
</tr>
</tbody>
</table>

\textsuperscript{a}HbA\textsubscript{1c}: hemoglobin A\textsubscript{1c}.

\textsuperscript{b}DCSI: diabetes complications severity index.

\textsuperscript{c}MCMH: My Chart in My Hand.

### Discussion

#### Principal Findings

For the following reasons, this study supports the use of mPHRs as an effective platform for diabetes management by integrating patient-generated health and clinical data from PHRs and EMRs, respectively. First, analyzing the characteristics of continuous users of MCMH version 2.0, male patients with a high HbA\textsubscript{1c} level seemed to use MCMH version 2.0 more continuously. Second, the continuous use of PHRs resulted in a higher decrease of HbA\textsubscript{1c} levels and enhanced the regulation of high HbA\textsubscript{1c} levels of patients to the target range. Therefore, male users with high HbA\textsubscript{1c} levels had a higher decrease in HbA\textsubscript{1c} levels and improved HbA\textsubscript{1c} regulation to the target level. By analyzing the characteristics of continuous users and their HbA\textsubscript{1c} patterns, we also suggest the use of mPHR as a diabetes care support tool enabling personalized management.

This study is unique when compared with previous studies on the basis of the following characteristics. First, we suggested the health improvement effect of mPHRs on the basis of the integration of PHRs and EMRs. In this study, we expected two benefits of integrating PHRs and EMRs. One is suggesting a different methodology for real-world data analysis and presenting additional real-world evidence, which supports previous studies. Another is ensuring a high-quality data analysis is conducted. There are many previous studies implying the advantages of PHRs and PGHD with positive conclusions of the use of mPHRs [14-17]. The results of these studies were collected on the basis of clinical trials such as nonblinded, open-label randomized controlled trials (RCTs) and cluster-randomized trial designs. As a real-world data analysis covers bias limitations in RCTs and can handle unknown factors of PHRs, the results of a real-world data analysis provide strong and necessary support to previous RCTs [25]. Moreover, the integration of EMRs gave high-quality HbA\textsubscript{1c} data and diagnosis data, which made the analysis more precise.
Second, previous studies mainly discussed about the decrease in HbA1c levels as an advantage of using PHRs. However, as the main goal of glycemic control is regulating a patient’s HbA1c level to the recommended range, we compared both HbA1c decrease and proportions of patients who initially had a high HbA1c level but their HbA1c level decreased to a low value. According to the 2015 and 2019 diabetes management guidelines from the KDA, the recommended target HbA1c level is 6.5% in patients with type 2 diabetes, and this differs from the guideline by the ADA [4,26,27]. As this study was conducted in AMC, South Korea, we used the guidelines from KDA and defined the cutoff value of the HbA1c level as 6.5%. Recent studies recommend that patients with severe diabetes mellitus should be controlled to lower than 7%, depending on the severity and complications of diabetes [28-30]. Moreover, a stable decrease in blood glucose levels is also an important task in glycemic control. We also focused on the r-squared value of the trend line and SD as an indicator of stabilized HbA1c decrease, but we could not achieve any outstanding results.

**Overall User Characteristics**

Analyzing users who had access to MCMH version 1.0 indicated that these users visited hospitals more with chronic diseases [21]. Continuous users were younger than noncontinuous users (P<.001), and there was a significant difference in sex proportion; the continuous user group had a higher male ratio (P=.001). In previous research, groups that used a PHR system had young users and a high proportion of males or generated more PGHD, especially those related to diabetes [21,22]. This is because male users aged between 51 and 70 years tend to adopt the PHR system [31]. In addition, in this study, the HbA1c level in continuous users was measured for a shorter period (P=.04) and more frequently (P=.007) than noncontinuous users. However, the number of HbA1c measurements had no significant difference between continuous and noncontinuous user groups.

In South Korea, the social health insurance program was introduced with the 1977 National Health Insurance Act. This program was thereafter progressively rolled out to the general public, and it finally achieved universal coverage in 1989. According to the National Health Insurance Act, the criteria for the method, procedure, scope, and upper limit of health care shall be prescribed by the Ministry of Health and Welfare [17]. National insurance only supports up to 6 HbA1c tests per year, in accordance with the National Health Insurance Act. First, we considered the number of HbA1c measurements as another indicator of diabetes severity. This is because well-controlled patients typically undergo HbA1c tests twice a year, whereas poorly controlled individuals undergo testing 4 times a year [32]. However, the number of measurements seems to be similar because of the policy in South Korea. Although continuous users had shorter periods (approximately 80 days) between the first and last measurements, this group took HbA1c tests more frequently. This may be because of the increase in hospital visits, along with more satisfaction and loyalty to the hospital [33]. To compare diabetes severity, the proportion of patients with an HbA1c level of 6.5% or above, a first HbA1c level measurement, and a DCSI score distribution were compared between continuous and noncontinuous groups. The two groups had no significant difference in the proportion of high HbA1c levels and DCSI distribution; however, continuous users had a higher HbA1c level (P=.01). Retinopathy patients tended to use MCMH version 2.0 more continuously, but the complication proportion also had an insignificant difference between the two groups. Except for the first HbA1c level measurement, most diabetic-related baseline characteristics appeared to have no significant difference, and the first HbA1c measurement can be adjusted as confounders in an additional analysis. By using PHR and EMR integration, the general characteristics and severity of diabetes were compared.

As the period of HbA1c measurement before MCMH version 2.0 use was shorter in the continuous group (P<.001), continuous users seemed to have an earlier MCMH version 2.0 start compared with noncontinuous users. In addition, continuous users tended to use the sugar and diabetes calendar functions more and generate more data. This was because continuous users tended to use MCMH version 2.0 functions with fewer burdens.

**Verifying the Effect of Personal Health Record Use in Hemoglobin A1c Control**

The main advantage of PHRs and PGHD is health improvement, especially in diabetes. Among the types of diabetes management, determining the change in HbA1c levels was the most effective method to verify the effectiveness of PHRs in the real world. The results of this study indicate that continuous users had a larger decline; a greater increase in HbA1c levels was observed in users who continuously used the diabetes management-related sugar function in MCMH version 2.0. As decline is the result of the trend line slope normalized to 100 days, the value itself also refers to the change in the HbA1c level. For example, HbA1c was 6.9% on January 1, 2014, and HbA1c was 6.4% on October 19, 2018, in one particular continuous user; therefore, the decline value was −0.0044, which means that this patient’s change in HbA1c level was approximately −0.44% (100 times the value of decline). Thus, the decrease in HbA1c levels in continuous users was approximately 1.9 times that in noncontinuous users. The result of ANCOVA shows that along with continuous use, other factors were also important: age, first HbA1c measurement, DCSI, duration of using the sugar function, and HbA1c measurement period before using MCMH version 2.0. Glycemic control is important for reducing both microvascular risk and emergent risk for myocardial infarction and death [34]. This indicates that the group that continuously used PHRs had health improvement with a decreasing trend of HbA1c levels.

In glycemic control, it is important to reduce not only blood glucose levels but also hypoglycemic events [35]. Traditional diabetes care includes insulin delivery using syringes, pens, or pumps [3]. Although hypoglycemic side effects can occur with multiple daily injections and continuous subcutaneous insulin injection, the invasive characteristic of such forms of care is an inevitable disadvantage [36-39]. In this study, we tried to minimize the risk of hypoglycemic events in PHR-implemented diabetes management by using stability indicators, r-squared
value and \( SD \). However, stability was not ensured. In fact, a previous study showed increased glucose stability with the use of an internet-based glucose monitoring system [40]. This indicates that patients can improve hyperglycemia and hypoglycemia management by using PHRs with a blood glucose meter through continuous glucose monitoring diabetic care.

The goal of decreasing the HbA\(_{1c}\) level is to prevent the occurrence and aggravation of diabetic complications. Although the criterion for HbA\(_{1c}\), in a diagnostic test for diabetes has been recommended by the American Association of Clinical Endocrinologists and ADA, it is an “acceptable complementary diagnostic test for diabetes in Korean patients” [28,41]. Among the many glycemic controls, the tight regulation of HbA\(_{1c}\) levels is essential for health improvement and for lowering complication risks such as diabetic retinopathy [42]. In addition, the tight glycemic control of HbA\(_{1c}\) levels to 7.0% induces a lower risk of fracture in elderly patients with diabetes [43]. When comparing the ratio of patients with HbA\(_{1c}\) levels above and below 6.5% before and after the use of MCMH version 2.0, the group that continuously used MCMH version 2.0 had a higher proportion of regulated patients; initially, the first HbA\(_{1c}\) level measurement was over 6.5%, and then it reduced to lower than 6.5%. In addition, among users with the first HbA\(_{1c}\) level measurement over 6.5%, the logistic regression results showed that regulation was associated not only with continuous use but also with age, first HbA\(_{1c}\) level measurement, and how fast MCMH version 2.0 was adapted. The data generation amount was thought to be important too, but it was statistically insignificant. Therefore, we can claim that the improvement of HbA\(_{1c}\) levels by PHR use can eventually affect diabetes management by controlling HbA\(_{1c}\) levels to 6.5% in practice.

**Limitations of This Research**

The main limitation of this study is the concern of general biases in real-world studies: selection bias, information bias, recall bias, and detection bias [44]. As this study mainly focused on analyzing real-world data, strict criteria and inevitable exclusion are necessary, leading to concerns in selection bias and detection bias. However, the criteria for the comparison group were the same, and despite including and excluding many patient criteria and comparing with the MCMH 1.0 user analysis, the study scale is almost similar [22]. The size of the continuous user groups is sometimes larger than that used in other RCT studies and had little baseline differences in diabetic severity [17]. As MCMH version 2.0 data are PGHD, continuous use can only be analyzed by its log data, which does not represent adherence to the app and can lead to information bias. On the contrary, we note that information bias that can occur in HbA\(_{1c}\) level scaling can be controlled with the integration of EMRs. This integration helped in reducing recall bias in diabetes and complication diagnosis.

Time scale is also another limitation. In RCTs, the HbA\(_{1c}\) measurement point, the app account creation point, and app use frequency can be controlled and optimized for convenient data analysis. However, in real-world data, patients have diverse points of HbA\(_{1c}\) measurement and MCMH version 2.0 starting points. Even though there were limitations with regard to missing data, inappropriate data, and ambiguous time scale standards, we used patient selection criteria to choose patients who can be analyzed and used the decline factor to monitor the HbA\(_{1c}\) level for minimizing the effect of irregular time points. The decline factor is a variable that has been coined for the purpose of this study and has an uncertain clinical rationale. However, as the decline variable also implies a decrease in HbA\(_{1c}\) levels, and the decreasing trend is being maintained, the quantitative comparison of decline between groups is meaningful. In diabetes care, lowering HbA\(_{1c}\) levels to the target level and maintaining the decreased HbA\(_{1c}\) level is the primary goal. Thus, the decline is a reasonable variable for analysis in studies with data having unspecific HbA\(_{1c}\) measurement points.

An additional limitation is that AMC is a territorial hospital, and almost all the study patients are residing in South Korea. The small size of the study population and short duration are other limitations. The low frequency of PHR data generation and short-term MCMH version 2.0 operation is not an ideal database for analyzing chronic diseases such as diabetes. A larger study size and longer study duration will provide stronger real-world evidence of the clinical meaning of PHRs.

On the basis of the proportion of continuous and noncontinuous users, further research for encouraging patients to use PHRs more continuously is essential. In this study, continuous users had better diabetes management outcomes than noncontinuous users. However, continuous users were only 1.78% (133/7453) of the study population and were only 0.20% (133/64,932) of users who started using MCMH version 2.0. Thus, studies for maintaining active PGHD-generating users and turning noncontinuous users into continuous users are necessary. Finding out whether giving health-related advice on the basis of the MCMH version 2.0 encourages patients to use a PHR app for changing app use patterns needs to be studied to prevent usability issues [45]. Furthermore, for personalized PHR advice, if larger and better quality of data is provided, the glycemic control outcome analysis by treatment is important. Further studies in diverse territories and a deeper analysis of MCMH version 2.0 should be performed to prove the effectiveness of PHRs as a diabetes management tool in decreasing HbA\(_{1c}\) levels.

**Conclusions**

By integrating and analyzing patient- and clinically generated data, the continuous use of PHRs improves diabetes management outcomes. A greater decrease in HbA\(_{1c}\) levels was observed in continuous users, and HbA\(_{1c}\) levels were regulated to the target level in continuous users compared with noncontinuous users. Previous clinical trials and the results of this study proved that PHRs are effective in managing diabetes. However, further evaluation of the effectiveness of PHRs in various diseases and studies for adherence to PHRs are needed. A larger study population and longer duration will be necessary for the accurate analysis of the clinical rationale of PHRs on chronic diseases.
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Abstract

Background: Using big data and the theory of cumulative deficits to develop the multimorbidity frailty index (mFI) has become a widely accepted approach in public health and health care services. However, constructing the mFI using the most critical determinants and stratifying different risk groups with dose-response relationships remain major challenges in clinical practice.

Objective: This study aimed to develop the mFI by using machine learning methods that select variables based on the optimal fitness of the model. In addition, we aimed to further establish 4 entities of risk using a machine learning approach that would achieve the best distinction between groups and demonstrate the dose-response relationship.

Methods: In this study, we used Taiwan’s National Health Insurance Research Database to develop a machine learning multimorbidity frailty index (ML-mFI) using the theory of cumulative diseases/deficits of an individual older person. Compared to the conventional mFI, in which the selection of diseases/deficits is based on expert opinion, we adopted the random forest method to select the most influential diseases/deficits that predict adverse outcomes for older people. To ensure that the survival curves showed a dose-response relationship with overlap during the follow-up, we developed the distance index and coverage index, which can be used at any time point to classify the ML-mFI of all subjects into the categories of fit, mild frailty, moderate frailty, and severe frailty. Survival analysis was conducted to evaluate the ability of the ML-mFI to predict adverse outcomes, such as unplanned hospitalizations, intensive care unit (ICU) admissions, and mortality.

Results: The final ML-mFI model contained 38 diseases/deficits. Compared with conventional mFI, both indices had similar distribution patterns by age and sex; however, among people aged 65 to 69 years, the mean mFI and ML-mFI were 0.037 (SD 0.048) and 0.0070 (SD 0.0254), respectively. The difference may result from discrepancies in the diseases/deficits selected in the mFI and the ML-mFI. A total of 86,133 subjects aged 65 to 100 years were included in this study and were categorized into 4 groups according to the ML-mFI. Both the Kaplan-Meier survival curves and Cox models showed that the ML-mFI significantly predicted all outcomes of interest, including all-cause mortality, unplanned hospitalizations, and all-cause ICU admissions at 1, 5, and 8 years of follow-up (\(P<.01\)). In particular, a dose-response relationship was revealed between the 4 ML-mFI groups and adverse outcomes.
Introduction

Population aging is a global phenomenon that poses various challenges to societies [1]. The health characteristics of older people and their health care service utilization differ greatly from those of younger adults [2], and frailty plays a pivotal role in the health of older people [3-5]. Frailty has been widely accepted as a geriatric syndrome that substantially increases the complexity of diseases and the burden of care [3-5]. In addition, frailty is recognized as an intermediate state between healthy and unhealthy states, and the potential reversibility of its nature highlights the importance of considering frailty when aiming to maintain the health of older people [6]. Moreover, frailty involves the coexistence of multiple comorbid conditions, such as polypharmacy, depression, cognitive impairment, falls, and malnutrition [7]. Therefore, the early identification of frailty and appropriate intervention remain the core of health care services for older people.

Despite the clinical significance of frailty, conceptual and operational definitions of frailty are inconsistent across studies [8]. Currently, the two most widely accepted approaches include the phenotypic approach for physical frailty and the frailty index based on the theory of cumulative deficits [9]. Although the definitions of frailty provided by the two approaches overlapped to some extent, the major discrepancy is in the frailty index, such that physically prefrail subjects demonstrated a wide range on the frailty index. Nevertheless, both definitions remain the most widely accepted [10]. The theory of cumulative deficits proposed that aging may be characterized by the presence of cumulative deficits in various domains of health (eg, multimorbidity, functional assessment, and psychosocial perspectives) [9]. With a sufficient number of variables, the individual component of the frailty index was considered the same weight to constitute the frailty index. Researchers applied the theory of cumulative deficits to various data sets and validated the ability of the frailty index (FI) to predict adverse clinical outcomes [4,9]. Internationally, documented health care services data sets have been widely used to develop the FI for the prediction of health outcomes, and studies from different countries have all shown optimal results [5,11,12]. In the United Kingdom, researchers developed the electronic FI (eFI) using electronic medical records, which significantly predicted the mortality of older people [13,14]. Using similar principles, we developed the multimorbidity FI (mFI) using Taiwan’s National Health Insurance data set and significantly predicted mortality, hospitalizations, and admissions to critical care units [4]. However, it is always challenging to use data sets with large study samples and many variables to select appropriate variables to construct an FI and to optimally categorize the FI into risk classes. Both eFI and mFI adopted expert recommendations in the selection of variables, and the eFI and mFI were then categorized into quartiles for group comparisons, which is a widely accepted approach. Nonetheless, selecting variables based on expert recommendations may result in a failure to recognize previously unidentified associations. In addition, the quartile approach for risk group categorization may successfully be used to construct the prediction model, but the intergroup comparisons in survival analysis may overlap and fail to establish a clear distinction.

Therefore, this study aimed to develop the mFI by using machine learning methods that select variables based on the best fitness of the model. Furthermore, we aim to further establish 4 entities of risk using a machine learning approach and ensure the dose-response relationship and the best distinction between groups.

Methods

Study Design and Participants

This is a retrospective cohort study using data from Taiwan’s National Health Insurance Research Database (NHIRD). Details about the NHIRD have been published [15]. Briefly, the NHIRD is a nationwide database composed of outpatient and inpatient claims, and it covers more than 99% of Taiwan’s population. The data are checked for quality and maintained by the Data Science Centre of the Ministry of Health and Welfare of Taiwan. We used a subset of the NHIRD, which contains claims data for one million randomly selected beneficiaries from the Registry of Beneficiaries of the NHIRD in 2005. The study cohort consisted of 86,133 older adults aged 65 to 100 years who had full National Health Insurance (NHI) coverage from January 1, 2005, to December 31, 2005. Claims data from 2005 to 2013 for the one million beneficiaries was extracted to compose a 9-year (2005-2013) panel of claims for analysis. The study protocol was approved by the Research Ethics Committee of the National Taiwan University Hospital (NTUH-REC-201403069W).

Construction of the Machine Learning–Based Multimorbidity Frailty Index

The mFI was constructed following standard procedures [16], and this method has been validated in the Taiwanese population [4,5]. Disease diagnoses (International Classification of Diseases, Ninth Revision, Clinical Modification [ICD-9-CM]) from outpatient and inpatient claims of the NHIRD between January 1 and December 31, 2005, were used to identify accumulated deficits to construct mFI. We adopted an algorithm widely used in studies using NHIRD as the data source to validate the diagnostic codes of the specified deficits within...
NHIRD; that is, only those who had at least 3 outpatient claim records or 1 inpatient claim record for that specified diagnosis code were considered to have the specified deficit. For example, an older adult must have at least 3 outpatient claim records or 1 inpatient claim record of diabetes mellitus [ICD-9-CM: 250] to be defined as having a deficit based on our definition.

A random forest method, with significant improvements in classification accuracy that resulted from growing an ensemble of trees and letting them vote for the most popular class, was adopted [17]. The variable importance of the random forest uses mean decrease accuracy to determine the specific conditions of machine learning–based multimorbidity frailty index (ML-mFI). The adequate constructive number of ML-mFI was 38 conditions, when the model accuracy reached the highest level, 0.602 (Figure 1 and Multimedia Appendix 1). The ML-mFI was calculated as the number of conditions a person encountered in a year out of the 38 selected ones.

**Figure 1.** Numbers of diseases versus random forest model accuracy to determine an adequate number of frailty indexes.

---

**Determination of Frailty Status by ML-mFI**

All subjects were further categorized into 4 entities (fit, mild frailty, moderate frailty, and severe frailty) based on their risk status; this categorization was used by a previous study [4]. The fundamental rules for risk stratification included the following: (1) the individual risk groups were significantly different from each other, and (2) the health risk of these groups showed a dose-response relationship (ie, those in the severe frailty group had a higher risk than those in the moderate frailty group, who had a higher risk than those in the mild frailty group, and so on, at any follow-up time point after the first year). To achieve this purpose, we developed two indices, the distance index and the coverage index, which ensured the distinction and dose-response relationship of all survival curves.

The distance index measured the distance between each survival curve and the stability of those distances within groups. At any time point, the distance index was defined as $D$.

Therefore, the distances within groups are wider and more stable when the distance index is larger (Multimedia Appendix 2). Conversely, the coverage index aimed to evaluate the length of the confidence interval for each survival curve. The total length of the confidence intervals indicated the overall estimated error in the grouping method. In Multimedia Appendix 3, the coverage index was defined as $L_{\text{total}}$ at any individual time point, where $L_{\text{total}}$ measured the difference in the estimated survival probability between the fit group and the severe frailty group, and $L_{\text{error}}$ measured the total estimated errors within the 4 groups. When the coverage index is smaller, the estimated error within groups is smaller. With the application of both the distance index and the coverage index, the levels of frailty were successfully categorized into 4 groups by values of ML-mFI: fit was indicated by $0 \leq \text{ML-mFI} < 0.026$; mild frailty was $0.026 \leq \text{ML-mFI} < 0.105$; moderate frailty was $0.105 \leq \text{ML-mFI} < 0.157$; and severe frailty was $0.157 \leq \text{ML-mFI}$.

In the survival analysis, the grouping strategy successfully categorized all subjects into 4 groups with significant distinction during the follow-up period. In other words, there were no overlaps between the survival curves and the dose-response relationship between groups was clearly shown.

**Outcomes of Interest**

The outcomes of interest in this study include all-cause mortality, unplanned hospitalizations, and intensive care unit (ICU) admissions. The date of mortality was identified as the date of disenrollment from the NHIRD, which has been
validated in a previous study [4]. Unplanned hospitalizations were any unexpected hospitalizations after an emergency department visit. ICU admissions were any hospital admissions with the use of ICU services. All study subjects were continuously followed from January 1, 2006, to the occurrence of each outcome or the end of 2013, whichever came first. For the outcomes of unplanned hospitalizations and ICU admissions, subjects were censored at death if it occurred first. Preplanned analyses were conducted to evaluate the effectiveness of ML-mFI in predicting outcomes at 1, 5, and 8 years.

**Statistical Analysis**

Numerical variables were expressed as the mean (SD), and categorical variables were expressed as a number or percentage. A random forest method not only determined the number of disease items comprising ML-mFI but also identified potential conditions of ML-mFI with prediction accuracy and variable importance. The distance index and coverage index with min-max and max-min criteria were used to determine cut points and categorize the frailty group by ML-mFI automatically. The Kaplan-Meier survival curve with the log-rank test was used to examine the association between categories of ML-mFI (fit, mild frailty, moderate frailty, and severe frailty) and 8-year mortality and hospitalizations. Cox proportional hazard models were used to estimate the hazard ratios (HRs) and 95% CIs for mortality and hospitalizations at 1, 5, and 8 years after the building and variable importance to predict the outcome occurrence and comprise ML-mFI, respectively.

**Results**

**Construction of ML-mFI**

The final ML-mFI with the highest model accuracy (0.6022061) contained 38 conditions (Multimedia Appendix 1). Details of convergences and divergences of composing conditions among ML-mFI and mFI are shown in Multimedia Appendix 4. Table 1 compares the ML-mFI group and traditional mFI by age and sex. There were two similar distribution patterns on mFI and ML-mFI. ML-mFI increased with age, but reached a plateau at age 80 years and older. Both indices were higher in males, which is compatible with the shorter life expectancy of men in Taiwan. However, the mFI was calculated based on 32 selected conditions a person may have in a year, while the ML-mFI was calculated based on 38 selected conditions a person may have in a year; thus, the actual numbers on the mFI and ML-mFI were very different. Among people aged 65 to 69 years, the mean mFI and ML-mFI were 0.037 (SD 0.048) and 0.0070 (SD 0.0254), respectively. The difference may result from discrepancies in the conditions selected on the mFI and the ML-mFI. For example, some conditions were selected only on the ML-mFI but not on the mFI (eg, ICD-9-CM: 250 [diabetes mellitus] and, vice versa, ICD-9-CM: 374 [entropion]). These discrepancies have been shown in Multimedia Appendix 1.

**Table 1. Comparisons of mFI and ML-mFI by age and sex.**

<table>
<thead>
<tr>
<th>Age (years)</th>
<th>All subjects (N=86,133)</th>
<th>Male (n=42,914)</th>
<th>Female (n=43,219)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>mFI, mean (SD)</td>
<td>ML-mFI, mean (SD)</td>
<td>mFI, mean (SD)</td>
</tr>
<tr>
<td>65-69 (n=28,480)</td>
<td>0.037 (0.048)</td>
<td>0.0070 (0.0254)</td>
<td>0.038 (0.049)</td>
</tr>
<tr>
<td>70-74 (n=23,700)</td>
<td>0.050 (0.056)</td>
<td>0.0106 (0.0322)</td>
<td>0.053 (0.060)</td>
</tr>
<tr>
<td>75-79 (n=18,765)</td>
<td>0.062 (0.065)</td>
<td>0.0150 (0.0400)</td>
<td>0.067 (0.070)</td>
</tr>
<tr>
<td>80-84 (n=9934)</td>
<td>0.070 (0.071)</td>
<td>0.0201 (0.0473)</td>
<td>0.076 (0.075)</td>
</tr>
<tr>
<td>85+ (n=5254)</td>
<td>0.070 (0.074)</td>
<td>0.0234 (0.0505)</td>
<td>0.077 (0.080)</td>
</tr>
<tr>
<td>Total (N=86,133)</td>
<td>0.052 (0.060)</td>
<td>0.0122 (0.0359)</td>
<td>0.056 (0.064)</td>
</tr>
</tbody>
</table>

aMFI: multimorbidity frailty index.

ML-mFI: machine learning multimorbidity frailty index.

**Survival Analysis**

Overall, 86,133 subjects aged 65 to 100 years were included in this study. With a mean follow-up of 6.57 (SD 2.37) years, 30,136 deaths (34.99%) occurred among the study cohort during the study period. Figure 2 summarizes the results of the Kaplan-Meier survival curves estimating 4 levels of ML-mFI on all-cause mortality, unplanned hospitalization, and ICU admission, and shows that ML-mFI significantly predicted all these outcomes of interest.
Figure 2. The 8-year Kaplan-Meier survival curve for the outcome of (A) all-cause mortality, (B) unplanned hospitalizations, and (C) intensive care unit admissions for different frailty categories.
Table 2. Hazard ratios of all-cause mortality, unplanned hospitalizations, and intensive care unit admissions for the ML-mFI and the mFI at the 1-, 5- and 8-year follow-up periods.\(^{a,b,c}\) All values are given as hazard ratio (95% CI).

<table>
<thead>
<tr>
<th>Adverse outcomes at follow-up periods</th>
<th>Mild frailty</th>
<th>ML-mFI (n=14,244)</th>
<th>Moderate frailty</th>
<th>ML-mFI (n=25,222)</th>
<th>Severe frailty</th>
<th>ML-mFI (n=24,988)</th>
<th>ML-mFI (n=14,888)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1-year all-cause mortality HR(^d)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unadjusted</td>
<td>2.21 (2.04-2.39)</td>
<td>3.66 (3.38-3.97)</td>
<td>4.09 (3.72-4.50)</td>
<td>8.81 (8.00-9.71)</td>
<td>7.52 (6.81-8.30)</td>
<td>16.62 (15.08-18.32)</td>
<td></td>
</tr>
<tr>
<td>Adjusted</td>
<td>1.86 (1.71-2.01)</td>
<td>3.13 (2.89-3.39)</td>
<td>3.08 (2.80-3.39)</td>
<td>6.79 (6.15-7.49)</td>
<td>4.97 (4.49-5.50)</td>
<td>11.40 (10.32-12.59)</td>
<td></td>
</tr>
<tr>
<td>5-year all-cause mortality HR</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unadjusted</td>
<td>1.76 (1.70-1.82)</td>
<td>2.57 (2.48-2.67)</td>
<td>2.85 (2.72-2.99)</td>
<td>5.27 (5.00-5.55)</td>
<td>5.00 (4.74-5.28)</td>
<td>9.02 (8.49-9.58)</td>
<td></td>
</tr>
<tr>
<td>Adjusted</td>
<td>1.46 (1.41-1.52)</td>
<td>2.19 (2.11-2.27)</td>
<td>2.14 (2.04-2.25)</td>
<td>4.04 (3.83-4.26)</td>
<td>3.28 (3.11-3.46)</td>
<td>6.15 (5.79-6.54)</td>
<td></td>
</tr>
<tr>
<td>8-year all-cause mortality HR</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unadjusted</td>
<td>1.69 (1.64-1.74)</td>
<td>2.32 (2.25-2.39)</td>
<td>2.65 (2.55-2.76)</td>
<td>4.72 (4.54-4.94)</td>
<td>4.50 (4.29-4.71)</td>
<td>8.05 (7.61-8.51)</td>
<td></td>
</tr>
<tr>
<td>Adjusted</td>
<td>1.41 (1.37-1.45)</td>
<td>1.99 (1.93-2.05)</td>
<td>2.01 (1.93-2.09)</td>
<td>3.70 (3.53-3.88)</td>
<td>2.98 (2.84-3.12)</td>
<td>5.52 (5.22-5.84)</td>
<td></td>
</tr>
<tr>
<td>1-year unplanned hospitalization HR</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unadjusted</td>
<td>2.08 (1.97-2.20)</td>
<td>2.86 (2.70-3.02)</td>
<td>3.30 (3.07-3.54)</td>
<td>5.21 (4.82-5.64)</td>
<td>5.29 (4.88-5.73)</td>
<td>7.65 (6.99-8.38)</td>
<td></td>
</tr>
<tr>
<td>Adjusted</td>
<td>1.91 (1.80-2.01)</td>
<td>2.63 (2.49-2.79)</td>
<td>2.85 (2.65-3.06)</td>
<td>4.53 (4.18-4.90)</td>
<td>4.28 (3.94-4.64)</td>
<td>6.20 (5.66-6.80)</td>
<td></td>
</tr>
<tr>
<td>5-year unplanned hospitalization HR</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unadjusted</td>
<td>1.78 (1.73-1.83)</td>
<td>2.28 (2.21-2.36)</td>
<td>2.51 (2.40-2.62)</td>
<td>3.79 (3.59-4.00)</td>
<td>3.85 (3.65-4.06)</td>
<td>5.43 (5.07-5.83)</td>
<td></td>
</tr>
<tr>
<td>Adjusted</td>
<td>1.61 (1.57-1.66)</td>
<td>2.09 (2.02-2.16)</td>
<td>2.14 (2.05-2.24)</td>
<td>3.23 (3.06-3.41)</td>
<td>3.05 (2.89-3.23)</td>
<td>4.33 (4.04-4.65)</td>
<td></td>
</tr>
<tr>
<td>8-year unplanned hospitalization HR</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unadjusted</td>
<td>1.67 (1.63-1.71)</td>
<td>2.11 (2.05-2.17)</td>
<td>2.32 (2.24-2.41)</td>
<td>3.53 (3.36-3.71)</td>
<td>3.53 (3.36-3.71)</td>
<td>5.03 (4.69-5.38)</td>
<td></td>
</tr>
<tr>
<td>Adjusted</td>
<td>1.51 (1.48-1.55)</td>
<td>1.93 (1.87-1.99)</td>
<td>1.98 (1.91-2.06)</td>
<td>3.01 (2.86-3.17)</td>
<td>2.79 (2.65-2.94)</td>
<td>3.98 (3.72-4.27)</td>
<td></td>
</tr>
<tr>
<td>1-year intensive care unit admission HR</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unadjusted</td>
<td>2.34 (2.18-2.52)</td>
<td>3.23 (3.00-3.48)</td>
<td>4.32 (3.95-4.72)</td>
<td>6.70 (6.08-7.38)</td>
<td>7.04 (6.38-7.76)</td>
<td>12.16 (10.98-13.46)</td>
<td></td>
</tr>
<tr>
<td>Adjusted</td>
<td>2.09 (1.94-2.25)</td>
<td>2.91 (2.70-3.13)</td>
<td>3.59 (3.28-3.92)</td>
<td>5.64 (5.11-6.23)</td>
<td>5.35 (4.84-5.91)</td>
<td>9.41 (8.49-10.44)</td>
<td></td>
</tr>
<tr>
<td>5-year intensive care unit admission HR</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unadjusted</td>
<td>1.86 (1.79-1.93)</td>
<td>2.39 (2.30-2.48)</td>
<td>2.92 (2.78-3.07)</td>
<td>4.75 (4.48-5.04)</td>
<td>4.84 (4.56-5.14)</td>
<td>7.84 (7.30-8.42)</td>
<td></td>
</tr>
<tr>
<td>Adjusted</td>
<td>1.64 (1.58-1.70)</td>
<td>2.14 (2.06-2.23)</td>
<td>2.42 (2.30-2.54)</td>
<td>3.96 (3.74-4.21)</td>
<td>3.65 (3.43-3.87)</td>
<td>6.00 (5.58-6.44)</td>
<td></td>
</tr>
<tr>
<td>8-year intensive care unit admission HR</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unadjusted</td>
<td>1.74 (1.69-1.79)</td>
<td>2.20 (2.12-2.28)</td>
<td>2.69 (2.58-2.81)</td>
<td>4.35 (4.12-4.59)</td>
<td>4.28 (4.05-4.52)</td>
<td>7.10 (6.63-7.60)</td>
<td></td>
</tr>
<tr>
<td>Adjusted</td>
<td>1.54 (1.49-1.59)</td>
<td>1.98 (1.92-2.05)</td>
<td>2.23 (2.14-2.34)</td>
<td>3.68 (3.49-3.89)</td>
<td>3.24 (3.06-3.42)</td>
<td>5.46 (5.10-5.85)</td>
<td></td>
</tr>
</tbody>
</table>

\(^a\)For all outcomes, the comparator is the study subjects in the fit categories (n=64,650). All data were adjusted for age and gender.

\(^b\)ML-mFI: machine learning multimorbidity frailty index.

\(^c\)mFI: multimorbidity frailty index.

\(^d\)HR: hazard ratio.

For unplanned hospitalizations, those who were categorized as severely frail by the mFI or the ML-mFI were associated with 4.28-fold (adjusted HR 4.28, 95% CI 3.94-4.64) and 6.20-fold (adjusted HR 6.20, 95% CI 5.66-6.80) increases in 1-year unplanned hospitalizations, respectively. Similar patterns were observed for 5-year and 8-year all-cause unplanned hospitalizations.

For ICU admissions, those who were categorized as severely frail by the mFI or the ML-mFI were associated with 4.28-fold (adjusted HR 5.35, 95% CI 4.84-5.91) and 9.41-fold (adjusted HR 9.41, 95% CI 8.49-10.44) increases in 1-year ICU admissions, respectively. Similar patterns were observed for 5-year and 8-year all-cause ICU admissions.

Sex-specific analysis showed that both indices were higher in men than in women for various outcomes and follow-up periods (Tables 3 and 4 for males and females, respectively). For example, men in the severe frailty group (as defined by the ML-mFI) were associated with a 12.64-fold increased risk of 1-year mortality, while women in the severe frailty group (as defined by the mFI) were associated with a 10.37-fold increased risk of 1-year mortality.
### Table 3. Male hazard ratios of all-cause mortality, unplanned hospitalization, and intensive care unit admission for ML-mFI and mFI among 1-, 5-, and 8-year follow-up periods. \(^a, b, c\)

<table>
<thead>
<tr>
<th>Adverse outcome and follow-up period</th>
<th>Mild frailty mFI (n=14,244)</th>
<th>ML-mFI (n=9,366)</th>
<th>Moderate frailty mFI (n=4,741)</th>
<th>ML-mFI (n=2,522)</th>
<th>Severe frailty mFI (n=2,498)</th>
<th>ML-mFI (n=14,888)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>All-cause mortality</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1-year</td>
<td>1.83 (1.65-2.04)</td>
<td>3.71 (3.37-4.09)</td>
<td>2.70 (2.37-3.07)</td>
<td>7.67 (6.76-8.69)</td>
<td>4.84 (4.26-5.49)</td>
<td>12.64 (11.20-14.27)</td>
</tr>
<tr>
<td>5-year</td>
<td>1.41 (1.35-1.48)</td>
<td>2.53 (2.42-2.65)</td>
<td>1.93 (1.82-2.06)</td>
<td>4.60 (4.29-4.93)</td>
<td>3.07 (2.86-3.28)</td>
<td>6.92 (6.40-7.48)</td>
</tr>
<tr>
<td>8-year</td>
<td>1.35 (1.30-1.41)</td>
<td>2.29 (2.21-2.38)</td>
<td>1.85 (1.75-1.95)</td>
<td>4.19 (3.94-4.47)</td>
<td>2.77 (2.61-2.94)</td>
<td>6.27 (5.83-6.74)</td>
</tr>
<tr>
<td><strong>Unplanned hospitalization</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1-year</td>
<td>1.87 (1.73-2.01)</td>
<td>2.83 (2.64-3.04)</td>
<td>2.73 (2.48-3.00)</td>
<td>4.90 (4.41-5.45)</td>
<td>4.24 (3.83-4.71)</td>
<td>6.34 (5.63-7.14)</td>
</tr>
<tr>
<td>5-year</td>
<td>1.58 (1.51-1.64)</td>
<td>2.25 (2.16-2.35)</td>
<td>2.05 (1.93-2.17)</td>
<td>3.49 (3.25-3.76)</td>
<td>3.00 (2.80-3.21)</td>
<td>4.59 (4.19-5.03)</td>
</tr>
<tr>
<td>8-year</td>
<td>1.48 (1.43-1.53)</td>
<td>2.07 (1.99-2.15)</td>
<td>1.91 (1.81-2.01)</td>
<td>3.30 (3.08-3.54)</td>
<td>2.76 (2.59-2.95)</td>
<td>4.29 (3.92-4.69)</td>
</tr>
<tr>
<td><strong>Intensive care unit admission</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1-year</td>
<td>2.02 (1.83-2.23)</td>
<td>3.35 (3.06-3.67)</td>
<td>3.28 (2.91-3.69)</td>
<td>5.91 (5.18-6.74)</td>
<td>4.85 (4.27-5.51)</td>
<td>9.50 (8.31-10.86)</td>
</tr>
<tr>
<td>5-year</td>
<td>1.58 (1.50-1.66)</td>
<td>2.42 (2.31-2.55)</td>
<td>2.24 (2.10-2.40)</td>
<td>4.33 (4.00-4.69)</td>
<td>3.39 (3.15-3.66)</td>
<td>6.28 (5.72-6.89)</td>
</tr>
<tr>
<td>8-year</td>
<td>1.48 (1.42-1.54)</td>
<td>2.22 (2.13-2.32)</td>
<td>2.05 (1.94-2.18)</td>
<td>4.04 (3.75-4.35)</td>
<td>2.99 (2.79-3.21)</td>
<td>5.80 (5.30-6.35)</td>
</tr>
</tbody>
</table>

\(^a\)For all outcomes, the comparator is subjects in fit categories (n=64,650). All data were adjusted for age and gender.  
\(^b\)ML-mFI: machine learning multimorbidity frailty index.  
\(^c\)mFI: multimorbidity frailty index.

### Table 4. Female hazard ratios of all-cause mortality, unplanned hospitalization, and intensive care unit admission for ML-mFI and mFI among 1-, 5-, and 8-year follow-up periods. \(^a, b, c\)

<table>
<thead>
<tr>
<th>Adverse outcome and follow-up period</th>
<th>Mild frailty mFI (n=14,244)</th>
<th>ML-mFI (n=9,366)</th>
<th>Moderate frailty mFI (n=4,741)</th>
<th>ML-mFI (n=2,522)</th>
<th>Severe frailty mFI (n=2,498)</th>
<th>ML-mFI (n=14,888)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>All-cause mortality</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1-year</td>
<td>1.88 (1.66-2.13)</td>
<td>2.56 (2.28-2.87)</td>
<td>3.73 (3.22-4.32)</td>
<td>5.95 (5.19-6.82)</td>
<td>5.29 (4.46-6.27)</td>
<td>10.37 (8.97-12.00)</td>
</tr>
<tr>
<td>5-year</td>
<td>1.54 (1.46-1.62)</td>
<td>1.87 (1.77-1.97)</td>
<td>2.52 (2.34-2.71)</td>
<td>3.51 (3.25-3.78)</td>
<td>3.79 (3.46-4.15)</td>
<td>5.52 (5.04-6.05)</td>
</tr>
<tr>
<td>8-year</td>
<td>1.48 (1.42-1.55)</td>
<td>1.72 (1.65-1.80)</td>
<td>2.31 (2.17-2.46)</td>
<td>3.24 (3.04-3.46)</td>
<td>3.48 (3.22-3.76)</td>
<td>4.89 (4.49-5.32)</td>
</tr>
<tr>
<td><strong>Unplanned hospitalization</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1-year</td>
<td>1.95 (1.80-2.11)</td>
<td>2.45 (2.26-2.65)</td>
<td>3.03 (2.72-3.38)</td>
<td>4.17 (3.72-4.66)</td>
<td>4.36 (3.81-4.98)</td>
<td>6.19 (5.40-7.09)</td>
</tr>
<tr>
<td>5-year</td>
<td>1.66 (1.59-1.73)</td>
<td>1.94 (1.86-2.03)</td>
<td>2.28 (2.14-2.44)</td>
<td>2.98 (2.77-3.21)</td>
<td>3.16 (2.89-3.46)</td>
<td>4.12 (3.71-4.58)</td>
</tr>
<tr>
<td>8-year</td>
<td>1.56 (1.50-1.62)</td>
<td>1.81 (1.74-1.88)</td>
<td>2.10 (1.98-2.22)</td>
<td>2.74 (2.55-2.94)</td>
<td>2.85 (2.62-3.11)</td>
<td>3.71 (3.34-4.12)</td>
</tr>
<tr>
<td><strong>Intensive care unit admission</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1-year</td>
<td>2.18 (1.95-2.44)</td>
<td>2.48 (2.22-2.76)</td>
<td>4.09 (3.56-4.70)</td>
<td>5.39 (4.71-6.16)</td>
<td>6.44 (5.49-7.55)</td>
<td>9.73 (8.40-11.27)</td>
</tr>
<tr>
<td>5-year</td>
<td>1.73 (1.64-1.82)</td>
<td>1.88 (1.77-1.99)</td>
<td>2.70 (2.50-2.91)</td>
<td>3.62 (3.33-3.93)</td>
<td>4.21 (3.82-4.65)</td>
<td>5.89 (5.29-6.56)</td>
</tr>
<tr>
<td>8-year</td>
<td>1.62 (1.55-1.70)</td>
<td>1.77 (1.69-1.86)</td>
<td>2.54 (2.37-2.71)</td>
<td>3.34 (3.10-3.61)</td>
<td>3.79 (3.47-4.15)</td>
<td>5.27 (4.76-5.85)</td>
</tr>
</tbody>
</table>

\(^a\)For all outcomes, the comparator is subjects in fit categories (n=64,650). All data were adjusted for age and gender.  
\(^b\)ML-mFI: machine learning multimorbidity frailty index.  
\(^c\)mFI: multimorbidity frailty index.

**Discussion**

In this study, we successfully used a machine learning approach to define ML-mFI. Specifically, we selected disease/deficit items by the random forest method and ranked the importance of each individual disease accordingly. The selection of these diseases/deficits items to construct ML-mFI was driven solely by data, while the conventional mFI included disease/deficit items based on expert recommendations. Moreover, the combined use of the distance index and coverage index successfully distinguished 4 groups with dose-response risks of adverse outcomes. In epidemiological studies, researchers have often encountered similar challenges in selecting appropriate variables for analysis and optimally categorizing...
Although a data-driven approach may usually establish a prediction model with better accuracy, it is difficult to implement intervention programs for the observed phenomenon. Applying the theory of cumulative deficits, a large number of variables may be used to construct the prediction model, but it becomes challenging to further utilize the prediction model with a large number of variables. Therefore, researchers have attempted to reduce the number of variables while maintaining optimal prediction accuracy. Our previous study used factor analysis to reduce the 125 selected variables into 35 factors to improve the clinical application [5]. However, the machine learning approach in this study may play a similar role in reducing the selected number of variables and optimizing prediction accuracy. The main strength of this study was to demonstrate the methodological advance of processing a large data set to select appropriate variables to construct a prediction model and to ensure the distinction of different risk groups with dose-response relationships. This methodological advance may facilitate public health or social sciences research, or interdisciplinary research that uses a large data set with a wide array of data characteristics. In particular, the distance index and coverage index would be of great importance for future research to categorize the results of continuous variables into distinct entities with different health risks. Avoiding the overlap of the survival curves of different risk groups by using the distance index and coverage index is important to strengthen the observed phenomenon and the risk group classification.

Therefore, this ML-mFI demonstrated an automatic approach to predict adverse outcomes in older people, and it can be applied to different populations in different countries. Using the same approach, different diseases can be selected to construct the new ML-mFI in another population to predict adverse outcomes in the corresponding population. For example, we further stratified our study population into 3 subcohorts, including those aged 65 to 75 years, 76 to 85 years, and 85 years and older, and we constructed three kinds of ML-mFI for each age group according to the same automatic machine learning approach and model selection criteria. We found that the total deficit number and composing deficits on the ML-mFI, as well as the cutoff points of different frailty statuses, are quite different in distinct age groups. For example, the total deficit numbers on the ML-mFI were 59, 47, and 39 for those who were aged 65 to 75 years, 76 to 85 years, and 85 years and older, respectively. In addition, the composing deficits were different, as displayed in Multimedia Appendix 5. Although the composing deficits of the ML-mFI are different in distinct age groups, all of these ML-mFI can successfully predict all-cause mortality (C index>0.6). These findings are inspiring because they indicate that the same machine learning approach can be used to construct one’s own ML-mFI to fulfill this purpose. Individual diseases may have different clinical impacts in different countries due to diagnosis, treatment, and quality of care. Therefore, the results of this study can be applied to different countries and populations using the same approach to construct their own ML-mFI to meet their needs.

Therefore, our ML-mFI could have clinical implications in public health or in health care administration. For example, in large long-term care facilities management, the administration needs to optimize the admission waiting list through the

The FI developed by Rockwood et al [18] hypothesized that cumulative deficits in various health domains may represent the process of biological aging, and this FI has been widely validated to predict adverse health events and mortality in different countries [5,11,12]. In theory, an FI may consist of as many variables as possible, so there are no issues regarding variable selection. However, to meet the needs of the busy clinical environment, the mFI is derived from the concept of the FI; a selection of age-related chronic conditions were the key variables used to construct the prediction model. Existing studies have shown that these previously developed mFIs can significantly predict the mortality of older adults [13,14]. However, to maximize the effectiveness of the prediction model, using a data-driven approach to construct the ML-mFI may provide better prediction accuracy. Moreover, in the survival analysis, the dose-response relationship is usually expected when grouping continuous measurements into distinct risk groups in association with outcomes. However, the distinction between individual groups from the continuous measurements is not always statistically significant even though the whole model reached statistical significance. For example, in one Taiwanese study, the developed FI was found to predict the adverse outcomes of older adults, which was in line with most related studies [5]. However, in that study, different risk groups that were categorized based on FI tertiles resulted in overlapping survival curves of the intermediate- and high-risk groups; it failed to achieve the stratification of risk groups. The combined use of the distance index and coverage index developed in this study engenders the ability to address the overlapping phenomenon of survival curves.

Although the mFI we developed adequately predicted adverse outcomes for older adults, the ML-mFI showed relatively higher hazard ratios than did the mFI for all health outcomes. Overall, the data-driven ML-mFI may identify different at-risk populations than the hypothesis-driven mFI. The data-driven approach may disclose the phenomenon of the whole data set [21-23], but the hypothesis-driven approach may provide a better explanation for the observations [24,25]. The data-driven approach may not be superior to the hypothesis-driven approach, since the study purpose and research questions may vary greatly. Although a data-driven approach may usually establish a prediction model with better accuracy, it is difficult to implement intervention programs for the observed phenomenon.
estimation of the mortality of all residents. On the other hand, in public health settings, the government is able to accurately estimate the health risk of residents in a certain geographic area and to provide optimal health care or palliative care services. Traditionally, these decisions were made based on existing medical knowledge, but a data-driven approach may better predict outcomes and optimize the government’s public health policy. In clinical practice, the ML-mFI may enable physicians and families to quantify health risks for optimal care planning. Hence, using available electronic medical records, the ML-mFI can be automatically generated and integrated as part of the medical record to facilitate certain forms of decision-making in care planning.

Despite all the effort that went into this study, there are still some limitations. First, like all data-driven studies, the results of this study could not provide or validate a well-established hypothetical framework due to the nature of machine learning. Second, it remained difficult to develop further intervention programs based on the diagnostic entities identified by machine learning. Third, another data set is needed to examine whether overfitting exists in the machine learning model. Finally, as in most of the previous frailty index studies, although we adjusted for age and sex as covariates in the Cox model, we were unable to access some residual confounders not routinely captured in a claims database, such as disease severity or lifestyle factors (eg, physical activity and diet).

In conclusion, the ML-mFI significantly predicted adverse health outcomes for older adults, and the risk groups defined by the combination of the distance index and coverage index distinguished the different risk groups with dose-response relationships and clear distinctions. The methodological advance of this study also had further research implications for studies with similar data and research questions. The data-driven approach may provide better prediction accuracy than the hypothesis-driven approach, but the superiority of the data-driven approach requires further study for confirmation.

Acknowledgments
The authors thank the National Health Insurance Association and National Health Research Institutes for making available the databases used in this study; the Ministry of Science and Technology, Taiwan, for the funding of this project (MOST 107-2634-F-010-001, MOST 108-2634-F-010-001, MOST 109-2634-F-010-001); and Tsung-Hsien Tsai, Pei-Jung Chen, and ACER for supporting data analysis. However, this paper in no way represents any official position of the National Health Insurance Association, the National Health Research Institutes, the Ministry of Science and Technology, and ACER. The authors had full access to all the data in the study and take responsibility for the integrity of the data and the accuracy of the data analysis.

Conflicts of Interest
STH, HFY, and CLK received research project funding (MOST 107-2634-F-010-001) sponsored by the Ministry of Science and Technology (Taiwan). All authors have declared no support from any organization for the submitted work; no financial relationships with any organizations that might have an interest in the submitted work in the previous 3 years; and no other relationships or activities that could appear to have influenced the submitted work.

Multimedia Appendix 1
Model accuracy with various numbers of composite diseases.
[DOCX File, 14 KB - imir_v22i6e16213_app1.docx ]

Multimedia Appendix 2
Survival curves with 4 frail groups to depict the calculation of the distance index.
[DOCX File, 125 KB - imir_v22i6e16213_app2.docx ]

Multimedia Appendix 3
Survival curves with 4 frail groups to depict the calculation of the coverage index.
[DOCX File, 143 KB - imir_v22i6e16213_app3.docx ]

Multimedia Appendix 4
Convergences and divergences between mFI and ML-mFI.
[DOCX File, 15 KB - imir_v22i6e16213_app4.docx ]

Multimedia Appendix 5
Total number of deficits and the composing deficits of the ML-mFI in three subcohorts, including 65 to 75 years old, 76 to 85 years old, and >85 years old.
[DOCX File, 20 KB - imir_v22i6e16213_app5.docx ]

References


Abbreviations

eFI: electronic frailty index
F1: frailty index
ICD-9-CM: International Classification of Diseases, Ninth Revision, Clinical Modification
ICU: intensive care unit
HR: hazard ratio
mFI: multimorbidity frailty index
ML-mFI: machine learning multimorbidity frailty index
NHI: National Health Insurance
NHIRD: National Health Insurance Research Database

Edited by G Eysenbach; submitted 11.09.19; peer-reviewed by H Arai, CC Hsu, L Lera; comments to author 15.10.19; revised version received 17.12.19; accepted 24.01.20; published 11.06.20.

Please cite as:
Peng LN, Hsiao FY, Lee WJ, Huang ST, Chen LK
Comparisons Between Hypothesis- and Data-Driven Approaches for Multimorbidity Frailty Index: A Machine Learning Approach
J Med Internet Res 2020;22(6):e16213
URL: http://www.jmir.org/2020/6/e16213/
doi:10.2196/16213
PMID:32525481

©Li-Ning Peng, Fei-Yuan Hsiao, Wei-Ju Lee, Shih-Tsung Huang, Liang-Kung Chen. Originally published in the Journal of Medical Internet Research (http://www.jmir.org), 11.06.2020. This is an open-access article distributed under the terms of the Creative Commons Attribution License (https://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution, and reproduction in any medium, provided the original work, first published in the Journal of Medical Internet Research, is properly cited. The complete bibliographic information, a link to the original publication on http://www.jmir.org/, as well as this copyright and license information must be included.
Original Paper

Facebook as a Novel Tool for Continuous Professional Education on Dementia: Pilot Randomized Controlled Trial

Windy SY Chan1,2*, BPharm, MClinPharm, DHSc; Angela YM Leung3*, BN, MHA, PhD

1School of Health Sciences, Caritas Institute of Higher Education, New Territories, China (Hong Kong)
2Faculty of Health and Social Sciences, The Hong Kong Polytechnic University, Kowloon, China (Hong Kong)
3Centre for Gerontological Nursing, School of Nursing, The Hong Kong Polytechnic University, Kowloon, China (Hong Kong)
*all authors contributed equally

Corresponding Author:
Windy SY Chan, BPharm, MClinPharm, DHSc
School of Health Sciences
Caritas Institute of Higher Education
2 Chui Ling Lane, Tseung Kwan O
New Territories
China (Hong Kong)
Phone: 852 36536664
Email: sychan@cihe.edu.hk

Related Articles:
Comment in: https://www.jmir.org/2020/10/e21505/
Comment in: https://www.jmir.org/2020/10/e24084

Abstract

Background: Social network sites (SNSs) are widely exploited in health education and communication by the general public, including patients with various conditions. Nevertheless, there is an absence of evidence evaluating SNSs in connecting health professionals for professional purposes.

Objective: This pilot randomized controlled trial was designed to evaluate the feasibility of an intervention aiming to investigate the effects of a continuous professional education program utilizing Facebook to obtain knowledge on dementia and care for patients with dementia.

Methods: Eighty health professionals from Hong Kong were recruited for participation in the study and randomized at a 1:1 ratio by a block randomization method to the intervention group (n=40) and control group (n=40). The intervention was an 8-week educational program developed to deliver updated knowledge on dementia care from a multidisciplinary perspective, either by Facebook (intervention group) or by email (control group) from October 2018 to January 2019. The primary outcomes were the effects of the intervention, measured by differences in the means of changes in pre- and postintervention scores of knowledge assessments from the 25-item Dementia Knowledge Assessment Scale (DKAS) and formative evaluation of 20 multiple choice questions. Other outcome measurements included participant compliance, participant engagement in Facebook, satisfaction, and self-perceived uses of Facebook for continuing professional education programs.

Results: Significantly more intervention group participants (n=35) completed the study than the control group (n=25) (P<.001). The overall retention rate was 75% (60/80). The mean of changes in scores in the intervention group were significant in all assessments (P<.001). A significant difference in the mean of changes in scores between the two groups was identified in the DKAS subscale Communication and Behavior (95% CI 0.4-3.3, P=.02). There was no significant difference in the total DKAS scores, scores of other DKAS subscales, and multiple choice questions. Participant compliance was significantly higher in the intervention group than in the control group (P<.001). The mean numbers of participants accessing the learning materials were 31.5 (SD 3.9) and 17.6 (SD 5.2) in the intervention and control group, respectively. Polls attracted the highest level of participant engagement, followed by videos. Intervention group participants scored significantly higher in favoring the use of Facebook for the continuing education program (P=.03). Overall, participants were satisfied with the interventions (mean score 4 of a total of 5, SD 0.6).
Conclusions: The significantly higher retention rate, together with the high levels of participant compliance and engagement, demonstrate that Facebook is a promising tool for professional education. Education delivered through Facebook was significantly more effective at improving participants’ knowledge of how dementia knowledge and care. The objectives to achieve the research aim were to: (1) quantitatively evaluate the effects of a Facebook intervention by measuring the change in knowledge pre and postintervention, (2) quantitatively evaluate the feasibility and acceptability of the intervention, and (3) qualitatively assess participant perceptions of the intervention related to recruitment, delivery, and usability.

Methods

Overview

The study was a pilot randomized, unblinded, controlled trial with mixed-research methods (quantitative and qualitative). The intervention was an 8-week CPE program on dementia delivered to participants either by Facebook (intervention group) or by email communications (control group) from October 2018 to January 2019. Ethical approvals were obtained from the Hong Kong Polytechnic University (reference number: HSEARS20180307007) and the Caritas Institute of Higher Education (IRG180100). Trial reporting follows the CONsolidated Standards of Reporting Trials (CONSORT) 2010 statement: extension to randomized pilot and feasibility trials [28].
Subject Recruitment and Randomization

Health professionals were recruited via promotion of the trial at professional conferences, and by invitations disseminated through professional bodies and health institutes. Inclusion criteria were being a health professional, having access to the internet, in addition to having an email account and Facebook account or willing to create one otherwise. Individuals were excluded if they were working at institutes specializing in the delivery of dementia or geriatric care or had prior training in dementia care that was completed in the past 6 months.

Before randomization, participants were required to complete baseline assessments, knowledge tests, and consent forms. In addition to collecting background information such as age, gender, occupation, and years of working experience, the baseline assessment also surveyed the participants’ habits with respect to the use of SNSs, including SNS choices and frequency of use.

Consenting participants were randomized to two groups at a 1:1 ratio by a block randomization method in view of the small sample size [29]. The randomization was performed by an independent researcher who had no involvement in the trial. The block size was blinded from the investigator performing this study.

Intervention

The learning materials (ie, the educational intervention) were developed by a team of experts from the relevant disciplines, including medicine, nursing, pharmacy, occupational therapy, speech therapy, and social sciences, to provide updated interdisciplinary knowledge on dementia care. Upon completion, participants would be able to (1) describe the prevalence, pathophysiology, and recognition of dementia; (2) apply the key screening and assessment tools for diagnosing dementia; (3) explain management and support to both elderly patients with dementia and their caregivers; and (4) appraise their roles in the provision of dementia care.

Along with the textual content, a collection of multimedia materials was selected to supplement participant learning, including websites, educational videos, pictures, diagrams, and interactive online games.

Participants in both groups received the same content and were expected to spend approximately 15 minutes daily reading the materials. Together with the time spent in assessments, the total learning hours amounted to approximately 12 hours throughout the 8-week intervention period.

In the intervention group, a Facebook Social Learning Group was created to deliver the CPE program. A Social Learning Group has additional features to an ordinary Facebook group, which facilitate the retrieval of learning materials and tracking participant engagement. The learning materials were uploaded every 1 to 3 days in the form of Facebook posts, photos, videos, text, files, or polls (Figure 1). A variety of components and post lengths were utilized, with the aim of maximizing participant engagement and interest [30,31]. There were typically 14 posts per week, including a post containing the notes (learning materials) of the week in PDF format. Participants were encouraged to comment, react, and interact with the other group members but were not allowed to create a new post.

In the control group, before the beginning of each study week, participants received emails containing their individual Bitly links to the PDF notes of that week. Bitly is a link management platform that enables analysis of the activity of each link [32]. Contents of notes were identical to those received by the intervention group participants, including the revision questions, photos, videos, games, and websites. Control group participants could access the multimedia content using the Bitly links inserted in the PDF notes, but could not take part in the polls or view the previews of links generated by Facebook. During the intervention period, control group participants received a total of 8 sets of notes.
Outcome Measures

Primary Outcome: Quantitative Evaluation of the Effects of a Facebook Intervention

The effectiveness of using Facebook to deliver the CPE program was measured by the knowledge gain between the pre and postintervention knowledge tests, calculated as the difference in scores. The knowledge gain in the two groups was also compared.

The knowledge tests consisted of formative evaluation, 20 multiple choice questions, and the 25-item Dementia Knowledge Assessment Scale (DKAS). Content for the multiple choice questions was drawn directly from the learning materials throughout the 8 learning weeks. The DKAS has been validated as a reliable measure of dementia knowledge for a wide spectrum of populations, including health professionals. The DKAS elucidates respondents’ knowledge characteristics across four coherent domains: Causes and Characteristics,
Qualitative Assessment of Feasibility and Acceptability

To investigate the pilot study’s feasibility and acceptability, all participants were invited to complete a feedback form on their learning experiences and to take part in short semistructured interviews. To encourage participation of interviews, reminders were sent twice by Facebook messages (intervention group) and by the Bitly link in the control group.

In Facebook, the “Seen by” feature of a post automatically records the individual group members that had seen the post (Figure 1). In the control group, each participant had their own 8 unique Bitly links to access the corresponding 8 weeks of materials. A participant clicking on the Bitly link was counted as having accessed the materials for that week. Bitly links were also created to track participant compliance in accessing the recommended external learning resources such as videos and websites.

Quantitative Evaluation of Intervention Group Participant Engagement

In studying the communication artifacts occurring in Facebook, engagement was defined as the metric of actions that participants took in the group during the intervention period. In addition to ordinary actions such as comment and reactions, a unique feature of the Facebook Social Learning Group is the “Done” button (Table 1). Participants were encouraged to click the “Done” button to share their learning progress. A set of descriptive data was also extracted from analyzing participant engagement in the intervention group, considering features that have been generally used in previous Facebook-based studies [30,31].

Table 1. Participant engagement actions on Facebook.

<table>
<thead>
<tr>
<th>Engagement Action</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Comment</td>
<td>A participant commented on a post or a comment made by another member in the group</td>
</tr>
<tr>
<td>React</td>
<td>A participant clicked the reaction button on a post to share different reactions: Like, Love, Haha, Wow, Sad, or Angry</td>
</tr>
<tr>
<td>Done</td>
<td>A participant clicked the “Done” button of a post. The “Done” button will turn green after being clicked.</td>
</tr>
</tbody>
</table>

Quantitative Evaluation of Participant Satisfaction

All participants were invited to complete a satisfaction evaluation form developed for the effective appraisal of training delivery for health professionals [34]. The form contained 10 5-point Likert-style positively phrased statements focusing on the achievement of program objectives, impact on learning, learning experiences, and application to clinical practice. There were 3 questions that evaluated the program length, information quantity, and difficulty level. A pilot assessment of the evaluation form was performed to determine the coverage of questions.

Quantitative Evaluation of Participants’ Attitudes Toward Using Facebook for the CPE Program

Participants’ attitudes on the professional use of Facebook were evaluated in a questionnaire modified from the Continuous Medical Education App Attitudes Survey Instrument, a validated measure of participant attitudes toward mobile app use in a continuous medical education program [35]. There were 10 5-point Likert-style positively phrased statements evaluating the educational value, acceptability, usability, and future feasibility of using Facebook to deliver the program. A pilot assessment of the survey was performed to determine the question coverage.

Statistical Analysis

A literature search did not identify any RCTs conducted on the effects of an educational intervention utilizing SNSs that could be used as a basis for calculating sample size. This study conservatively assumed a small effect size of 0.2. For a full RCT designed with 90% power and a two-sided 5% significance threshold, the recommended sample size for a pilot trial is 30 per group [37]. Assuming a dropout rate of 10%, the total target number of participants was 66. Slightly more participants (N=80) were recruited for this study due to positive responses from professional bodies.
Participant demographics and SNS usage characteristics were
treated as categorical variables. The Chi square test and Fisher
exact test were used to analyze dichotomous and categorical
variables. Participant performance on the knowledge test is
presented descriptively. To compare the knowledge gains of
the two groups (primary outcome), an independent sample \( t \) test
was used. The effect size of the outcome measure between the
two groups was estimated according to the formula proposed
by Morris [38] for mean pre-post changes between the
intervention and control groups. An intention-to-treat approach
was adopted in this study. Scores in the evaluation and survey
on the use of Facebook (secondary outcome) are presented as
descriptive statistics and were analyzed by a two-sample \( t \) test
or Fisher exact test. \( P \leq .05 \) was considered significant. Statistical
analyses were conducted using R v. 3.1.2 (R Foundation for
Statistical Computing, Vienna, Austria) and IBM SPSS Statistics
version 23 (IBM Corp, Armonk, NY, USA).

**Results**

**Participants**

Figure 2 shows the flow of study subject recruitment and
randomization according to the CONSORT guidelines. Eighty
participants underwent randomization with 40 allocated to the
intervention group and 40 allocated to the control group.

The overall retention rate was 75% (60/80). Significantly more
intervention group participants (35/40, 88%) completed the
study compared to those in the control group (25/40, 63%;
\( P < .001 \)). Twelve participants, six from each group, attended
postintervention interviews.

**Figure 2.** Study CONsolidated Standards of Reporting Trials (CONSORT) flowchart.
At baseline, participant characteristics and habits when using SNSs were comparable in the two groups (Table 2 and Multimedia Appendix 1). The majority (64%, 51/80) of participants ranged in age from 20-39 years. The participants, who worked in various health disciplines, included pharmacists, nurses, optometrists, and physiotherapists.

Among all participants, 95% were daily SNS users. WhatsApp Messenger and Facebook were the most frequently used SNSs, followed by Instagram, WeChat, and Line. SNSs were mainly used for personal use and communication as well as for general knowledge. Less than half of the participants had used SNSs for professional communication. Only two participants had previously participated in a CPE program delivered via SNSs (Multimedia Appendix 1).

At baseline, the knowledge test overall mean scores were similar in the two groups (Multimedia Appendix 2). In both groups, the lowest mean correct responses in the DKAS were found in the subscale Communication and Behavior.

### Table 2. Baseline characteristics of the study participants.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>All participants (N=80)</th>
<th>Intervention group (n=40)</th>
<th>Control group (n=40)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>20-29</td>
<td>28 (35)</td>
<td>14 (35)</td>
<td>14 (35)</td>
<td>.80a</td>
</tr>
<tr>
<td>30-39</td>
<td>23 (29)</td>
<td>13 (33)</td>
<td>10 (25)</td>
<td></td>
</tr>
<tr>
<td>40-49</td>
<td>15 (19)</td>
<td>6 (15)</td>
<td>9 (23)</td>
<td></td>
</tr>
<tr>
<td>50-59</td>
<td>11 (14)</td>
<td>5 (13)</td>
<td>6 (15)</td>
<td></td>
</tr>
<tr>
<td>60-69</td>
<td>3 (4)</td>
<td>2 (5)</td>
<td>1 (3)</td>
<td></td>
</tr>
<tr>
<td>Sex</td>
<td></td>
<td></td>
<td></td>
<td>.60b</td>
</tr>
<tr>
<td>Male</td>
<td>19 (24)</td>
<td>8 (20)</td>
<td>11 (28)</td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>61 (76)</td>
<td>32 (80)</td>
<td>29 (73)</td>
<td></td>
</tr>
<tr>
<td>Profession</td>
<td></td>
<td></td>
<td></td>
<td>.70a</td>
</tr>
<tr>
<td>Pharmacist</td>
<td>33 (41)</td>
<td>17 (43)</td>
<td>16 (40)</td>
<td></td>
</tr>
<tr>
<td>Nurse</td>
<td>30 (38)</td>
<td>16 (40)</td>
<td>14 (35)</td>
<td></td>
</tr>
<tr>
<td>Others</td>
<td>17 (21)</td>
<td>7 (18)</td>
<td>10 (25)</td>
<td></td>
</tr>
<tr>
<td>Optometrist</td>
<td>10 (13)</td>
<td>6 (15)</td>
<td>4 (10)</td>
<td></td>
</tr>
<tr>
<td>Physiotherapist</td>
<td>3 (4)</td>
<td>1 (3)</td>
<td>2 (5)</td>
<td></td>
</tr>
<tr>
<td>Houseman</td>
<td>1 (1)</td>
<td>0 (0)</td>
<td>1 (3)</td>
<td></td>
</tr>
<tr>
<td>Occupational therapist</td>
<td>1 (1)</td>
<td>0 (0)</td>
<td>1 (3)</td>
<td></td>
</tr>
<tr>
<td>Overseas pharmacist and nurse</td>
<td>1 (1)</td>
<td>0 (0)</td>
<td>1 (3)</td>
<td></td>
</tr>
<tr>
<td>Physician</td>
<td>1 (1)</td>
<td>0 (0)</td>
<td>1 (3)</td>
<td></td>
</tr>
<tr>
<td>Working experience</td>
<td></td>
<td></td>
<td></td>
<td>.67a</td>
</tr>
<tr>
<td>&lt;1 year</td>
<td>3 (4)</td>
<td>0 (0)</td>
<td>3 (8)</td>
<td></td>
</tr>
<tr>
<td>1-2 years</td>
<td>9 (11)</td>
<td>6 (15)</td>
<td>3 (8)</td>
<td></td>
</tr>
<tr>
<td>2-3 years</td>
<td>3 (4)</td>
<td>3 (8)</td>
<td>0 (0)</td>
<td></td>
</tr>
<tr>
<td>3-5 years</td>
<td>10 (13)</td>
<td>4 (10)</td>
<td>6 (15)</td>
<td></td>
</tr>
<tr>
<td>5-10 years</td>
<td>12 (15)</td>
<td>7 (18)</td>
<td>5 (13)</td>
<td></td>
</tr>
<tr>
<td>&gt;10 years</td>
<td>43 (54)</td>
<td>20 (50)</td>
<td>23 (58)</td>
<td></td>
</tr>
</tbody>
</table>

aChi square test.  
bFisher exact test.

### Quantitative Evaluation of the Effects of a Facebook Intervention

At the postintervention assessment, intervention group participants demonstrated significant knowledge gains, reflected by significant increases in the total DKAS scores, each of the DKAS subscale scores, and multiple choice questions (Table 3). In the control group, significant knowledge gains were not identified in the DKAS subscales Communication and Behavior and Care Considerations.

A significant difference in changes in the mean knowledge gain scores between the two groups was identified in the DKAS subscale Communication and Behavior, with a medium effect size (Table 3). The CPE program delivered by Facebook was
more effective than the control (email provision) at increasing participants’ understanding and knowledge of the communication and behavior of people with dementia. There was no significant difference between the two groups in the total DKAS, multiple choice questions, and other DKAS subscale scores.

The effect size in the change in the overall DKAS score was small. For a full-scale two-armed RCT, assuming a standard error of 5% with 95% power, a total of 272 participants would be required (ie, 136 per group). With attrition rates of 10%, 20%, or 30%, the total number of participants required is 304, 340, and 390, respectively.

Table 3. Scores and the comparison of changes in scores at postintervention knowledge assessment.

<table>
<thead>
<tr>
<th>Assessment</th>
<th>Intervention group (n=40)</th>
<th>Control group (n=40)</th>
<th>Effect size</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Postintervention score, mean (SD)</td>
<td>Change in score, mean (SD)</td>
<td>P value</td>
</tr>
<tr>
<td>Total DKAS² score (maximum score 50)</td>
<td>36.9 (8.0)</td>
<td>8.3 (8.6)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>DKAS subscale Causes and Characteristics (maximum score 14)</td>
<td>11.3 (3.0)</td>
<td>2.5 (3.4)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>DKAS subscale Communication and Behavior (maximum score 12)</td>
<td>7.5 (3.1)</td>
<td>2.1 (3.6)</td>
<td>.001</td>
</tr>
<tr>
<td>DKAS subscale Care Considerations (maximum score 12)</td>
<td>9.5 (2.6)</td>
<td>1.4 (2.8)</td>
<td>.007</td>
</tr>
<tr>
<td>DKAS subscale Risks and Health Promotion (maximum score 12)</td>
<td>8.6 (2.3)</td>
<td>2.3 (3.0)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Multiple choice question (maximum score 20)</td>
<td>13.2 (3.9)</td>
<td>4.9 (3.7)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

²DKAS: Dementia Knowledge Assessment Scale.

Quantitative Evaluation of Participant Compliance

Participant compliance with the educational intervention was significantly higher in the intervention group (mean 6.30, SD 2.28 weeks) than in the control group (mean 3.53, SD 3.21 weeks) (P<.001). Overall, 75% of the intervention group participants completed at least 6 weeks or more of the intervention compared to only 35% of the control group participants (Table 4). The mean number of participants accessing the materials was 31.5 (SD 3.9) and 17.6 (SD 5.2) in the intervention and control group, respectively.

Participant compliance was significantly higher in the intervention group (mean 14.9, SD 14.1) than in the control group (mean 2.1, SD 1.8) (P<.001) with respect to accessing the 18 external learning resources (9 videos and 9 website links) (Multimedia Appendix 3). Participants who learned via Facebook were significantly more compliant in viewing multimedia content.

Table 4. Participant compliance.

<table>
<thead>
<tr>
<th>Total number of weeks accessed</th>
<th>Intervention group (N=40), n (%)</th>
<th>Control group (N=40), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1 (3)</td>
<td>9 (23)</td>
</tr>
<tr>
<td>1</td>
<td>2 (5)</td>
<td>9 (23)</td>
</tr>
<tr>
<td>2</td>
<td>1 (3)</td>
<td>1 (3)</td>
</tr>
<tr>
<td>3</td>
<td>2 (5)</td>
<td>4 (10)</td>
</tr>
<tr>
<td>4</td>
<td>1 (3)</td>
<td>2 (5)</td>
</tr>
<tr>
<td>5</td>
<td>3 (8)</td>
<td>1 (3)</td>
</tr>
<tr>
<td>6</td>
<td>5 (13)</td>
<td>1 (3)</td>
</tr>
<tr>
<td>7</td>
<td>7 (18)</td>
<td>5 (13)</td>
</tr>
<tr>
<td>8</td>
<td>18 (45)</td>
<td>8 (20)</td>
</tr>
</tbody>
</table>
Quantitative Evaluation of Participant Engagement on Facebook

A total of 97 Facebook posts were created for the intervention group. All posts received a considerable number of participant engagement actions (mean 19.03, range 11-33). Polls, which were question-related posts designed to encourage member interaction, attracted the highest degree of participant engagement (mean 20.17), followed by videos (mean 19.56). Links (mean 17.33) generated the lowest number of engagement actions during the intervention period.

Quantitative Evaluation of Participant Satisfaction With the Educational Intervention

As illustrated by item 10 in the satisfaction evaluation (Table 5), participants were satisfied with the training overall. There was no significant difference between the two groups. Evaluating achievement in each of the four course objectives (items 1-4), the overall mean scores ranged from 3.8 to 3.9 (SD 0.6-0.7). More than 80% of participants regarded the program length, quality, and difficulty level as appropriate.

Table 5. Participant satisfaction with the educational intervention.

<table>
<thead>
<tr>
<th>Item</th>
<th>All (N=60)</th>
<th>Intervention group (n=35)</th>
<th>Control group (n=25)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Achievement of objectives, mean (SD)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1. Describe the prevalence, pathophysiology and recognition of dementia</td>
<td>3.9 (0.6)</td>
<td>3.8 (0.6)</td>
<td>4.0 (0.6)</td>
<td>0.28a</td>
</tr>
<tr>
<td>2. Apply the key screening and assessment tools for diagnosing dementia</td>
<td>3.8 (0.7)</td>
<td>3.7 (0.7)</td>
<td>3.9 (0.8)</td>
<td>0.30a</td>
</tr>
<tr>
<td>3. Explain the management and support to both elderly people with dementia and their caregivers</td>
<td>3.9 (0.6)</td>
<td>3.9 (0.6)</td>
<td>4.0 (0.6)</td>
<td>0.26a</td>
</tr>
<tr>
<td>4. Appraise your role in the delivery of dementia care</td>
<td>3.8 (0.7)</td>
<td>3.7 (0.7)</td>
<td>3.9 (0.7)</td>
<td>0.22a</td>
</tr>
<tr>
<td>Overall (sum of items 1 to 4)/20</td>
<td>15.4 (2.3)</td>
<td>15.1 (2.3)</td>
<td>15.8 (2.2)</td>
<td>0.19a</td>
</tr>
<tr>
<td><strong>Learning experiences, mean (SD)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5. The training enhanced my knowledge of dementia care</td>
<td>4.2 (0.6)</td>
<td>4.2 (0.6)</td>
<td>4.1 (0.6)</td>
<td>0.75a</td>
</tr>
<tr>
<td>6. The learning material was well organized</td>
<td>4.1 (0.7)</td>
<td>3.9 (0.8)</td>
<td>4.2 (0.6)</td>
<td>0.18a</td>
</tr>
<tr>
<td>7. The learning material was easy to use</td>
<td>3.9 (0.9)</td>
<td>3.8 (1.0)</td>
<td>4.1 (0.8)</td>
<td>0.21a</td>
</tr>
<tr>
<td>8. I will be able to apply the training information to my professional practice</td>
<td>3.8 (0.8)</td>
<td>3.8 (0.8)</td>
<td>3.8 (0.7)</td>
<td>0.89a</td>
</tr>
<tr>
<td>9. I would recommend this training to others</td>
<td>4.0 (0.7)</td>
<td>3.9 (0.7)</td>
<td>4.0 (0.7)</td>
<td>0.49a</td>
</tr>
<tr>
<td>10. Overall, I am satisfied with this training</td>
<td>4.0 (0.6)</td>
<td>4.0 (0.6)</td>
<td>4.0 (0.6)</td>
<td>0.81a</td>
</tr>
<tr>
<td>Overall (sum of items 1 to 6)/30</td>
<td>23.9 (3.8)</td>
<td>23.6 (4.0)</td>
<td>24.3 (3.5)</td>
<td>0.49a</td>
</tr>
<tr>
<td><strong>Length of training, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>About right</td>
<td>49 (82)</td>
<td>27 (77)</td>
<td>22 (88)</td>
<td>0.71b</td>
</tr>
<tr>
<td>Too long</td>
<td>10 (17)</td>
<td>7 (20)</td>
<td>3 (12)</td>
<td></td>
</tr>
<tr>
<td>Too short</td>
<td>1 (2)</td>
<td>1 (3)</td>
<td>0 (0)</td>
<td></td>
</tr>
<tr>
<td><strong>Quality of information, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td>0.34b</td>
</tr>
<tr>
<td>About right</td>
<td>51 (85)</td>
<td>30 (86)</td>
<td>21 (84)</td>
<td></td>
</tr>
<tr>
<td>Not enough</td>
<td>4 (7)</td>
<td>1 (3)</td>
<td>3 (12)</td>
<td></td>
</tr>
<tr>
<td>Too much</td>
<td>5 (8)</td>
<td>4 (11)</td>
<td>1 (4)</td>
<td></td>
</tr>
<tr>
<td><strong>Level of difficulty, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td>0.45b</td>
</tr>
<tr>
<td>About right</td>
<td>52 (87)</td>
<td>29 (83)</td>
<td>23 (92)</td>
<td></td>
</tr>
<tr>
<td>Too difficult</td>
<td>8 (13)</td>
<td>6 (17)</td>
<td>2 (8)</td>
<td></td>
</tr>
<tr>
<td>Too easy</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td></td>
</tr>
</tbody>
</table>

a Independent sample t test.
b Chi square test.
Quantitative Evaluation of Participant Attitudes Toward Using Facebook for the CPE Program

Overall, the respondents were positive about using Facebook for a CPE program. Intervention group participants rated the use of Facebook significantly higher ($P = .03$) (Table 6).

Significant differences between the two groups were identified in responses to the survey questions “I would recommend Facebook for other CPE courses” ($P = .01$), “Using Facebook improved my learning experience” ($P = .02$), and “I would be more likely to attend a CPE/CNE course if it used Facebook” ($P = .02$).

At completion of this pilot trial, participants who had learned via Facebook were more willing to use Facebook in future CPE programs.

Table 6. Attitudes toward the use of Facebook for continuous professional education programs.

<table>
<thead>
<tr>
<th>Item</th>
<th>All (N=60), mean (SD)</th>
<th>Intervention group (n=35), mean (SD)</th>
<th>Control group (n=25), mean (SD)</th>
<th>$P$ value$^a$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Using Facebook improved my learning experience</td>
<td>3.6 (0.8)</td>
<td>3.7 (0.9)</td>
<td>3.3 (0.7)</td>
<td>.02</td>
</tr>
<tr>
<td>2. Using Facebook helped me stay more engaged</td>
<td>3.5 (0.9)</td>
<td>3.6 (0.9)</td>
<td>3.2 (0.7)</td>
<td>.09</td>
</tr>
<tr>
<td>3. Using Facebook enabled me to gain more knowledge</td>
<td>3.4 (0.8)</td>
<td>3.5 (0.9)</td>
<td>3.3 (0.7)</td>
<td>.26</td>
</tr>
<tr>
<td>4. Using Facebook will help me apply what I have learned to clinical practice</td>
<td>3.2 (0.9)</td>
<td>3.4 (1.0)</td>
<td>3.0 (0.8)</td>
<td>.09</td>
</tr>
<tr>
<td>5. Using Facebook enhanced my education</td>
<td>3.4 (0.9)</td>
<td>3.5 (0.9)</td>
<td>3.2 (0.8)</td>
<td>.28</td>
</tr>
<tr>
<td>6. I would be more likely to attend a CPE$^b$/CNE$^c$ course if it uses Facebook</td>
<td>3.4 (0.9)</td>
<td>3.6 (0.8)</td>
<td>3.1 (0.9)</td>
<td>.02</td>
</tr>
<tr>
<td>7. I am likely to use Facebook after the course is over</td>
<td>3.4 (0.9)</td>
<td>3.6 (0.9)</td>
<td>3.1 (1.0)</td>
<td>.05</td>
</tr>
<tr>
<td>8. Facebook is easy to use</td>
<td>3.6 (0.8)</td>
<td>3.8 (0.7)</td>
<td>3.4 (0.8)</td>
<td>.05</td>
</tr>
<tr>
<td>9. Facebook is intuitive to use</td>
<td>3.5 (0.8)</td>
<td>3.6 (0.8)</td>
<td>3.2 (0.8)</td>
<td>.05</td>
</tr>
<tr>
<td>10. I would recommend Facebook for other CPE courses</td>
<td>3.4 (1.0)</td>
<td>3.7 (0.9)</td>
<td>3.0 (0.9)</td>
<td>.01</td>
</tr>
<tr>
<td>Overall (sum of items 1 to 10)/50</td>
<td>34.3 (7.5)</td>
<td>36.0 (7.4)</td>
<td>31.8 (6.9)</td>
<td>.03</td>
</tr>
</tbody>
</table>

$^a$Independent sample $t$ test.
$^b$CPE: continuing professional education.
$^c$CNE: continuing nursing education.

Qualitative Assessment of Feasibility and Acceptability

Twenty-nine responses were collected from the feedback forms. Twelve participants, six from the intervention group and six from the control group, attended the semistructured interviews. A wide range of inputs were collected, including comments on current models of dementia care and CPE frameworks. We here focus on the findings that helped in evaluating the design of the study and the feasibility and acceptability of interventions. The qualitative data analyses led to the generation of the following themes.

Flexible and Effective Learning via Facebook

Learning through Facebook is highly mobile and flexible, without geographic or time constraints. Most of our participants easily accessed Facebook via the Facebook app installed on their mobile phones. Many stated that they seldom set aside a particular time to study, but rather tended to read posts whenever they had a chance. This was exemplified in the following participant comments: “I am glad that I can learn new knowledge during my daily commute,” and “I appreciate the flexibility provided by Facebook, so I can learn whenever and wherever I want.”

Furthermore, participants appreciated the conciseness and effectiveness of the education. One participant stated, “It’s nice the Facebook posts are kept short, because I can complete them easily.” Facebook provides a user-friendly platform that facilitates information retrieval, particularly during revision. This advantage was exemplified in participant comments such as “I hadn’t expected that posts in Facebook could be organized in such a systematic way,” and “I like the tracking feature in the Facebook group that clearly shows which posts I haven’t read.”

A majority of respondents, including a few from the control group, commented that “More CPE programs should be delivered by Facebook.” A few participants concluded, “The flexibility in learning and attractiveness of the content on Facebook could not be replaced by other platforms.”

Motivated and Engaged Participation on Facebook

All respondents from the intervention group appreciated the feeling of being encouraged to learn, which could be attributed to the Facebook automatic notification function. One participants stated “It’s nice to receive notifications of new posts. That reminds me to study.” A few participants liked to finish the new posts promptly after reading the Facebook notifications because it was similar to their usual Facebook habits.

Respondents also valued the sense of community that exists in a CPE course delivered using Facebook. In addition to the learning curriculum designed with a multidisciplinary approach, Facebook participants were also aware of their peers from Facebook for other CPE courses.”
different health disciplines and they appreciated the opportunity to know how others work in delivering dementia care.

The motivating interactions in the Facebook group also enhanced self-learning. Facebook participants claimed that they did notice how other members react to the posts. Some of them stated, “The polls remind me to take action, particularly when many members have voted.”

Enriched Learning With Multimedia Components

The multimedia components in the learning curriculum, such as videos and photos, were well accepted by all respondents, particularly those in the intervention group. They considered that the use of multimedia helped to more comprehensively explain concepts, which increased their motivation to learn. Some participants particularly prefer watching videos over other multimedia sources and considered videos as a good source for deepening their understanding on topics. This was exemplified in the following participant comments: “There should be more videos,” and “Some videos are quite interesting and informative, so I shared them with my friends.”

Participants found that Facebook highly facilitated the viewing of multimedia, which encouraged them to access the materials. Some of them claimed, “I watched most of the videos because they were easily played on the Facebook app.” However, the control group participants might not have utilized the multimedia to the same extent as their intervention group counterparts as described in the following section.

Low Compliance in the Control Group

In this study, control group participants generally experienced a less satisfactory learning experience and compliance. Although they might have accessed the materials, the majority did not read them all the way through. All control group respondents agreed that it was straightforward to access the learning materials, and felt that the topics and length were appropriate. Nevertheless, a majority claimed that they were not motivated to study in this one-way eLearning mode. One of the perceived obstacles was time. Control group participants typically felt that they ought to set aside a particular period of time to read through the learning materials. However, in their busy lives they usually failed to do so, and then gave up. This was exemplified by participant comments such as “The topics are interesting, but I feel that I need to set aside a particular time to read the notes. Then, I am too occupied to do so,” and “It seems too heavy and boring to read through all the notes.” Moreover, control group participants tended not to view the multimedia components, as they perceived it to be an inconvenience.

Other than receiving emails from the course administrator, control group participants did not have the chance to interact with other participants. A majority of control group respondents claimed they were not engaged in the course until the moment they were asked to complete the postintervention assessments. A few respondents commented, “I did not feel that I had been enrolled in a course until I was reminded to do the tests.”

Technical Issues Encountered in Online Learning

All respondents denied that any particular technical issues hindered their learning.

In both groups, several participants stated a concern that viewing videos on mobile phones would consume too much data. Consequently, they tended to study only when they had a Wi-Fi connection. There were suggestions to enlarge some diagrams and photos to enhance reading on a mobile phone. A few intervention group participants commented that the posts were not easy to read (the font size was quite small) on their mobile phone, and therefore they needed to use a computer.

Discussion

Principal Findings

This pilot RCT, as the first to evaluate the effects of using an SNS to deliver a CPE program, demonstrates how a novel educational intervention can result in significant knowledge gains in dementia care to health professionals. The high participant compliance and engagement, together with high satisfaction and acceptability, indicate that Facebook can be an effective and feasible learning tool that could easily be rolled out in practical settings.

Effectiveness of Facebook in Improving Knowledge

The Facebook intervention succeeded in offering the participants significant knowledge gains in all aspects of the knowledge assessments.

Comparing the means of changes in scores between the two groups, the Facebook intervention excelled at producing significant knowledge gains according to the DKAS subscale Communication and Behavior with a medium effect size. The six items included in this subscale assess how respondents interpret the behavioral symptoms of people with dementia and the proper way to communicate efficiently. Communication is a crucial skill in dementia care, but has been difficult for health personnel to learn [39]. For effective learning, rather than using plain text, all participants were instructed to view a collection of videos, websites, and online resources illustrating actual patient behaviors and communication. Although participants in both groups could access the same resources, significantly more intervention group participants accessed the materials. In addition to attracting participants by showing previews of multimedia contents, Facebook’s mobile app enables users to browse external links within the interface. In contrast, the control group participants tended to skip the links, because opening a separate browser appeared to disrupt their reading. Likewise, respondents in previous studies appraised the key benefit of SNSs as being efficient channels for a complex stream of information and multimedia files with no restriction in terms of location or office hours [40,41].

Facebook includes important features affecting participant performance in an online course, improving instructor effectiveness in facilitating learning [42]. On Facebook, posts were formatted in a concise and appealing way to reduce readers’ cognitive loads. With the Facebook tracking function, participants could review the contents nonsequentially and refer back to materials based on their study preferences. By contrast, in the control group, participants usually perceived reading the learning materials as a heavy workload that hindered their learning. Therefore, Facebook is a more effective learning tool.
platform by facilitating the integration of learning into routine habits of daily life.

**Motivated Compliance and Engagement on Facebook**

Learning through Facebook encouraged participant engagement and compliance. Indeed, participant retention in the intervention group (88%) was remarkably higher than that in the control group (63%) at study completion. Compared to other Facebook interventions for patients or the public, similarly high retention rates have been noted in studies promoting health-related behavioral changes such as running (78%) [43], physical activity (86%) [44], and weight loss (96%) [45]. The sense of presence and interactions with members in the Facebook group were appreciated by respondents in the evaluation and interviews. A higher degree of engagement could contribute to higher attendance [46], explaining the promise of learning through Facebook. However, the control group participants lacked a sense of belonging and involvement, which may explain the high dropout rate in this group.

Facebook is superior to email communication in providing a learner-centered, instructor-facilitated, more interactive platform for participants, which are demonstrated influencing factors of successful CPE programs [47]. Of note, in many jurisdictions, CPE schemes are voluntary, making it a challenge to motivate health professionals to complete learning programs [48,49]. The main deterrents to participation in a CPE include cost, resources, inability to get time off from work, household responsibilities, and lack of time [48,49]. Facebook features good usability to be an attractive CPE program by providing a learning platform unrestricted by time and geographical factors.

Analyses of intervention group activities were conducted to determine the post test generating the highest participant engagement. Polls attracted the most engagement, followed by videos. Links generated the lowest engagement rates, because they were perceived to lead to an external site, disrupting participants’ reading on Facebook. These findings are consistent with previous studies in the marketing field investigating brand engagement [30,31].

**Participants’ Attitudes Toward Facebook for Professional Education**

Participants in this study were found to have positive views toward utilizing Facebook for a CPE program.

Intervention group participants rated their learning experience as significantly improved when using Facebook. They were significantly more supportive of recommending the use of Facebook for other CPE courses. Participants appreciated the convenience, flexibility, and usability offered by Facebook that enables ready participation for health professionals living in different regions, negating geographical boundaries. Likewise, respondents in previous studies appraised the key benefit of SNSs as being efficient channels with no restrictions in terms of location or office hours [40,41].

With the extensive use of SNSs in our daily lives, these positive attitudes toward Facebook highlight the feasibility of conducting further research on SNS use by health professionals.

**Study Strengths**

This pilot RCT has several strengths, including the randomized controlled design, learning curriculum developed from a multidisciplinary approach, and evaluation of a novel educational intervention utilizing Facebook with both quantitative and qualitative research approaches. The utilization of validated tools allowed for reliable quantitative measures. The qualitative data analyses enabled gaining deeper understanding of experiences on the educational interventions and identification of factors that were important to the participating health professionals.

**Limitations**

There are limitations of this study that warrant mention. Health professionals who had been frequent SNS users were more willing to join this study, which introduced bias in evaluating users’ perceptions of Facebook. A majority of participants were aged between 20 and 39 years. These factors would affect the generalizability of the results to the overall workforce.

Many control group participants dropped out of the study, which made the overall dropout rate (25%) larger than the assumption in estimating the sample size (10%). This may have introduced bias and reduced power, affecting the generalizability, validity, and reliability of the results [50]. This issue is slightly mitigated by the increase in sample size from 60 to 80 and the intention-to-treat approach. However, it is understood that the estimate of effect becomes conservative due to dilution as a result of dropouts [51]. Very few participants took part in the semistructured interviews. Therefore, these responses might not adequately reflect the experiences of all those who completed the study, and response bias was likely.

For practicality, the knowledge tests were self-administered, which reduces the ability to standardize test conditions. Although participants were reminded not to check other resources, it was unfeasible to prevent participants from seeking help from others or checking references.

**Implications**

This pilot RCT brings forward several implications for further research and practice.

Facebook was found to offer substantial advantages over conventional online CPE programs, being beneficial to those who prefer distance learning, while maintaining interactions with classmates. Leadership by the administrator and member engagement were identified as crucial factors in SNSs [52]. A larger trial is required to thoroughly examine the potential effectiveness of an SNS-based educational intervention as compared to traditional learning approaches. Given the effect size of 0.44 of this study, the total number of participants required would be 272 for a full-scale two-armed RCT.

The benefits of utilizing multimedia components on Facebook highlight strategies for designing suitable educational content delivered by SNSs. Facebook can be an effective training tool for understanding patients or caregiver communication and behavior. Not restricted to dementia care, Facebook may also be used to deliver training on other mental health conditions...
such as depression and schizophrenia, or behavioral conditions, including speech and movement disorders.

In future research, in addition to measuring changes in knowledge, the impacts on practical implementation and even patient care would be important to investigate. However, the complexity of behavioral change increases as evaluation of an intervention ascends the hierarchy [53]. For dementia, there are some feasible, validated measurement tools available for this purpose, including attitudes toward dementia and self-confidence in caring for people with dementia [54].

Further research would consider including an economic analysis to investigate the cost of delivering CPE through Facebook compared to other channels such as face-to-face meetings and email communication. One of Facebook’s economic advantages is that the post content can easily be reused. Owing to Facebook’s user-friendly features such as post scheduling, the resources required for program administration are minimal.

Conclusion
Significantly more intervention group participants completed the study than control group participants ($P < .001$). The high levels of participant compliance and engagement make Facebook a promising method for delivering professional educational programs. Attending a CPE program through Facebook significantly improved participants’ knowledge of dementia ($P < .001$). Compared to the control group, although a significant difference was not observed in the mean of changes in total scores, the Facebook intervention was significantly more effective at improving participants’ knowledge of communication and behavior in dementia patients ($P = .02$). Participants demonstrated positive attitudes toward utilizing Facebook for professional learning. As the first pilot RCT examining the effectiveness of an SNS for professional education for health professionals, the findings of this study provide evidence for the feasibility of using Facebook for intervention delivery in a practical setting.
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Abstract

Background: Prompt and accurate identification of stroke victims is essential to reduce time from symptom onset to adequate treatment and to improve neurological outcomes. Most neurologists evaluate the extent of neurological deficit according to the National Institutes of Health Stroke Scale (NIHSS), but the use of this scale by paramedics, the first healthcare providers to usually take care of stroke victims, has proven unreliable. This might be, at least in part, due to the teaching method. The video used to teach NIHSS lacks interactivity, while more engaging electronic learning (e-learning) methods might improve knowledge acquisition.

Objective: This study was designed to evaluate whether a highly interactive e-learning module could enhance NIHSS knowledge acquisition in paramedics.

Methods: A randomized controlled trial comparing a specially designed e-learning module with the original NIHSS video was performed with paramedics working in Geneva, Switzerland. A registration number was not required as our study does not come into the scope of the Swiss federal law on human research. The protocol was nevertheless submitted to the local ethics committee (Project ID 2017-00847), which issued a “Declaration of no objection.” Paramedics were excluded if they had prior knowledge of or previous training in the NIHSS, or if they had worked in a neurology or neurosurgery ward. The primary outcome was overall performance in the study quiz, which contained 50 questions. Secondary outcomes were performance by NIHSS item, time to course and quiz completion, user satisfaction regarding the learning method, user perception of the course duration, and probability the user would recommend the course to a colleague.

Results: The study was completed by 39 paramedics. There was a better overall median score (36/50 vs 33/50, P=.04) and a higher degree of satisfaction regarding the learning method in the e-learning group (90% vs 37%, P=.002). Users who had followed the e-learning module were more likely to recommend the course to a colleague (95% vs 63%, P=.02). Paramedics in the e-learning group took more time to complete the course (93 vs 59 minutes, P<.001), but considered the duration to be more adequate (75% vs 32%, P=.01). Time to quiz completion was similar between groups (25 vs 38 minutes, P=.12).

Conclusions: Use of an e-learning module shows promising results in teaching the NIHSS to paramedics.

(J Med Internet Res 2020;22(6):e18358) doi:10.2196/18358
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Introduction
Background and Importance
Prompt and accurate identification of stroke victims is essential to reduce time from symptom onset to adequate treatment and to improve neurological outcomes [1]. Evaluation of the extent of the neurological deficit is generally performed according to the National Institutes of Health Stroke Scale (NIHSS), which was first described in 1989 [2,3]. Although the NIHSS has been extensively studied and validated in the hospital setting for many different types of provider, data regarding its application in the prehospital setting is limited [4]. Moreover, in contrast to other stroke scales, use of the NIHSS by Helicopter Emergency Medical Services crews has proved unreliable [5-8]. Nevertheless, the NIHSS enables identification of neurological deficits often missed when using other scales, particularly in cases of cerebellar stroke [9]. Accurate and reliable use of the same scale as that used by hospital neurologists might enable paramedics to improve the prehospital triage of stroke patients, and could help decrease door-to-needle time in patients for whom thrombolysis can be considered [10].

Many different factors might contribute to the difficulty of using the NIHSS in acute stroke, including the method used to teach this scale to paramedics. The video developed by Patrick Lyden et al is the most studied method used to teach NIHSS to in-hospital providers [11]. This media has many advantages, as it does not require the presence of a teacher or of a patient, and can be used at any time, even during night shifts. Lack of interactivity, however, has also been noted as a potential shortcoming [4].

Electronic-learning (e-learning) in its various forms is increasingly used in health professional education. Highly interactive self-paced modules are part of current e-learning models and often elicit higher satisfaction in the learning population [12,13]. Greater satisfaction with the learning method is usually associated with better understanding and performance [14].

Goal of This Investigation
The aim of our study was to evaluate the performance of an e-learning module in teaching the NIHSS to paramedics. Our hypothesis was that an e-learning module should, through its higher degree of interactivity, increase the paramedics’ performance.

Methods
Study Design and Setting
This was a randomized (1:1), controlled, outcome assessor and data analysts blinded superiority study compliant with the CONSORT-EHEALTH guidelines [15]. The study took place in July 2019 in Geneva, Switzerland. In this state, paramedics need to follow a 3-year curriculum before certification, during which they are taught to assess potential stroke patients using simplified scales such as the Cincinnati and G-FAST, but not the NIHSS. Geneva emergency dispatchers send an ambulance staffed with two certified paramedics whenever they identify a possible stroke. Medical reinforcement by a physician-staffed mobile unit (Service Mobile d’Urgence et de Réanimation – SMUR) is only sent if an immediate vital threat is identified by the dispatchers or ambulance crew [16].

The study protocol (Project ID 2017-00847) was submitted to the local ethics committee, which issued a “Declaration of no objection” as this project does not come into the scope of the Swiss federal law on human research. A registration number was therefore not required.

Subjects and Enrollment
All paramedics working for any of the 7 ambulance services in Geneva and/or in the SMUR unit were invited to join the study on a voluntary basis. Four training sessions were organized on two different days to ensure maximum participation despite the shift work pattern. Paramedics were excluded if they had prior knowledge of or previous training in the NIHSS, or if they had worked in a neurology or neurosurgery ward. Consent was obtained through the online platform.

Learning Material and Online Platform
An e-learning module containing 184 highly interactive slides was created by 4 of the authors (MS, LSt, LSu, and AK) under Storyline 3 (Articulate Global). The entire module is available online at https://e-learning.nihss-study.ch. To make navigation easier and to allow the end user to easily review the learning material, this module is divided into chapters, each representing one item on the NIHSS. Each chapter is composed of 3 parts: an initial description explaining the scoring of the item, an illustration of how to test the patient, and a summary of the scoring and key pitfalls to look out for. To increase interactivity and user involvement, challenging questions are presented to the participants at the beginning of each chapter prior to displaying key learning material to stimulate curiosity [17]. Each wrong answer leads to a cue or to a detailed explanation before the user can either retry or move forward. Completion of all the chapters enables access to a practice quiz covering all scoring items.

Parts of the original video by Lyden et al are embedded in the e-learning module to illustrate clinical testing, with permission of the author. The original video had to be subtitled as English language skills vary widely among the paramedics working in Geneva. It was therefore fully translated by one author (MS), who also created the required subtitles. Three of the other authors (AK, LSt, LSu) reviewed the subtitled video to ensure the quality and accuracy of the translation. The subtitled video is available at https://video.nihss-study.ch.

The learning material was uploaded to an online platform developed under the Joomla! 3.9 Content Management System (Open Source Matters).
Study Sequence

Once paramedics had registered for the study, one investigator (LSt) sent the total number of registered participants to a second investigator (MS). This second investigator, thus blinded to the participants’ information, performed randomization with a 1:1 allocation using a computer-generated table (https://www.randomizer.org/), and created unique identifiers (usernames and passwords). These identifiers, that would allow paramedics to log into the e-learning platform, were printed and placed in identical, opaque, sealed envelopes. These envelopes were shuffled and randomly scattered on a table by one of the co-authors (LSt or LSu) before each study session. Paramedics were asked to randomly choose one of the envelopes upon entering the study room, and to sit in front of a computer. Paramedics discovered their allocated group (e-learning vs video) only after logging into the online platform. They were then asked a set of questions designed to gather demographic data and to screen for exclusion criteria before being able to access the learning material.

The control group watched the subtitled video with unrestricted access to the controls, allowing them to pause, rewind, or move forward as they wished. The experiment group was given access to the e-learning module and could freely review and navigate the e-learning chapters at will. Each group only had access to their learning media, and no time constraints were imposed.

All participants could take notes while consulting the learning material and use them during the study quiz but were not provided with a NIHSS form. For both groups, access to the study quiz was enabled only after completion of the learning material. The study quiz was identical for all participants and contained 50 questions. The first 5 questions were related to key NIHSS concepts and were followed by full NIHSS evaluations of three patients. These evaluations were taken from the Lyden certification videos and were displayed according to the regular NIHSS scoring logic. To allow the candidates to immediately score the item they had viewed, each evaluation was divided into 15 subtitled video extracts, which could be paused, forwarded, or rewound at will. None of these extracts were shown to the paramedics either in the control video or in the e-learning module.

Once the quiz was completed, a last set of questions, based on a 5-point Likert scale, was displayed in order to assess the paramedics’ feelings and thoughts regarding the length of the course, their satisfaction regarding the teaching method, the perceived difficulty, and the probability they would recommend the course to a colleague.

Data Collection

Data was electronically and automatically recorded in a MariaDB database version 5.5.5 (MariaDB Foundation) before being extracted to an Excel spreadsheet (Microsoft Corporation). Group-related data was coded before the spreadsheet was sent for data analysis to the same investigator who performed the randomization (MS) in order to ensure the blinding.

The original data have been deposited to Mendeley Data [18].

Outcomes

The primary outcome was overall performance in the study quiz. Secondary outcomes were performance by NIHSS item, time to course and to quiz completion, user satisfaction with the learning method, user perception of the duration of the course, and probability that the user would recommend the training to a colleague.

Statistical Analysis

Based on prior teaching experience and clinical assumption, we determined that a sample size of 34 (17 per group) was required to have an 80% chance of detecting a difference of 10% in the overall performance at the 5% level of significance.

Given the low sample size, we decided to use only non-parametric statistical tests. The Fisher exact test was used for categorical variables and the Mann-Whitney U test for continuous variables. A two-sided P-value <.05 was considered significant.

Data analysis was performed using STATA 16.0 (Stata Corporation).

Results

Characteristics of Study Subjects

Of the 40 paramedics who registered to one of the four study sessions, 39 (98%) completed the study, none of whom met any of the exclusion criteria. One paramedic who was expected to participate did not appear for the study session. Gender distribution was the only statistically significant variable between groups (2/19 women in the e-learning group vs 10/20 in the video group, P=.01) (Table 1).

Table 1. Participant characteristics.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Video (n=19)</th>
<th>E-learning (n=20)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age range (years), n</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18-25</td>
<td>2</td>
<td>1</td>
<td>.46</td>
</tr>
<tr>
<td>26-30</td>
<td>3</td>
<td>7</td>
<td></td>
</tr>
<tr>
<td>31-35</td>
<td>6</td>
<td>6</td>
<td></td>
</tr>
<tr>
<td>36-40</td>
<td>4</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>≥41</td>
<td>4</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>Years since diploma, median (Q1:Q3)</td>
<td>(2:8)</td>
<td>6.5 (2.5:9)</td>
<td>.68</td>
</tr>
<tr>
<td>Gender, female, n (%)</td>
<td>2 (11)</td>
<td>10 (50)</td>
<td>.01</td>
</tr>
</tbody>
</table>
Main Results

Participants who followed the e-learning module performed better than those who followed the video—36 (34;37) vs 33 (31;38), \( P = .04 \). Paramedics who had followed the e-learning module had better scores regarding key NIHSS concepts (\( P = .01 \)), the consciousness—commands item (\( P = .03 \)), and the ataxia item (\( P = .02 \)). Paramedics in the video group evaluated dysarthria better than those in the e-learning group (\( P = .02 \)). Detailed results are shown in Table 2.

The e-learning module took more time to complete than the video with a median time of 93 (81.5;107.5) vs 59 (55;80) minutes, \( P < .001 \), though time to quiz completion was not significantly different between groups (\( P = .12 \)) (Table 2).

Duration of the course was considered adequate by 75% of the paramedics who had followed the e-learning module, but only by 32% of those who had followed the video (\( P = .01 \)). Satisfaction regarding the learning method was also higher in the e-learning group compared to the video group (90% vs 37%, \( P = .002 \)) (Figure 1). The paramedics who had followed the e-learning module were more likely to recommend the course than those who had followed the subtitled video (95% vs 63%, \( P = .02 \)).

Table 2. Quiz results. Data are expressed as median (Q1;Q3).

<table>
<thead>
<tr>
<th>Variable</th>
<th>Video (n=19)</th>
<th>E-learning (n=20)</th>
<th>( P ) value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Overall score</td>
<td>33 (31;38)</td>
<td>36 (34;37)</td>
<td>.04</td>
</tr>
<tr>
<td>Time to course completion (min)</td>
<td>59 (55;80)</td>
<td>93 (81.5;107.5)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Time to quiz completion (min)</td>
<td>38 (33;41)</td>
<td>35 (31;39)</td>
<td>.12</td>
</tr>
</tbody>
</table>

Detailed results by item

- Key NIHSS\(^a\) concepts
  - Consciousness—Global
  - Consciousness—Questions
  - Consciousness—Commands
  - Gaze
  - Visual
  - Facial Palsy
  - Motor arm
  - Motor leg
  - Ataxia
  - Sensory
  - Language
  - Dysarthria
  - Extinction and inattention

\(^a\)NIHSS: National Institutes of Health Stroke Scale.
Discussion

Main Results

The participants who followed the e-learning module performed slightly better than those who watched the subtitled version of the original NIHSS video. Our results show that paramedics who followed the e-learning module had a better understanding of the NIHSS key concepts. This difference might prove useful for the application of the NIHSS in the field.

While some specific NIHSS items, such as ataxia, were scored more accurately by the paramedics who followed the e-learning module, participants in the video group evaluated the dysarthria item significantly better. After careful review of the module, it appears that we did not include extracts from the original video for all 15 items. Indeed, the e-learning module used in this study did not contain any video extract demonstrating how to assess dysarthria. This shortcoming might, at least in part, explain why the paramedics who followed the e-learning module did not perform as well as those who had seen the video. The e-learning module should therefore be updated to include video extracts of each specific item before being tested again to assess whether our hypothesis holds true. The difference observed regarding dysarthria evaluation might also be explained by the fact that this item has been shown to have a low interrater reliability [19].

The e-learning took longer than the video to complete, with a median difference of 34 minutes. Nevertheless, 75% of the paramedics who had followed the e-learning module judged its length adequate, whereas less than a third of those who had followed the video were of the same opinion. Three main factors might contribute to this finding. First, while the video does not allow for interactions other than pausing, forwarding, or rewinding, the e-learning module stimulates and engages the learners. Second, the possibility of quickly going back to the learning chapter one wishes to review is facilitated by the e-learning interface, as the learner loses less time looking for the right sequence. Last, the introductory chapter in the e-learning module seems to lead to an enhanced understanding of key NIHSS concepts, and might therefore help the learner better understand the goals of the course, therefore acting as a primer by increasing both the learner’s commitment and attention.

The higher level of satisfaction with the learning method is probably most strongly linked to the high interactivity of the e-learning module. Previous studies have indeed shown that a greater level of interactivity increases learner engagement while decreasing the attrition rate [20]. Though other factors such as quality of content, convenience of the technology, and quality of the support received have also been found to increase learner satisfaction [21], they probably had little influence on this outcome given our study design as these elements were almost identical for both groups.

The term e-learning is generic and is used to describe any kind of educational material made available through technological means. It therefore covers many different formats (video, podcast, interactive module, serious game, etc), which have been increasingly used in the last decades because of their many advantages such as flexibility, mobility, and avoidance of both time and space constraints [22]. Advanced models of e-learning can mimic real-life situations and are often considered preferable to classical models of education thanks to their interactivity. Systematic reviews have however failed to demonstrate a superiority of e-learning compared to traditional learning in improving patient outcomes or health professionals’ behaviors, skills, or knowledge [23,24]. This might be because e-learning materials are so different in conception and philosophy that they cannot be directly comparable.

Even if it cannot entirely substitute for face-to-face learning, e-learning seems to be particularly well adapted to the field of emergency medicine where shift work is common [25].
indeed often difficult to provide recurrent practical hands-on sessions for paramedics once they have completed their training, though they must still acquire new knowledge and skills on a regular basis. Studies have shown that e-learning is the preferred learning method for paramedics when practical training is not possible due to diverse constraints [26,27].

Stroke is the second leading cause of death worldwide and a major cause of long-term disability [28]. One of the best ways to limit stroke sequelae is to reduce the time between symptom onset and administration of the appropriate treatment. Swift and accurate identification of stroke symptoms is therefore of paramount importance to enable prompt transport to a stroke center. Some studies suggest that the use of e-learning material enhanced both neurological assessment by nurses and quality of care in stroke teams [29,30]. Different e-learning tools aiming to improve symptoms recognition and global care of stroke patients are currently being developed and implemented [31,32].

Strengths and Limitations

Though this study has several strengths, it also has limitations. First, given our initial power calculation and the small number of paramedics working in Geneva, the sample size is limited. Moreover, as there can be considerable differences between prehospital emergency medical systems or paramedic certifications, even across different Swiss regions, the results of this study might not be entirely applicable to other systems [16]. As this study only assessed learning material, it also might not adequately predict the performance of the paramedics in the field. Finally, as the video had a fixed duration of about 59 minutes, the main investigator might have been only incompletely blinded as to group allocation. Nevertheless, randomization, concealment, and blinding were performed according to the strictest standards. Comparison of this innovative highly interactive e-learning module with a well-established teaching standard is another strength of this study.

Implications for Future Research

After an update and improvement of the e-learning module used in this study, a new assessment of this teaching method should be performed. The performance of healthcare providers trained with this new method and its impact on the global care of stroke patients should also now be assessed in the field.

Conclusion

Use of an e-learning module shows promising results in teaching the NIHSS to paramedics. The module should be improved according to the study results and user feedback, and performance of healthcare providers who have followed this module should be tested in the field.
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Abstract

Background: Although gamification continues to be a popular approach to increase engagement, motivation, and adherence to behavioral interventions, empirical studies have rarely focused on this topic. There is a need to empirically evaluate gamification models to increase the understanding of how to integrate gamification into interventions.

Objective: The model of gamification principles for digital health interventions proposes a set of five independent yet interrelated gamification principles. This study aimed to examine the validity and reliability of this model to inform its use in Web- and mobile-based apps.

Methods: A total of 17 digital health interventions were selected from a curated website of mobile- and Web-based apps (PsyberGuide), which makes independent and unbiased ratings on various metrics. A total of 133 independent raters trained in gamification evaluation techniques were instructed to evaluate the apps and rate the degree to which gamification principles are present. Multiple ratings (n≥20) were collected for each of the five gamification principles within each app. Existing measures, including the PsyberGuide credibility score, mobile app rating scale (MARS), and the app store rating of each app were collected, and their relationship with the gamification principle scores was investigated.

Results: Apps varied widely in the degree of gamification implemented (ie, the mean gamification rating ranged from \(0.17 \leq m \leq 4.65\) out of 5). Inter-rater reliability of gamification scores for each app was acceptable (\(k \geq 0.5\)). There was no significant correlation between any of the five gamification principles and the PsyberGuide credibility score (\(P \geq 0.49\) in all cases). Three gamification principles (supporting player archetypes, feedback, and visibility) were significantly correlated with the MARS score, whereas three principles (meaningful purpose, meaningful choice, and supporting player archetypes) were significantly correlated with the app store rating. One gamification principle was statistically significant with both the MARS and the app store rating (supporting player archetypes).

Conclusions: Overall, the results support the validity and potential utility of the model of gamification principles for digital health interventions. As expected, there was some overlap between several gamification principles and existing app measures (eg, MARS). However, the results indicate that the gamification principles are not redundant with existing measures and highlight the potential utility of a 5-factor gamification model structure in digital behavioral health interventions. These gamification principles may be used to improve user experience and enhance engagement with digital health programs.

(J Med Internet Res 2020;22(6):e16506) doi:10.2196/16506
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Introduction

There is substantial interest in understanding how gamification can improve electronic health (eHealth) and mobile health (mHealth) interventions [1–3], yet significant gaps in the literature remain. Metareviews of gamification strategies within behavioral interventions summarize the work in this area [4,5] but often focus on the mechanics employed (eg, badges, leaderboards, etc) and neglect other potentially important factors (ie, the context of the app). In addition, individual studies of gamification of digital health interventions typically present results as general game vs control studies [6,7] or focus more on the qualitative and subjective aspects of gamification [8]. As gamification techniques are intertwined with other intervention components, their validity and incremental impact are relatively unknown.

The model of gamification principles for internet interventions [9] was developed to present a unifying, theory-driven set of five gamification principles (Textbox 1) that can be used in the building and testing of digital health interventions. There is no widespread agreement on how the principles of gamification should be applied to eHealth/mHealth interventions. Although the detailed justification for the development of these principles is beyond the scope of this paper, additional information can be found in the prior study on which this one is based [9]. These principles, which were extracted from several well-known gamification models, represent independent and actionable items regarding the application of gamification (see the study by Floryan et al [9] for details). The model is composed of five separate yet interrelated constructs: meaningful purpose, meaningful choice, supporting player archetypes, feedback, and visibility. Textbox 1 summarizes the five gamification principles and provides a short description of each principle. The principles provide concrete and measurable descriptions of gamification while focusing on the context, goals, and attitudes of users of the program. These principles provide a descriptive framework for measuring both the presence and quality of gamification implementation. Although these have been well defined, empirical validation is a necessary next step.

Textbox 1. Summary of principles of gamification.

<table>
<thead>
<tr>
<th>Gamification principle and description:</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Meaningful purpose: The app presents goals that align with the user’s motivations and interests</td>
</tr>
<tr>
<td>• Meaningful choice: The app gives users agency over how they achieve their goals</td>
</tr>
<tr>
<td>• Supporting player archetypes: Mechanics in the app leverage individual user and player characteristics</td>
</tr>
<tr>
<td>• Feedback: The app communicates how user actions affect progress</td>
</tr>
<tr>
<td>• Visibility: The app makes clear to users the amount of progress made and how much more is needed</td>
</tr>
</tbody>
</table>

The proposed gamification principles encourage developers to separate the idea of typically considered gamification mechanics (eg, points, badges, and leaderboards) from the purpose of those mechanics (eg, motivating the purpose, increasing user choice, supporting player archetypes, etc). In this way, the model encourages researchers to consider the mechanics of gamification and how those relate to the underlying motivational affordances of the user. It also provides researchers with a framework for implementing these mechanics within the technology-based interventions they create. In behavioral science, several attempts have been made to specify various behavior change strategies [10] and call for increased use of evidence-based behavior change techniques within research and commercially developed products and interventions [11]. However, there have been few efforts to map behavior change principles to design features that could be implemented by researchers. The principles of gamification attempt to address this mapping by providing actionable principles contextualized by known behavior change principles for internet interventions (details regarding this mapping can be found in the study by Floryan et al [9]). The specification of these principles can facilitate research and lead to a better understanding of these mechanisms and how they can best be used. The goals of this study were to understand the validity and reliability of this 5-factor gamification model.

Methods

Overview

Mobile- and Web-based interventions were selected from PsyberGuide, a nonprofit endeavor that aims to provide consumers with information to aid in selecting different types of mental health apps. PsyberGuide conducts independent and unbiased reviews of mental health apps and evaluates products on three dimensions: credibility, user experience, and privacy and data security. PsyberGuide has evaluated over 200 mental health apps and is viewed as a useful standard for determining the quality of apps on these various metrics [12–14]. Given the variety of apps reviewed on PsyberGuide and the variance in scores of credibility and user experience of these apps, it provided a useful point of comparison to evaluate the gamification assessment. Specifically, the credibility and user experience scores (see the Measures section for more detail) for each app were useful to compare the presence of gamification with these other metrics. Apps were selected (Table 1) in February 2018 and evaluated for the presence and implementation of the five internet intervention gamification principles (Textbox 1). They were selected using the following criteria: (1) presence on the PsyberGuide listing, (2) free to use or provided core content free of charge, (3) broadly applicable to the general population in the domain of behavioral and mental health, and (4) available through at least one of the Apple App Store, Android Store, or a Web browser (eg, website based).
total of 133 trained independent raters and undergraduates enrolled in a college-level human-computer interaction (HCI) course served as judges. The raters were all aged between 18 and 22 years and majoring in computer science or a related field (e.g., systems engineering, computer engineering). Many of the raters were double majoring in a related field (e.g., cognitive science, psychology, etc). To obtain adequate interrater reliability, Saito et al [15] recommend a higher number of ratings when the potential variance between ratings is high, 20 to 25 ratings were desired for each app. Therefore, with each judge providing up to 3 ratings, 17 apps were selected.

Table 1. List of apps and their modality or purpose.

<table>
<thead>
<tr>
<th>App name</th>
<th>Modality or purpose</th>
</tr>
</thead>
<tbody>
<tr>
<td>Headspace</td>
<td>Mindfulness and meditation</td>
</tr>
<tr>
<td>Lumosity</td>
<td>Cognitive training</td>
</tr>
<tr>
<td>iSleep Easy</td>
<td>Meditation and restful sleep</td>
</tr>
<tr>
<td>FitBrains</td>
<td>Cognitive training</td>
</tr>
<tr>
<td>Happify: For Stress &amp; Worry</td>
<td>Well-being and happiness</td>
</tr>
<tr>
<td>Serenita</td>
<td>Stress and anxiety</td>
</tr>
<tr>
<td>SuperBetter</td>
<td>Goal setting, resilience, motivation</td>
</tr>
<tr>
<td>Flowy</td>
<td>Breathing and relaxation</td>
</tr>
<tr>
<td>The Mxindfulness App</td>
<td>Mindfulness and meditation</td>
</tr>
<tr>
<td>HAPPyneuron</td>
<td>Cognitive training</td>
</tr>
<tr>
<td>Smiling Mind</td>
<td>Mindfulness and meditation</td>
</tr>
<tr>
<td>Pacifica (now Sanvello)</td>
<td>Anxiety and depression</td>
</tr>
<tr>
<td>Virtual Hope Box</td>
<td>Anxiety and depression</td>
</tr>
<tr>
<td>Peak</td>
<td>Cognitive training</td>
</tr>
<tr>
<td>Personal Zen</td>
<td>Stress and anxiety</td>
</tr>
<tr>
<td>BrainHQ</td>
<td>Cognitive training</td>
</tr>
<tr>
<td>Wildflowers</td>
<td>Mindfulness and meditation</td>
</tr>
</tbody>
</table>

Measures

Gamification Principles

A novel self-report measure was developed based on the gamification principles for internet interventions model. The measure is composed of five items, with each item assessing the principle of gamification. Items include a description of the gamification principle (e.g., meaningful purpose) in question and instruct the rater to judge the presence of that principle within the intervention. Embedded within the descriptions are probing questions to help determine the extent the principle is present (e.g., “Does the application allow the user to make decisions about how they reach their goal?”). One item was used to assess each gamification principle to increase the efficiency of raters and limit the response burden. Single-item scales have been used and validated to assess complex constructs such as self-esteem, job satisfaction, and personality traits [16-18]. The items were assessed on a 6-point Likert scale (0=complete absence of the gamification principle and 1-5=weak to strong presence of the principle in question; Multimedia Appendix 1).

App Quality (Mobile App Rating Scale)

The Mobile App Rating Scale (MARS; Stoyanov et al [19]) is a widely used measure of app quality that focuses on aspects of engagement, functionality, aesthetics, and information quality. MARS scores for each program included in this study were obtained from the PsyberGuide website. MARS scores are averaged from multiple independent raters who either have expertise in health interventions or psychology, technology development or design, or lived experience with intended clinical issues. Each MARS score was calculated using a combination of at least three raters. MARS scores are represented as user experience ratings (with a maximum score of 5.0) on the PsyberGuide website.

App Credibility (PsyberGuide Credibility)

PsyberGuide credibility ratings are meant to determine the likelihood that a given product will produce the proposed benefits. It is based on an assessment of the strength of research evidence, source of research evidence, specificity of the app, expertise of the development team, number of app store ratings, and recency of updates. PsyberGuide credibility rating scores are made by a team of trained reviewers consisting of undergraduate or masters-level students using an approval and consensus process (maximum score of 5.0). PsyberGuide credibility rating scores were obtained from the PsyberGuide website.

App Store Rating

The app store rating (Apple or Android) for each intervention was obtained. App store ratings are based on a system of stars.
(0-5), with a higher number of stars indicating a greater degree of liking the app.

**Procedure**

Each of the 133 raters was randomly assigned to evaluate three apps. Raters were trained using a 2-part approach. The first was a 75-min training session that reviewed the theory of heuristic evaluations, a core concept in HCI. Heuristic evaluations occur when trained raters use a system and rate how well the design conforms to a set of described heuristics [20]. The heuristics used for this study were the five principles of gamification [9]. The training also involved teaching the raters about the principles of gamification, as these were the heuristics to be used for comparison when rating. Although this is not the prototypical use of a heuristic evaluation (a company, eg, would typically rate a user interface against a set of design principles), the training focused on how the process of rating gamification in apps was analogous to a classical heuristic evaluation. The apps were rated against a different set of heuristics (gamification principles), and these principles were enumerated and discussed in detail during the training. The training also provided a broad overview of digital health interventions (definition and brief examples) but did not include any detailed training in this area. To increase our confidence that the ratings were done thoughtfully and consistent with the training guidelines, raters were required to provide a written justification for their ratings.

Raters were given 2 weeks to evaluate their apps and were instructed to use each app for at least 15 min every day. Specifically, raters were asked to use the app as a normal user and to examine the presence of each of the gamification principles. Although rater usage was not tracked, the raters were encouraged to maintain lists of specific examples of each gamification principle they encountered and to list them in their written justifications. After 2 weeks, raters were given 1 week to complete a 10-question survey. For each gamification principle, raters were asked whether the principle was present in the app (binary), and, if so, to what degree that principle was present (1-5 scale). These pairs of questions were later combined to create single 6-point (0-5 scale) responses. For the presence questions (1-5 scale), a description was provided for scores 1, 3, and 5. This was done to allow raters some flexibility in interpreting the score between these endpoints and middle points. To ensure that raters had provided thoughtful responses, they were asked to provide a justification for each of their scores by writing a supporting paragraph. The raters were assigned a grade to complete this assignment and to provide reasonable and thoughtful Justifications for the provided scores. Raters provided reasonable Justifications, earning an average of 9.4 out of 10 on this assignment. The university institutional review board (IRB) was contacted with the details of this endeavor, and it was determined that no IRB protocol was necessary.

**Statistical Analysis Outliers**

Statistical analysis outliers (ratings more than two SDs from the mean) were identified. However, on review of the Justifications provided by these raters, no data were removed. For each program and survey question combination, the mean scores and SDs were calculated. Interrater reliability scores for each app were calculated to determine the degree of agreement among the independent raters. Interrater reliability was obtained by using the weighted Fleiss kappa [21,22] for each app, across all questions and raters. Fleiss kappa is recommended when there are more than two raters. Correlations and P values were calculated between the average ratings of each gamification principle and each of the three dependent measures (ie, app quality, app credibility, app store rating). Correlations between the gamification principles were examined to detect the presence of collinearity among the ratings. A custom program, written in Python, was used for outlier identification, coalescing the raw data into mean (SD), and for computing the interrater reliability (ie, all results from Tables 2 and 3). The statistics program R was used to compute all correlation coefficients and related statistics (ie, all results from Multimedia Appendix 2 and Table 4).
### Table 2. Mean and SD ratings for each gamification principle across raters.

<table>
<thead>
<tr>
<th>App name</th>
<th>Meaningful purpose, mean (SD)</th>
<th>Meaningful choice, mean (SD)</th>
<th>Supporting player archetypes, mean (SD)</th>
<th>Feedback, mean (SD)</th>
<th>Visibility, mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Headspace</td>
<td>4.29 (0.84)</td>
<td>3.92 (1.04)</td>
<td>3.50 (1.47)</td>
<td>3.33 (1.49)</td>
<td>4.08 (1.08)</td>
</tr>
<tr>
<td>Lumosity</td>
<td>4.36 (0.79)</td>
<td>3.08 (1.49)</td>
<td>3.40 (1.10)</td>
<td>4.32 (0.93)</td>
<td>3.76 (1.21)</td>
</tr>
<tr>
<td>iSleep Easy</td>
<td>3.92 (1.00)</td>
<td>2.71 (1.57)</td>
<td>0.17 (0.47)</td>
<td>1.17 (1.40)</td>
<td>0.25 (0.60)</td>
</tr>
<tr>
<td>FitBrains</td>
<td>4.10 (1.38)</td>
<td>2.76 (1.69)</td>
<td>3.33 (1.04)</td>
<td>4.38 (1.09)</td>
<td>4.29 (1.39)</td>
</tr>
<tr>
<td>Happify: For Stress &amp; Worry</td>
<td>4.26 (1.07)</td>
<td>3.61 (1.31)</td>
<td>3.26 (1.72)</td>
<td>3.83 (1.27)</td>
<td>3.74 (1.36)</td>
</tr>
<tr>
<td>Serenita</td>
<td>3.91 (1.06)</td>
<td>2.57 (1.50)</td>
<td>1.43 (1.58)</td>
<td>3.43 (1.47)</td>
<td>3.70 (1.23)</td>
</tr>
<tr>
<td>SuperBetter</td>
<td>3.65 (1.05)</td>
<td>3.61 (1.34)</td>
<td>3.00 (1.41)</td>
<td>3.26 (0.94)</td>
<td>3.48 (1.25)</td>
</tr>
<tr>
<td>Flowy</td>
<td>1.95 (1.07)</td>
<td>1.64 (1.37)</td>
<td>1.91 (1.44)</td>
<td>2.32 (1.49)</td>
<td>2.91 (1.20)</td>
</tr>
<tr>
<td>The Mindfulness App</td>
<td>3.59 (1.34)</td>
<td>3.59 (1.30)</td>
<td>2.41 (1.44)</td>
<td>2.18 (1.61)</td>
<td>2.86 (1.42)</td>
</tr>
<tr>
<td>HAPPYneuron</td>
<td>4.15 (0.91)</td>
<td>3.25 (1.30)</td>
<td>2.90 (1.34)</td>
<td>3.35 (1.24)</td>
<td>3.55 (1.16)</td>
</tr>
<tr>
<td>Smiling Mind</td>
<td>4.09 (1.06)</td>
<td>3.78 (1.18)</td>
<td>2.57 (1.61)</td>
<td>3.26 (1.80)</td>
<td>3.96 (0.95)</td>
</tr>
<tr>
<td>Pacifica</td>
<td>4.04 (1.04)</td>
<td>4.40 (0.98)</td>
<td>4.56 (0.70)</td>
<td>3.64 (1.29)</td>
<td>4.16 (0.97)</td>
</tr>
<tr>
<td>Virtual Hope Box</td>
<td>3.30 (1.43)</td>
<td>3.43 (1.38)</td>
<td>2.43 (1.77)</td>
<td>0.70 (1.16)</td>
<td>0.17 (0.38)</td>
</tr>
<tr>
<td>Peak</td>
<td>4.35 (0.91)</td>
<td>3.13 (1.73)</td>
<td>2.96 (1.60)</td>
<td>4.26 (0.85)</td>
<td>4.65 (0.70)</td>
</tr>
<tr>
<td>Personal Zen</td>
<td>2.14 (1.12)</td>
<td>0.86 (1.17)</td>
<td>0.95 (1.13)</td>
<td>2.86 (1.36)</td>
<td>3.43 (1.37)</td>
</tr>
<tr>
<td>BrainHQ</td>
<td>4.08 (1.19)</td>
<td>2.54 (1.68)</td>
<td>2.58 (1.55)</td>
<td>4.00 (0.82)</td>
<td>3.75 (1.16)</td>
</tr>
<tr>
<td>Wildflowers</td>
<td>3.65 (1.34)</td>
<td>2.78 (1.44)</td>
<td>2.35 (1.68)</td>
<td>3.52 (1.35)</td>
<td>3.91 (1.10)</td>
</tr>
</tbody>
</table>

### Table 3. Interrater reliability scores for each app.

<table>
<thead>
<tr>
<th>App</th>
<th>Interrater reliability</th>
</tr>
</thead>
<tbody>
<tr>
<td>Headspace</td>
<td>0.53</td>
</tr>
<tr>
<td>Lumosity</td>
<td>0.57</td>
</tr>
<tr>
<td>iSleep Easy</td>
<td>0.67</td>
</tr>
<tr>
<td>FitBrains</td>
<td>0.55</td>
</tr>
<tr>
<td>Happify: For Stress &amp; Worry</td>
<td>0.51</td>
</tr>
<tr>
<td>Serenita</td>
<td>0.53</td>
</tr>
<tr>
<td>SuperBetter</td>
<td>0.54</td>
</tr>
<tr>
<td>Flowy</td>
<td>0.52</td>
</tr>
<tr>
<td>The Mindfulness App</td>
<td>0.51</td>
</tr>
<tr>
<td>HAPPYneuron</td>
<td>0.54</td>
</tr>
<tr>
<td>Smiling Mind</td>
<td>0.52</td>
</tr>
<tr>
<td>Pacifica</td>
<td>0.58</td>
</tr>
<tr>
<td>Virtual Hope Box</td>
<td>0.61</td>
</tr>
<tr>
<td>Peak</td>
<td>0.57</td>
</tr>
<tr>
<td>Personal Zen</td>
<td>0.58</td>
</tr>
<tr>
<td>BrainHQ</td>
<td>0.54</td>
</tr>
<tr>
<td>Wildflowers</td>
<td>0.51</td>
</tr>
</tbody>
</table>
Table 4. Correlation matrix between gamification principles across all rated apps.

<table>
<thead>
<tr>
<th>Gamification principle</th>
<th>Meaningful purpose</th>
<th>Meaningful choice</th>
<th>Supporting player archetypes</th>
<th>Feedback</th>
<th>Visibility</th>
</tr>
</thead>
<tbody>
<tr>
<td>Meaningful purpose</td>
<td>N/A(^a)</td>
<td>0.71</td>
<td>0.50</td>
<td>0.48</td>
<td>0.30</td>
</tr>
<tr>
<td>Meaningful choice</td>
<td>N/A</td>
<td>N/A</td>
<td>0.69</td>
<td>0.11</td>
<td>0.11</td>
</tr>
<tr>
<td>Supporting player archetypes</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>0.57</td>
<td>0.57</td>
</tr>
<tr>
<td>Feedback</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>0.92</td>
</tr>
<tr>
<td>Visibility</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
</tbody>
</table>

\(^a\) N/A: not applicable.

Results

Overview

The means and SDs for each gamification principle across the 17 apps are shown in Table 2. There was a wide degree of variation in gamification present in the apps. The average gamification score (ie, the mean of all five gamification principle ratings) ranged from 1.64 to 4.16 out of 5. Among the principles, supporting player archetypes was judged as being the least present (average 2.57 out of 5), whereas meaningful purpose was judged as being most present (average 3.75 out of 5).

Table 3 lists the interrater reliability scores for each app studied. Interrater reliability scores range from 0.51 to 0.67, indicating acceptable levels of agreement across raters for each app [23].

Criterion Validity and Associations Between Gamification Principles and Other Measures

Table 5 lists the app credibility score (ie, PsyberGuide Credibility Score), the MARS score, and the app store ratings for each app. One app (HAPPYneuron) did not have an app store rating. In general, the three scores were not strongly associated with one another (\(r = -0.09\) for PsyberGuide Credibility vs MARS; \(r = 0.32\) for MARS vs app store rating; \(r = 0.04\) for PsyberGuide Credibility vs app store rating), suggesting that each of these three measures likely represent different aspects of app quality.

Table 5. Various metrics scoring each studied app (1-5 scale).

<table>
<thead>
<tr>
<th>App</th>
<th>PsyberGuide Credibility Score</th>
<th>Mobile App Rating Scale</th>
<th>App store rating</th>
</tr>
</thead>
<tbody>
<tr>
<td>Headspace</td>
<td>4.64</td>
<td>4.74</td>
<td>4.9</td>
</tr>
<tr>
<td>Lumosity</td>
<td>3.21</td>
<td>4.34</td>
<td>4.7</td>
</tr>
<tr>
<td>iSleep Easy</td>
<td>3.55</td>
<td>3.01</td>
<td>4.6</td>
</tr>
<tr>
<td>FitBrains</td>
<td>2.85</td>
<td>4.67</td>
<td>3.7</td>
</tr>
<tr>
<td>Happify: For Stress &amp; Worry</td>
<td>3.92</td>
<td>3.34</td>
<td>4.5</td>
</tr>
<tr>
<td>Serenita</td>
<td>3.2</td>
<td>3.2</td>
<td>3</td>
</tr>
<tr>
<td>SuperBetter</td>
<td>3.55</td>
<td>4.39</td>
<td>4.7</td>
</tr>
<tr>
<td>Flowy</td>
<td>2.5</td>
<td>4.1</td>
<td>4.3</td>
</tr>
<tr>
<td>The Mindfulness App</td>
<td>2.85</td>
<td>3.3</td>
<td>4.4</td>
</tr>
<tr>
<td>HAPPYneuron</td>
<td>2.5</td>
<td>4.15</td>
<td>N/A(^a)</td>
</tr>
<tr>
<td>Smiling Mind</td>
<td>2.85</td>
<td>4</td>
<td>4.6</td>
</tr>
<tr>
<td>Pacifica</td>
<td>2.85</td>
<td>4.7</td>
<td>4.7</td>
</tr>
<tr>
<td>Virtual Hope Box</td>
<td>3.92</td>
<td>3.59</td>
<td>4.4</td>
</tr>
<tr>
<td>Peak</td>
<td>2.85</td>
<td>4.52</td>
<td>4.7</td>
</tr>
<tr>
<td>Personal Zen</td>
<td>3.95</td>
<td>3.77</td>
<td>2.6</td>
</tr>
<tr>
<td>BrainHQ</td>
<td>4.6</td>
<td>4.11</td>
<td>4.6</td>
</tr>
<tr>
<td>Wildflowers</td>
<td>2.85</td>
<td>4.08</td>
<td>4.33</td>
</tr>
</tbody>
</table>

\(^a\) N/A: not applicable.

Multimedia Appendix 1 lists the correlation coefficients as well as \(t\) test statistics (2-tailed) and \(P\) values among gamification principles ratings and the PsyberGuide Credibility Score, the MARS rating, and the app store rating. There were generally weak correlations between the gamification principle ratings and the PsyberGuide Credibility Score, indicating a low degree of overlap. Supporting player archetypes (\(P = .001\)), feedback (\(P = .01\)), and visibility (\(P = .008\)) correlated strongly with the
MARS rating, whereas meaningful purpose \((P=.04)\), meaningful choice \((P=.002)\), and supporting layer archetypes \((P=.04)\) correlated strongly with the app store ratings. A closer examination of the significant associations between the gamification principles and the MARS and app store ratings revealed between 25% and 52% shared variance \((r^2)\) among these variables, indicating that they are related yet measure different constructs.

**Inter-Relationships Between Gamification Principles**

Table 4 contains a correlation matrix of the relationships among gamification principles. The strength of associations varied widely \((r=0.11\) to 0.92\), with visibility and feedback as the most strongly associated and overlapping principles. On average, the correlations were \(r=0.50\), indicating that principles were related yet separate from one another.

**Discussion**

**Principal Findings**

This study provides empirical support for the model of the five gamification principles for internet interventions. We believe this model will help researchers develop new interventions and evaluate existing interventions that better engage users through the proper implementation and integration of gamification techniques. By evaluating the gamification principles in 17 health apps, the findings from this study indicate that the gamification principles are not redundant with existing app measures.

A weak relationship was found between the gamification principle ratings and the PsyberGuide credibility score. The PsyberGuide credibility score is based on several factors, some of which have no intuitive relationship to the gamification principles evaluated in this study. For example, one aspect of the PsyberGuide credibility score involves the amount of research funding the app had garnered, which has no direct connection with gamification. Other aspects of the PsyberGuide credibility score focus on the degree to which research is available on the efficacy of that app or the frequency of the updates to the app. Although some of these aspects, such as the frequency of updates, have been found to be useful predictors of some evaluations of apps such as expert-rated quality or user ratings [24], they would not be expected to categorize the features into the app. In sum, the lack of relationship between the credibility score and the gamification principle ratings suggests that the credibility of an app (which includes efficacy as well as other issues such as software support, input from experts, etc) is largely independent of its level of gamification.

There were significant relationships between 3 of the 5 gamification principles (supporting player archetypes, feedback, and visibility) and the MARS score. Theoretically, one would imagine some overlap between our gamification model and user experience aspects such as engagement. The MARS (collected from PsyberGuide) [19] explicitly mentions qualities that overlap with feedback and visibility, namely, items such as quality or quantity of information or visual information. However, the gamification principles go beyond the MARS by providing specific guidelines for presenting this information and contextualizing it within a user’s broader goals and understanding. Thus, even with some conceptual overlap, the gamification principles still have added value. Engagement and attrition have long been identified as an issue within eHealth [25-27], and this can be helped by having patients play a more active role in their own care [28]. Gamification principles may therefore facilitate the execution of game mechanics by providing researchers another avenue to explore and measure engaging features that involve the patient. Similarly, the gamification principle of supporting player archetypes has an intuitive overlap with MARS items involving engagement and subjective quality. However, the gamification principle of supporting player archetypes presents specific mechanisms through which these qualities can be achieved and are commonly done in games and game-like systems. Thus, we believe that our gamification principles are not in direct conflict with the MARS; rather, they provide a roadmap for ways to increase app quality.

Three different gamification principles (meaningful purpose, meaningful choice, and supporting layer archetypes) were significantly associated with the app store ratings. In contrast to the MARS, the app store ratings are single overall ratings provided by end users. By directly sampling from end users, the app store rating may be viewed as largely a reflection of user choice. There was a strong association between app store ratings and the gamification principle of meaningful choice \((r=0.71)\), suggesting that users may value having agency in how they use and navigate through an app. App store ratings are subjective, personal, and nonstandardized and have been shown to be an indication of app popularity, but not clinical outcomes [29]. Thus, it is notable that the strongest related principles of meaningful purpose (the user has a goal in using the app), meaningful choice (the user has agency over their progress), and supporting player archetypes (the app leverages individual user characteristics) all directly involve the user, whereas the other two gamification principles, feedback and visibility, relate more specifically to the app design, its presentation, and organization of information.

This study extends the existing literature that aims to understand technology-based behavioral interventions by identifying and coding their features [24,30,31]. Although past work has used different conceptual models, this study evaluates features based on gamification principles. Our findings that gamification principles overlap with some, but not all, other assessments of app quality and popularity indicate both convergent and discriminant validity of the gamification principles assessment. Future work may wish to apply this assessment to other behavioral change interventions and examine if gamification principles still have added value. Engagement and attrition have long been identified as an issue within eHealth, and this can be helped by having patients play a more active role in their own care. Gamification principles may therefore facilitate the execution of game mechanics by providing researchers another avenue to explore and measure engaging features that involve the patient. Similarly, the gamification principle of supporting player archetypes presents specific mechanisms through which these qualities can be achieved and are commonly done in games and game-like systems. Thus, we believe that our gamification principles are not in direct conflict with the MARS; rather, they provide a roadmap for ways to increase app quality.

**Strengths and Limitations**

Several potential limitations exist for this study. Most notably, although the raters were trained with several modes of material,
they were undergraduate students and not experts; however, several results from the study help limit this concern. The interrater reliability scores (weighted kappa) were all within the acceptable range (k>0.50), which suggests that although there was variance in the scores, the raters generally gave similar ratings to apps. In addition, raters provided written justifications for each of their scores. An expert read through these justifications with the intention of removing ratings that included clear evidence of a poor rating. In the end, no ratings were deemed to lack sufficient justification, and all ratings were included in the analysis presented here.

Owing to the difficulty in calculating internal consistencies and establishing construct validity for single-item measures (to assess each gamification principle), future work should examine ways to assess gamification using more items. Although our decision was influenced by a desire to reduce the burden on raters and increase the efficiency with which ratings could be completed, there are many ways to assess gamification that should be explored in future work. However, because the results show evidence of both convergent and discriminant validity, there is some evidence that construct validity does exist.

Potential bias also exists with the app selection methodology. Although the PsyberGuide listing likely contained more than 17 apps that fit the inclusion criteria, this was deemed a sufficient number, given the quantity of raters and associated ratings to be obtained. An attempt was made to include a heterogeneous sample of apps that covered a variety of areas of focus and population types. However, a more systematic approach could have been used to select the apps, or, with sufficient resources, to include all apps.

There were some strong associations among gamification principles. Most notably, the principles of feedback and visibility had a strong relationship (r=0.92), potentially suggesting that these principles may measure the same underlying construct. It is possible that although these principle definitions are indeed mutually exclusive (ie, feedback involves the effects of user actions on the future, whereas visibility shows the results of accomplishments from the past), perhaps apps tend to use them in unison as they complement one another. It is also possible that the raters did not fully understand the distinction between these principles and may have conflated them.

Strong correlations occurred among other gamification principle ratings as well, most of which are less easily explainable. For example, the principles of meaningful choice and meaningful purpose correlate strongly (r=0.71), suggesting raters may have interpreted the meaningful qualifier as being shared across the ratings (ie, to make a meaningful choice, there must be a meaningful purpose toward which the user is progressing). More research is necessary to determine the nature of these correlations. In addition, no analysis was done to compare apps of similar purpose (eg, comparisons within mindfulness apps).

Other studies have focused on comparing MARS scores or other measures among similar apps [32-35]. There might exist patterns that are stronger or weaker within apps of a specific purpose that could provide additional insight into the role of gamification and other measures (credibility rating, MARS, and app store rating), and this might be an avenue for future research.

Conclusions
In short, this paper is the first evaluation of a method determined to assess previously proposed gamification principles [9]. Our findings suggest that gamification principles relate to some, but not all, previously proposed methods of assessing app quality and popularity, which blend ratings made by experts (such as the PsyberGuide credibility scores), ratings made by consumers (app store ratings), and ratings made by both (in this case, the MARS scores). The pattern of relationships has considerable face validity, including those with the MARS scores and user ratings, and the lack of relationship with PsyberGuide credibility scores.

This lack of rating does not indicate that either scale is invalid, but instead that the rating of gamification principles and credibility might offer unique perspectives in terms of understanding apps. The demonstration of a process of rating these products through collaborative assessments of a team of lightly trained raters also demonstrates a potential way to easily and scalably understand the growing number of technology-based behavioral interventions that are being developed. We also believe the demonstration that gamification principles have value helps support the application of these principles to the design of novel technology-based behavioral interventions and might help developers incorporate evidence-based behavior change strategies into their products. As such, both the methodological and conceptual contributions of this work can move forward the research and practice of gamification principles being thoughtfully applied to behavior change digital interventions.

Acknowledgments
The authors would like to acknowledge Jodie Ryu, who managed the curating of the apps, assignments of raters to apps, and other logistical matters.

Conflicts of Interest
SS receives funding from One Mind, of which PsyberGuide is a proprietary project. SS is the executive director of the PsyberGuide.

Multimedia Appendix 1
Gamification Principles and associated questionnaire used by the raters in this study.

[PDF File (Adobe PDF File), 46 KB - jmir_v22i6e16506_app1.pdf ]
Multimedia Appendix 2

Correlation coefficients, t test statistics, and P values between each gamification principle’s average ratings and each of the PsyberGuide credibility rating, Mobile App Rating Scale, and app store rating. [XLSX File (Microsoft Excel File), 10 KB - jmir_v22i6e16506_app2.xlsx ]

References


Abbreviations

eHealth: electronic health

HCI: human-computer interaction

IRB: institutional review board

MARS: Mobile App Rating Scale

mHealth: mobile health

Edited by G Eysenbach; submitted 04.10.19; peer-reviewed by CY Lin, M Lozano-Lozano, DW Yoo; comments to author 27.11.19; revised version received 22.01.20; accepted 27.02.20; published 10.06.20.

Please cite as:

Floryan M, Chow PI, Schueller SM, Ritterband LM

The Model of Gamification Principles for Digital Health Interventions: Evaluation of Validity and Potential Utility

J Med Internet Res 2020;22(6):e16506

URL: https://www.jmir.org/2020/6/e16506

doi:10.2196/16506

PMID:32519965

©Mark Floryan, Philip I Chow, Stephen M Schueller, Lee M Ritterband. Originally published in the Journal of Medical Internet Research (http://www.jmir.org), 10.06.2020. This is an open-access article distributed under the terms of the Creative Commons Attribution License (https://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution, and reproduction.
in any medium, provided the original work, first published in the Journal of Medical Internet Research, is properly cited. The complete bibliographic information, a link to the original publication on http://www.jmir.org/, as well as this copyright and license information must be included.
Using Geocaching to Promote Active Aging: Qualitative Study

Silvia Fornasini¹,², MSc; Marco Dianti¹, MSc; Alessandro Bacchiega¹, BD; Stefano Forti¹, MSc; Diego Conforti³, MSc

¹Fondazione Bruno Kessler, Trento, Italy
²Department of Psychology and Cognitive Science, University of Trento, Trento, Italy
³TrentinoSalute 4.0, Trento, Italy

Corresponding Author:
Silvia Fornasini, MSc
Fondazione Bruno Kessler
Via Sommarive 18
Trento, 38123
Italy
Phone: 39 0461 314140
Email: s.fornasini@fbk.eu

Abstract

Background: Over the past few years, the development of technologies supporting active aging has been increasing. Among the activities that promote physical exercise by using technologies is geocaching—a treasure hunt of sorts in which participants use a receiver GPS to hide or find real or virtual objects. Although this activity is particularly suited to the promotion of healthy lifestyles in older people, geocaching remains to be unexplored in this area.

Objective: This study aimed to investigate the effectiveness of activities combining geocaching and self-tracking technologies to promote active aging, evaluate the usability of technologies, and explore the ways in which technologies have been integrated in the organizational context under examination to determine the user experience of participants.

Methods: A group of individuals aged 65 years and older (N=14) attending a senior center managed by a social cooperative was involved in the study. Some of them created the geocaching contents, and others, split into 2 teams, participated in the game. Each participant was given a pedometer bracelet and the geocaching app. The steps taken by individual participants along with the number of caches found by each group translated into team scores.

Results: The main results of the study were as follows: (1) activities in favor of active aging that involve the use of new technologies can foster the participation of elderly people; in particular, adding gamification to self-tracking can be a valid strategy to promote physical exercise among the elderly; (2) for this to happen, involvement of older people firsthand is crucial, and there must be a focus on their active involvement and empowerment in every phase of the project; and (3) the mediation of conflicts and competition that arise from the gamification could only take place because of the strong support of the organization in the form of social workers.

Conclusions: The results show that promoting active aging through technologies requires more effort than simply using these tools; it requires a wider process that involves an articulated organizational network with heterogeneous actors, technologies, and relations.

Introduction

Challenging Aging Through Technology

Population aging involves an increase in the demand for care and an overload of the pension and welfare system. For this reason, aging can be considered a challenge for society [1]. To overcome this challenge, the promotion of active aging is essential, and one key strategy is the promotion of physical exercise. Regular physical activity delays functional decline, reduces the risk of chronic diseases and falls, improves the quality of life, and helps elderly people remain independent for as long as possible [1,2]. Over the past few years, the development of technologies supporting physical activity has
been increasing, and the effectiveness of these tools in the promotion of active aging has also been demonstrated. Several studies have underlined the beneficial impact of technologies on the daily lives of this segment of the population. Technologies allow for an increase in physical activity [3,4] and combat loneliness by increasing sociality, self-esteem, and cognitive functions in the elderly [5]. With regard to the type of technologies used, the literature is divided into 2 main strands: on the one hand, studies that deal with devices for self-tracking of physical exercise, such as pedometer apps and wristbands [6,7], and, on the other hand, a recent trend has revealed virtual physical training through exergames [8,9] and serious games [10,11], making gamification an effective tool to motivate older people to exercise.

From Self-Tracking to Gamification

The most recommended physical activity for the elderly is walking. Independence in a person’s life is strongly based on the ability to walk, an activity that allows one to carry out most daily tasks [12]. Emerging persuasive technology and ubiquitous wearable sensors offer much promise for improving health and fitness practices. These technologies can persuade the individual user to change his/her lifestyle and integrate a greater amount of physical activity into their daily life. Persuasive technologies use varied strategies for influencing behavior and activities, most notably self-tracking. Research has made great strides in understanding several aspects of these technologies, such as how their design affects activity and behavior, how to use visualization to motivate activities and provide awareness, and how feedback is understood and used [13,14]. A variety of monitoring devices have been studied and analyzed for their persuasive influence on practices and behavior. One of the most common devices is the pedometer, which is used to measure and motivate physical activity and also to set personal step goals [15]. With regard to elderly people, the literature highlights how technologies allow for an increase in physical activity levels and an improvement in self-esteem and cognitive functions [4,16]. However, some studies have reported that only 26% of these tools are used twice and that 33% of owners abandon the use of sensors after 6 months [17]. To enhance self-tracking mechanisms, gamification strategies have therefore become widespread. These include using rewards and incentives to support users’ motivation and involving users in identifying and establishing their own goals [18-20]. Some studies have reported how the use of motivational elements such as rewards, feedback and progress bars, and competition can encourage older people to use technology and slow down cognitive aging. This highlights the reasons why they adopt, continue, or abandon such practices [21-23]. The literature on how the context of sport helps the elderly negotiate the aging process shows how competition in physical activity helps in redefining aging in terms of physical competency, social engagement, and mental stimulation [24].

Other studies have highlighted the relationship between user motivations and social behavior in the social context of self-tracking technologies [25-27]. For example, a study by Spillers and Asimakopoulos [27] explores how self-tracking is not just meaningful in a rational or an instrumental utilitarian sense but also in the sense of being a source of joy and pleasure for the individual. To account for the meaning of self-tracking, Spillers and Asimakopoulos [27] proposed conceptualizing self-tracking as a social and cultural practice that is fundamentally communicative. The combination of competition, communication, and cooperation consistently led to higher levels of intrinsic motivation [28,29].

Geocaching for Active Aging

Among the activities that promote physical exercise by using technologies, geocaching, a treasure hunt of sorts in which participants, called geocachers, use a receiver GPS to hide or find real or virtual objects (called caches), is one of them. Several studies have highlighted the benefits of this activity for the elderly. Studies that have addressed geocaching from an active aging perspective report the positive effects of spending time outdoors on health, well-being, and sleep [30,31]. Geocaching also stimulates group physical exercise, emphasizing the dimensions of social relations and interactions. It can therefore become a means of communication with family and friends, thus reducing the effects of social isolation that are often involved in aging [31,32]. Other studies have reported how geocaching allows older people to stay informed in an ever-changing environment and share an interest in a city’s historical and artistic heritage [33]. It also provides the opportunity to learn and apply new knowledge in the field of Information and Communications Technology such as the use of digital devices and geolocation [30,34-36]. Geocaching is particularly suited for the promotion of healthy lifestyles in older people, because it combines outdoor activity with new technologies. However, the literature tends to emphasize the social, relational, and recreational aspects of the game, and how geocaching could effectively motivate elderly people to stay active is still unexplored.

Objectives of the Study

The Improne project was created in 2017 as part of a series of initiatives aimed at promoting healthy lifestyles by the TrentinoSalute 4.0 Competence Center, which includes the Department of Health and Social Solidarity of the Province of Trento, the Provincial Health Services, and the Bruno Kessler Foundation. This study, which involved the senior center Contrada Larga of Trento, Italy, managed by the Kaleidoscopio social cooperative, aimed to show the results of a geocaching activity combined with the use of pedometer bracelets aimed to promote active aging. There were 3 main objectives of the study: first, to investigate how geocaching could effectively motivate elderly people to stay active, in addition with combining a game with the use of self-tracking technologies to quantify physical activity; second, to evaluate the usability of technologies; and third, to explore the ways in which technologies have been integrated into the organizational context under examination to determine the user experience of participants.

Methods

Context

To involve participants aged 65 years and older, the service center for elderly people, Contrada Larga of Trento city, was
contacted. The center is managed by the Kaleidoscopio social cooperative that has encouraged activities concerning active aging for years. The service center is considered to be a meeting point for self-sufficient elderly people who use the spaces to meet, find and exchange useful information, have discussions with operators and other people, read newspapers, and use computers. The project activities were therefore fitted into a context that was particularly attentive: care was taken to promote the active participation of the elderly through their involvement in the ideation and realization of the activities. Thanks to the intervention of the center operators, 14 people aged between 65 and 82 years, 13 women and 1 man, were involved (Table 1).

<table>
<thead>
<tr>
<th>Demographics</th>
<th>Number of participants</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years)</td>
<td></td>
</tr>
<tr>
<td>60-70</td>
<td>6</td>
</tr>
<tr>
<td>71-80</td>
<td>7</td>
</tr>
<tr>
<td>Above 80</td>
<td>1</td>
</tr>
<tr>
<td>Gender</td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>1</td>
</tr>
<tr>
<td>Female</td>
<td>13</td>
</tr>
<tr>
<td>Level of education</td>
<td></td>
</tr>
<tr>
<td>Primary school</td>
<td>N/A^a</td>
</tr>
<tr>
<td>Secondary school</td>
<td>3</td>
</tr>
<tr>
<td>Tertiary school</td>
<td>7</td>
</tr>
<tr>
<td>Degree</td>
<td>4</td>
</tr>
</tbody>
</table>

^aN/A: not applicable.

**Study Design**

The project took place between April and May 2017 and was divided into 6 main phases (Figure 1):

1. First meeting: project activities, methods, and roadmap were presented to the participants. The meeting was an opportunity to offer a training introduction on active aging and on the importance of adopting a healthy lifestyle.

2. Ideation of the treasure hunt by two of the participants who collaborated in the creation of the contents of the game, identifying culturally or historically significant places in the local area.

3. Peer-to-peer presentation of the treasure hunt. A description, by researchers, of the functionalities of the technologies and the score collection mechanism.

4. The delivery of pedometer bracelets to participants, installation of the geocaching app on the participants’ smartphones, team formation, and designation of team captains.

5. Treasure hunt and final distribution of prizes.

6. Study evaluation through interviews and focus groups.

**Figure 1.** Flowchart of project phases.
The System

The idea behind the project was to combine the geocaching activity, accompanied by some gamification elements, with the use of fitness tracking technology in the form of a pedometer bracelet. The steps taken by individual participants along with the number of caches found by each group translated into team scores. Each participant had an activity goal of 10,000 steps a day, as advised by the World Health Organization [2]. The project therefore entailed the creation of a system that would connect the technological devices required for geocaching with those necessary for gamification: the opencaching.de website; the C: geo app; and the pedometer bracelet, a digital dashboard for step tracking and reporting of the caches found (Figure 2).

The opencaching.de website was selected as we preferred an open-access platform. Unlike other geocaching platforms, it is created by users, allowing anyone to register and play. It also provides the application programming interfaces (APIs) needed to access the data (number of finds, position, comments, etc). The APIs were critical to load the score on the dashboard and keep it updated daily during the challenge. To keep the score of each team, the total number of caches found was included, which we accessed from the opencaching.de website in the caches_found attribute.

The C: geo app, available for Android, was selected for the cache search. The app is free and is among the most complete in terms of functionality and compatibility with geocaching services. Being fully compatible with the open caching platform, it was the tool that allowed the teams to read the riddles from the open caching platform, find the caches, log them, and leave comments.

With regard to self-tracking technologies, we chose to give to each participant a pedometer bracelet. The score of each participant as well as that of the team was visible on the digital monitoring dashboard and was automatically calculated based on the number of steps taken, the number of caches found during the outings, and the number of days in which users walked more than 10,000 steps. For both teams, the scores ranged from 0 to 100, calculated according to the following proportions: cache score, 40%; step score, 40%; and constancy score, 20%. The cache score was given by the number of caches found, and the step score was 100 for the team with the highest number of total steps and a proportionally lower number for the other team. The last component of the score, constancy, was determined as a proportion between the number of days elapsed since the start of the race and the number of days in which the team members exceeded 10,000 steps. The data were made available periodically to the participants at the senior center or on the dedicated website.

Figure 2. The backend system to collect the steps and the data from the C:Geo app and to show them in the dashboard.

Building Active Aging in a Participatory Perspective

One of the main characteristics of the project was an approach that would allow the elderly to participate actively in most of the project phases. For this reason, the treasure hunt was created by two of the participants who identified the stages of the hunt and the riddles to be solved without the help of the researchers. The 2 creators, after taking a tour of the city center and its surroundings, decided to design a treasure hunt divided into 4 thematic routes: “The city over the centuries,” “The Italian hallmarks of the city,” “Water,” and “Buildings and monuments.” For each route, the 2 creators identified 5 or 6 historically, artistically, and culturally relevant points (Figure 3). For each point, they created a card with its description, some curiosities, and a riddle, which could only be solved by visiting the place. In total, 24 points of interest were designed. The cards were then shared and discussed with the researchers, who uploaded them to the opencaching.de website, thus creating the

http://www.jmir.org/2020/6/e15339/
actual virtual caches. The 2 creators had the task of describing the characteristics of the routes to the group of participants during a meeting that preceded the treasure hunt. During this meeting, the duration, modalities, and characteristics of the routes were presented to the group of seniors, without excessively disclosing the details to keep the curiosity alive. Under the supervision of the center operators, the participants split into 2 teams and appointed 2 team leaders with the task of using the C: geo app during the geocaching activity.

**Figure 3.** The points of the treasure hunter in the city of Trento.

---

**The Treasure Hunt and Final Awarding**

A total of 4 treasure hunts were created, 1 per week. The 2 teams would meet at the senior center half an hour before each hunt to prepare and organize the search, following which the teams would set out on the search to reach the greatest number of stages in the set time. We had to decide whether to encourage learning about technology by giving each participant a
smartphone with the app and risk-isolated participation or whether to encourage the social aspect of the game by stimulating communication between participants. We chose the second option, and each team was accompanied by an operator. The senior center was the departure and arrival point for the participants. Both team leaders had a smartphone equipped with the C: geo app and were tasked with guiding the team’s search for the stops.

Before each hunt, we recommended that participants try to leave comments and photographs in the app at each stage. This was done because one of the recreational and relational aspects of geocaching is the possibility to contribute to the contents of the game firsthand. We decided to try to focus the activity also on this aspect because the literature on elderly competition in physical activity shows that the combination of competition and cooperation consistently led to higher levels of motivation. By commenting on the cache and taking pictures, participants would have the opportunity to collaborate more. The 2 creators of the hunt, knowing the solutions to the riddles, were not able to participate in the outings, but they contributed nonetheless to the score of their team—they did not know to which team they had been assigned until the end—by accumulating steps. The final event was an opportunity to sum up the outcomes of the experience as well as to award the prize to the winning team. Each participant was given a certificate of participation.

The Evaluation

The evaluation of the study was aimed at investigating the effectiveness of the activity, the usability of the system, and the relevance of the organizational context in which the activity was organized. The first evaluation of the effectiveness of the activity was based on quantitative data: the average daily steps and the constancy (Figure 4) in doing 10,000 steps daily (x-axis: data and y-axis: number of steps). These data show a good level of engagement: the average daily steps per participant was 9660; the constancy oscillated between 4562 steps and 15,854 steps, as shown in the figure.

Figure 4. Daily steps constancy.

The second evaluation was based on qualitative data. The small number of participants involved in this first pilot study and the exploratory nature of the project led to the use of semistructured interviews and focus groups to collect the data. A total of 3 semistructured interviews were conducted with the operators and the coordinator of the center to examine in depth the characteristics of the context being studied and the perceptions of the stakeholders with regard to the project. The interviews had a duration of about an hour each. They were recorded and later transcribed. A total of 2 focus groups were used to involve the participants. The focus group is a particular type of focused meeting or interaction [37] that occurs when people recruited by a research group cooperate to turn their attention to a topic of discussion presented by a facilitator [38]. The reduced number of participants ensures and facilitates interaction [39]. Some authors [40] suggest the use of this technique to collect the opinions of older people on technology by stimulating a conversation about ideas or themes, bringing out important data that are difficult to investigate through face-to-face interviews [41]. The 2 focus groups involved 7 and 5 seniors. The first group discussion was attended by 3 members of a team and 4 members of the other team, a creator, and no team leader. The second group discussion saw the presence of 3 people from one team and 2 people from the other team, including the 2 team leaders. Both focus groups, which took place at the senior center, were led by a facilitator. The questions were asked to the whole group, and participants were encouraged to respond freely. The facilitator prepared a discussion guide with the questions (Table 2), which were considered “moments of an interaction ritual” [38] and therefore used flexibly and adapted to the conversation flow. Following an opening speech that described the plan for the meeting to the participants, they were asked questions about the organizational context of the project, the reasons that led them to participate, the usability of the technology, and the critical aspects of the gamification and finally some suggestions to improve the activity.
Qualitative Data Analysis

With regard to the phase of transcription and analysis of the material collected during the focus groups, we adopted the content analysis or template analysis technique [4], a dynamic form of analysis oriented to summarizing the information content of data collected [42,43]. In particular, we opted for an inductive analysis of content, a “research method for the subjective interpretation of the content of text through the systematic classification process of coding and identifying themes or patterns” [44]. In the inductive analysis of the contents, categories derive directly from raw data: the use of prebuilt categories was therefore avoided [44-46]. The validity of the inference is ensured by a systematic codification process, which begins with the isolation of fragments of text by grouping them into common themes. For each topic, the different opinions of the participants were then identified, focusing on the ways in which they emerged and on the interactions with each other. In addition to the analysis of the verbal data content, the situational factors of the focus groups were considered [47], in particular, the interaction between the participants and the forms of social influence that occur in the group [38].

Results

The inductive analysis of contents and interactions revealed 3 main categories: gamifying self-tracking: motivation vs competition, gamifying geocaching: cooperation vs conflict, and gamifying active aging: empowerment vs assistance. The categories have been illustrated in the following sections. For privacy reasons, we used fictitious names to report participant quotes.

Gamifying Self-Tracking: From Motivation to Competition

A total of 3 factors motivated the elderly to participate in the project: curiosity about technology, the possibility of doing physical exercise with others, and an interest in cultural and historical aspects. From the analysis of the focus group conversations, the first aspect stands out: most of the participants stated that they were stimulated and intrigued by “using technology to support physical activity.” The pedometer was found to be the most motivating element for the entire duration of the project, among the technologies proposed (ie, smartphones with the C: geo app and a pedometer bracelet):

I kept checking how many steps I had taken and tried to increase them...when you can check and you realise that at some point you are almost there, then you go for a walk [Anna, participant]

After having exercised regularly for a month, activity becomes a physical need [Gina, participant]

Normally when you walk you don’t have the perception of taking so many steps [Sara, participant]

You think you take so many steps at home...I never sit down...I take steps, but taking ten thousand...that’s a long way! [Diana, participant]

The use of the pedometer and thus the possibility of keeping track of the steps taken were, therefore, critical to motivating the participants to carry out physical activity and to making them aware of their physical activity level. Between the lines, we could also read the coercive aspect of the pedometer, which for some has become an almost necessary control tool. This trend was confirmed by the fact that, although the project was finished, most of the focus group participants continued to wear...
and use the bracelets. It was apparent that this coercive aspect had positive effects on both physical well-being and personal satisfaction:

When you see that you have walked that much, you are happy [Gina, participant]

...and you have a result, because I feel better [Sara, participant]

The possibility of keeping track of the steps had positive effects on the motivation of the individual participants to obtain results. In addition, the awareness that their steps would influence the score of their team transformed the pedometer into an instrument of competition and comparison with other participants:

Initially it was like a game, but then came the rivalry...when I saw that we were below the score, I started to do some serious walking...at ten o'clock in the evening I was around increasing our step levels...I had a share of score that I could not fail to achieve...I had to stay on that level...so it was challenging [Marina, participant]

The expectations regarding the team scores were high. The meetings before the hunts turned into opportunities for scores to be compared, and taking steps was seen almost as an obligation: a participant who missed a day’s worth of walking to be present at a tournament of burraco (a card game) was (somewhat jokingly) accused of making their team lose. The creators of the hunt, despite not knowing which team they were assigned to, experienced this sense of challenge:

We didn’t even know which team we were helping, so it was a matter of constancy...then it almost became an obsession...I would check and say to myself “I have to reach ten thousand, otherwise they’ll hang me” [Rita, creator]

The collective contribution to the group’s score led to a strong team spirit, which heightened the competition during the hunts, as can be seen from the following discussion:

For example, when we were solving a riddle, the others would come and we looked in the other direction to give them wrong clues...We didn’t even say goodbye! That’s how much we felt we were enemies [Fiona, participant]

I think the other team envied us...There was also some tipping off [Sara, participant]

This strong sense of competition also emerged from the interaction between the focus group participants: opportunities for jokes, tensions, and even controversy between the members of the 2 teams were frequent.

**Gamifying Geocaching: From Cooperation to Conflict**

As mentioned earlier, the possibility of counting the steps and contributing to the team’s score led to a strong sense of competition among the participants in the project. This sense of competition influenced the relations between individual participants and between the 2 teams and also involved other aspects of the gaming experience. All the focus group participants said that they were in a hurry to find all the caches:

We were mad...so we said “no comment” [Alda, participant]

Also because often the riddle was not clear, but it needed to be understood [Fiona, participant]

Did you focus on riddles or on the steps? Were we supposed to focus on taking many steps? As far as that is concerned, we succeeded...For the rest, I remember the hurry, but less hurry would have been nice for me since I don’t know Trento...when the two teams met, people who knew each other didn’t even say goodbye [Marina, participant]

Also, about entering our observations...how were we supposed to write something?...it would have been nice to be able to write down some nice comments [Margherita, participant]

Owing to the rush to reach the points of interest before the opposing team, some peculiar features of the geocaching game slipped into the background, such as carefully reading the cache description, leaving a comment after finding the cache, or adding photographs. Interviews with operators during outings confirm this trend: “Due to the rush to move on fast, we did not focus on other smartphone features such as selfies or writing sentences” (Mario, social operator). The sense of competition led to the rush to participate in the game, to solve the riddles, and to comment below the found caches, and this led to a deviation from the initial motivation that was the interest in historical and cultural aspects. However, this did not happen in the case of the creators, who, having not experienced the sense of team competition, maintained their enthusiasm for these aspects:

Even now when I walk around the city I look up...it is actually by looking up that you discover things...I discovered, on a building, a coat of arms that I didn’t even know existed [Gina, creator]

The lack of interest in some features of the game should not be attributed solely to the sense of competition. In fact, some features of the technologies contributed to this situation: first, the decision to entrust the team leader with the map with the smartphone led to a series of difficulties:

It was backlit, too shiny, and it was sunny...it was difficult to mark the riddles solved...if there were a bigger screen, everyone would see it...if you could see the whole journey perfectly...if you zoom in, you lose the other piece [Alda, participant]

One of the important points was to read the description of the hunt stop...I read it aloud during the journey because there was no time...but of course there was the one with the stick behind you who couldn’t hear [Margherita, participant]

Hurdles were caused by the intrinsic features of the technology: the glare on the smartphone screen in the bright sun and a screen too small to display the whole map discouraged participants from using the tools necessary for carrying out the activity.

The comments reported so far have pointed out the ways in which some features of geocaching and aspects of gamification came into conflict, leading to hurdles that can become important...
when it comes to involving people of a certain age, as a participant stated in a very appropriate fashion:

> If you want more people to have this chance, you should allow for much more time, including the chance to use the restroom, the chance to rest for those who walk with a stick...and to rest twice for those who feel they have walked too much...if instead you want to focus only on the treasure, then it is no longer for us [Margherita, participant]

### Gamifying Active Aging: From Empowerment to Assistance

The development of the project saw the constant presence of the center operators, from the first presentations to the hunt coplanning with the creators, the treasure hunt, and the final awarding. During all these phases, their experiential contribution to the user experience proved critical, both in terms of organization and support with the use of technologies as well as the management of conflicts among participants. The organizational context proved essential for the involvement of the participants. On the one hand, the fact that the senior center operators were already accustomed to proposing activities of this kind and paying attention to technology and active aging translated into having a pool of people already interested in the subject and, above all, people who trusted the operators:

_Ease of involvement: we know who comes here for technology-related concerns, about eighty people [Mario, social operator]_

_Gina, who hadn’t been to the centre for a long time, was invited by Agnese, and came because she believed in it, trusted her [Cristina, social operator]_

On the other hand, the peculiarity of the center, owing to its recreational activities, allows the development of a strong network of relationships that, in turn, helps spread the word among people and facilitates chain involvement, thus allowing people to overcome the possible distrust of technologies:

_The first time I didn’t know what it was, then you told me, “do you want to participate?” [Anna, participant]_

_Many, when they saw that I was enthusiastic, wanted to participate [Rosa, participant]_

The intervention of the operators was critical to the success of the project, particularly when it came to supporting the elderly in the use of technologies:

_The first hunt was chaotic...we struggled because even the two team leaders felt awkward...we [operators] also had to help a lot with the phones...but in the end we learned by doing. [Cristina, social operator]_

_We were always supported by Mario and Cristina, because if it happened they would jam. [Marina, participant]_

_The team members who didn’t have a smartphone weren’t interested in using it. Maybe this fact may have taken the responsibility off the others with the risk that they would just follow...So I would say: “Come on, come here, let’s look together where the points are” and my role was that of regrouping them. [Cristina, social operator]_

The operators were able to support the participants in the use of the app, and their intervention proved to be decisive in directing the group’s attention to the technology. This curbed an issue caused by the intrinsic characteristics of the technology and the spirit of competition among the participants.

Finally, the intervention of the operators allowed them to mediate some relational issues that emerged during the course of the project, such as the strong spirit of competition:

_We had to work a lot on the team: we would encourage them to come closer, listen, help find the solution, look carefully...team members were granted a good level of autonomy but we had to provide assistance anyway as finding an agreement was not so simple. [Mario, social operator]_

As pointed out by Mario, the operator, although his main role was to support independent action on the part of the participants, in some cases, his presence was considered almost an excuse to delegate some activities: “No, we didn’t take pictures, we were in a hurry...there was either Mario or Cristina [social operators] to do that” (Rosa, participant).

### Discussion

#### Principal Findings

To the best of our knowledge, this is the first study on active aging that has combined elements of self-tracking and gamification with a geocaching activity. The success of the project, backed by the data on daily walk constancy of the participants and their satisfaction, is in line with the results of the studies that show how adding gamification to self-tracking can be a valid strategy to promote physical exercise among the elderly. However, through our study, we wanted to describe how the introduction of gamification elements required the inclusion of heterogeneous contextual and organizational elements that proved to be critical in determining the success of the project. Therefore, the study aimed to highlight how promoting active aging through technologies does not happen solely with the use of these tools but instead requires a wider process that involves a complex, articulated network.

#### Technologies as Responses to the Limits?

A study by Vartiainen and Tuunanen [48] pointed out the importance of the _hedonistic_ value of geocaching: instead of stimulating the participants’ sense of competition, the primary value remains to be the stronger sense of community that is aroused in geocachers. Our study aimed to propose a geocaching activity to promote active aging, integrated with elements of quantification (step counting) and gamification (team challenge). These elements—the pedometer bracelet, the team scoring mechanism, and the counting of the caches—proved to be highly motivating for the participants; however, they also led to a strong sense of competition, altering the nature of the activity and coming into conflict with some of the intrinsic characteristics of the game. For instance, in an endeavor to only come first, the participants did not use some features of the geocaching app, such as the ability to read cache descriptions, leave
comments, and take photos. The haste and competition also led to some moments of tension and conflict among the participants. The correct use of the app and the mediation of conflicts could only take place thanks to the support of the center operators who mediated the conflicts and introduced older people to the use of technology. The technological tools were therefore integrated into a context that determined the methods of use: the familiarity of the social center with the technologies and the support of the social operators contributed to recreating an experience that was tailored to the skills and difficulties of the participants.

One of the most positive aspects of the project turned out to be the successful involvement and motivation of the participants. Although the involvement of users has become necessary for many technological innovations in different sectors [49], it has so far received little attention as an epistemic process itself. In most studies on active aging, there is an “accommodationist view” [50], which sees technologies designed as mere solutions to age-related needs and limitations. In our study, we wanted to go beyond this vision, focusing on the active involvement of the participants in every planning phase, from the conception of the paths to the presentation of the project to their peers. We wished to create a protagonism of elderly people, who do not feel abandoned but are accompanied by the caregivers on their journey toward autonomy and independence. This path is not exempt from contradictions, as is evident from the fact that the intervention of operators can also become an excuse to delegate the use of technology. However, this confirms that these limits derive from the interactions among players, institutions, and material objects [51]. As we highlighted in this paper, the introduction of technologies for active aging inevitably involves an interactive and evolving commitment with the social and cultural spheres of the users with all their difficulties, abilities, and constant reinventions.

**Study Limitations and Future Developments**

Our study had some limitations and some lessons learned. The first limitation of the study concerned the limited nature of the sample examined. Although this was the first pilot study in which the qualitative methodologies proved to be most appropriate in achieving the research objectives, the project nevertheless took the first step toward the expansion to other organizations in the local area (such as senior centers, clubs, and schools), which would provide a larger sample. To this end, in the year following the pilot study described in this paper, the Impronte project saw 2 further additions: the first involved a school, in addition to the senior center, with a view to intergenerational exchange, and the second saw the inclusion of a natural park, with the objective of local seniors devising routes for tourists. The idea was to continue on this track, owing to the development of a geocaching platform designed by and for the elderly, which would allow heterogeneous and, in some cases, isolated contexts to be reached. A second limitation—and a lesson learned—of the study was the lack of a collection of pre- and postactivity data: analyzing the amount of steps taken by older people before and after participating in the project could provide interesting statistics on the motivation to maintain healthy lifestyles. Another lesson learned is with regard to encouraging participants to learn to use technology through geocaching. Our study provided that only 1 team component managed the phone during the game. This is because we had to decide whether, on the one hand, to encourage participants to learn to use technology, but with the risk that each participant would have to participate on his or her own and be isolated from the rest of the group, or whether, on the other hand, to encourage the social aspect of the game, stimulating the communication between participants. We chose the second option, but at the expense of encouragement to learn to use technology. It would be interesting to investigate if providing all participants with the opportunity to manage a phone would encourage them to learn to use technology.

**Conclusions**

Activities in favor of active aging that involve the use of new technologies can foster the participation of elderly people, as was evident in the success of this project: an activity that allows outdoor exercise through a playful activity such as geocaching and the use of self-tracking tools can encourage and motivate older people to perform physical activity, as shown by the quantitative data. However, this paper aimed to show how technology use of older people was reshaped and contextualized during the project, with some aspects of the activity prioritized and others sent to the background.

It is important to go beyond the fact that users simply have to be involved and that the involvement of multiple users automatically leads to better knowledge. We propose that it is essential to develop a detailed understanding of how, when, and why they should be involved and also when and how they should not. Above all, users should actively participate in the creation of project contents from a peer-to-peer perspective, as was the case for the project described in this paper.

This approach can enable stakeholders, policy makers, and innovators to better understand the future of aging and address the challenges of innovation for older users more completely. Going beyond an *accommodating* vision that sees science and technology as mere solutions is critical to designing technologies that are functional for seniors (and their caregivers) and allow them to embrace the challenge of active aging.
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Abstract

Background: Maintaining a healthy weight can reduce the risk of developing many diseases, including type 2 diabetes, hypertension, and certain types of cancers. Online social media platforms are popular among people seeking social support regarding weight loss and sharing their weight loss experiences, which provides opportunities for learning about weight loss behaviors.

Objective: This study aimed to investigate the extent to which the content posted by users in the r/loseit subreddit, an online community for discussing weight loss, and online interactions were associated with their weight loss in terms of the number of replies and votes that these users received.

Methods: All posts that were published before January 2018 in r/loseit were collected. We focused on users who revealed their start weight, current weight, and goal weight and were active in this online community for at least 30 days. A topic modeling technique and a hierarchical clustering algorithm were used to obtain both global topics and local word semantic clusters. Finally, we used a regression model to learn the association between weight loss and topics, word semantic clusters, and online interactions.

Results: Our data comprised 477,904 posts that were published by 7660 users within a span of 7 years. We identified 25 topics, including food and drinks, calories, exercises, family members and friends, and communication. Our results showed that the start weight (β=.823; P<.001), active days (β=.017; P=.009), and median number of votes (β=.263; P=.02), mentions of exercises (β=.145; P<.001), and nutrition (β=.120; P<.001) were associated with higher weight loss. Users who lost more weight might be motivated by the negative emotions (β=−.098; P<.001) that they experienced before starting the journey of weight loss. In contrast, users who mentioned vacations (β=−.108; P=.005) and payments (β=−.112; P=.001) tended to experience relatively less weight loss. Mentions of family members (β=−.031; P=.03) and employment status (β=−.041; P=.03) were associated with less weight loss as well.

Conclusions: Our study showed that both online interactions and offline activities were associated with weight loss, suggesting that future interventions based on existing online platforms should focus on both aspects. Our findings suggest that online personal health data can be used to learn about health-related behaviors effectively.

(J Med Internet Res 2020;22(6):e13745) doi:10.2196/13745

KEYWORDS
weight loss; online health community; machine learning; topic modeling; word2vec; hierarchical clustering; consumer health
Introduction

Background
Maintaining a healthy weight can reduce the risk of developing many diseases, including type 2 diabetes, hypertension, heart disease and strokes, kidney diseases, and certain types of cancers [1-6]. Unfortunately, overweight or obesity has nowadays become a public health crisis that impacts many Americans. For example, it was reported that nearly 94 million US adults were affected by obesity in 2015 and the annual medical cost was approximately US $150 billion [7]. To promote public health and help control overweight and obesity, it is critical to understand what factors are associated with weight loss and design effective weight loss interventions.

Over the past decade, people have been increasingly leveraging online social media platforms to share personal experiences and seek social support regarding weight loss, understand the impact of obesity, and learn their interpretation as contributing factors to a healthy life [8]. This huge amount of online information enables health care providers and researchers to gain insights into both public and personal health. For example, studies showed that what people shared on Instagram and Twitter could be used to effectively assess obesity prevalence in the United States [9,10]. While a content analysis showed that Twitter users were more likely to discuss weight loss during and after holidays [11], a survey-based study suggested that the interactions on Twitter were too brief and shallow [12], which might constrain its users to gain deep social support. This is, however, a major motivation for people to engage in other online weight loss forums or communities [13].

As such, recent studies, which aimed to prevent obesity and promote healthy weight loss, tended to incorporate online social media platforms into their intervention design, but the effects were found to be mixed. While some investigations showed that these online platforms had the potential for an innovative weight loss intervention [14,15], others found their effects were limited because of a low retention and engagement rate [16,17]. Moreover, a meta-analysis of over 2000 studies concluded that the effects of the interventions incorporating online social networks were very modest in improving health-promoting behaviors [18]. This suggested that before designing interventions based on qualitative evidence that online support and engagement are helpful [19], a quantitative analysis is necessary in determining how online interactions with other users (as a potential external influential factor), and a user’s offline activities recorded in online discussions (as a potential internal driving factor), are associated with their weight loss.

Current Research and Its Limitation
It should be noted that there were studies showing that consistent online activities (eg, updating progress in weight loss and interacting with others) in online weight loss programs or training were associated with higher weight loss [20-22]. Particularly, a study using data from r/loseit showed that higher BMI levels and higher online activities were associated with more weight loss [23]. Similarly, another study based on causal inference found that, on average, users who received comments in r/loseit lost 9 lb more than users who did not receive any comments [24]. Although online interactions were shown to have a significant impact on weight loss [25], existing studies focused less on the content of posts. While both the aforementioned studies used topic modeling to extract topics, they merely focused on the most popular ones. This method, however, was too general to identify detailed offline activities that were disclosed in such a large number of posts. Moreover, these studies used the data that were generated during 2010 and 2014, which, as we showed later, consisted of only a small fraction of the posts published in r/loseit.

In fact, highlighting both online interactions and personal offline activities aligns with social cognitive theory (SCT) [26]. The theory emphasizes that external and internal social reinforcement together lead to behavior change in a dynamic fashion and is often applied to guide the design of effective intervention strategies [27]. This suggests that focusing on either online interactions or personal offline activities but not both might lead to an incomplete view of the roles of online communities in the process of weight loss, but this needs to be examined and confirmed with evidence.

Objective
Therefore, considering the limitation of previous studies and inspired by SCT, we aimed to investigate the extent to which the offline activities communicated by users in the r/loseit subreddit, an online community for discussing weight loss, and online interactions were associated with their weight loss. Specially, we focused on a data set consisting of 477,904 posts that were published by 7660 users before January 2018 in r/loseit. We used the self-reported weight change to measure weight loss and the average number of comments and votes that they received from other users to characterize online interactions. We applied both topic modeling and word clustering to obtain detailed and interpretable contributing factors from online posts. Finally, we used a linear regression model to quantitatively examine the association between online interactions, factors described in online discussions, and the amount of weight loss.

Our work provided evidence that an online social media platform can serve as an effective data source to understand weight loss, and our findings implied that in future weight loss analyses or interventions, online interactions should be considered as a factor that influences long-term self-efficacy.

Methods

Data
Our data were collected from r/loseit, a subreddit focusing on weight loss in Reddit, an online discussion platform. Within the subreddit, users can either publish a submission to start a new discussion thread or make comments on either a submission or another comment to an existing discussion thread. For simplicity, we used the word post to denote either a submission or a comment when we did not differentiate them. In addition, Reddit users can upvote or downvote a comment but can only upvote a submission. Furthermore, users in many subreddits are allowed to enter text or symbols into a flare, which appears next to their usernames in a post, to show some basic
information of themselves. For example, in r/loseit, users can show their start weight, current weight, and goal weight and even their gender, age, and height information in flairs. However, as creating a flair is not required, users can ignore it when publishing a post.

In this study, we used the Python Reddit API Wrapper python package (version 5.3.0) to extract data from the Reddit application programming interface. Specifically, we collected all the posts in r/loseit that were published before January 13, 2018. We used the flares tagged with usernames to confine our study cohorts to those users who disclosed their start, current, and goal weights and were active for at least 30 days in this subreddit [23]. It should be noted that we did not ask for permission to use the data from the Reddit community because the data are publicly accessible. However, we never tried to identify any Reddit user by linking their Reddit data with additional data sets. All the results, and post samples presented in this paper, were carefully examined and revised such that no personally identifiable information was disclosed.

Topic Modeling and Word Semantic Clustering

Owing to high dimensionality, noise, and ambiguity of natural language text, processing and analyzing raw post content are often challenging, and the analyzed results are difficult to interpret. In this study, we used 2 types of methods to mitigate this problem: topic modeling and word semantic clustering based on low dimensional representation (eg, word2vec) [28]. While topic modeling can help identify themes in a global context, word semantic clusters can provide more detailed concepts in a local context [29].

Specifically, we used the implementation of latent Dirichlet allocation (LDA) in Mallet (version 2.0.8) to identify the main topics of online discussions in r/loseit [30]. Since LDA is an unsupervised algorithm, we relied on a coherence score to determine the optimal number of topics [31]. In this study, we trained LDA models for 5 to 75 topics (with a step size of 5) on all of the posts and chose the number of topics that was corresponding to the highest coherence score. To mitigate word sparsity, we only kept nouns, verbs, adjectives, and adverbs.

To obtain word semantic clusters, we relied on the Google pretrained word2vec model because our data set was not large enough to train an accurate word2vec model. We relied on the standard deviation of cluster size to determine the optimal number of clusters [29]. Specifically, we used a hierarchical clustering algorithm with 25 to 1000 clusters (with a step size of 25) and used the elbow rule to the standard deviation of the number of words in clusters. Intuitively, a large word cluster is more likely to contain multiple concepts, while a small word cluster is more likely to have little contribution to reducing hundreds of thousands of word dimensions [29].

Regression Analysis

In this study, we investigated the association between weight loss and online discussions by using a linear regression model. Specifically, we characterized a user’s online discussion by using the following predictors:

- The days that the user was active in the subreddit.
- The number of posts that the user published.
- The topics conveyed in the posts, measured by topic distribution.
- The word semantic clusters, measured by term frequency–inverse document frequency values.
- The median karma score or votes that the user received for each post, measured by subtracting the number of upvotes from the number of downvotes [32].
- The median number of comments for each post that the user published.

We used weight loss, measured by subtracting the start weight from the current weight, as the outcome variable of the regression model. As the distribution of the weight loss variable is right-skewed, we log-transformed it before feeding it into the regression model. All the predictors were normalized and scaled into a range of (0, 1). It should be noted that the active days and the number of comments were also log-transformed because of their right-skewed distributions.

Considering that a person who had higher weight at the beginning is more likely to lose more weight, we also introduced start weight as a control variable in the model. Before applying the regression analysis, we used the findCorrelation function, as implemented in the caret R package (version 6.0-81), with a cutoff of 0.3 to remove correlated predictors. We reported predictors with a statistical significance level of .05.

Results

Data Statistics

We collected 2,526,277 posts published by 205,722 users during the period between July 30, 2010, and January 13, 2018. Focusing on the users who disclosed their start, current, and goal weights in flairs, we finally obtained 7660 users with a total of 477,904 posts. These posts included 16,332 submissions and 461,572 comments. Table 1 summarizes the basic statistics of key factors regarding this study cohort. From the table, we observed that most posts received a small number of comments and karma scores.

Figure 1 shows the number of posts for each year during 2010 and 2018. From the figure, we can see that the number of posts surged after 2014. It should be noted that the number of posts in 2018 was small because there were only 2-week data before we stopped data collection.
Table 1. Basic statistics of the study cohort.

<table>
<thead>
<tr>
<th>Statistics</th>
<th>25th percentile</th>
<th>Median</th>
<th>75th percentile</th>
</tr>
</thead>
<tbody>
<tr>
<td>The number of posts per user, n</td>
<td>8</td>
<td>19</td>
<td>52</td>
</tr>
<tr>
<td>The number of words per post, n</td>
<td>18</td>
<td>39</td>
<td>78</td>
</tr>
<tr>
<td>The start weight (lb)</td>
<td>183.0</td>
<td>220.0</td>
<td>265.0</td>
</tr>
<tr>
<td>Weight loss (lb)</td>
<td>16.0</td>
<td>30.0</td>
<td>52.0</td>
</tr>
<tr>
<td>Active days, n</td>
<td>21</td>
<td>89</td>
<td>281</td>
</tr>
<tr>
<td>The number of comments for each post, n</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>The karma score for each post, n</td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
</tbody>
</table>

Figure 1. The number of posts published in this subreddit in each year (from July 30, 2010, to January 13, 2018).

Topics Discovered in Online Discussions

We identified 25 topics that were corresponding to the highest coherence score (Multimedia Appendix 1). Table 2 shows the inferred topics, their marginal distribution, and the most relevant terms. The marginal distribution of a topic was measured by the probability that the topic was sampled from online discussions, while the relevance of a term was measured by the probability that it was sampled from a topic. The identifier of each topic was named based on the descending order of their topic distribution. For example, topic T1, talking about drinks, had the highest distribution, while topic T25, one of the weight change–related topics, had the lowest topic distribution.

We also manually summarized the 25 topics into 11 categories and provided the associated labels in Table 2. The table shows that people in this subreddit often talked about food and drinks, exercise, calorie, clothes, time, health issues, weight change, feelings, plans, and communication.
Table 2. The 25 topics that were identified from r/loseit. The sample terms were ordered based on their relevance to the topic. The distribution of each topic is calculated on all the posts published by these users.

<table>
<thead>
<tr>
<th>Label and ID</th>
<th>Most relevant terms</th>
<th>Distribution (probability)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Food or drinks</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>T2</td>
<td>water, drink, lot, drinking, make, soda, cut, diet, beer, bit, thing, alcohol</td>
<td>.053</td>
</tr>
<tr>
<td>T11</td>
<td>eat, food, meal, eating, lunch, dinner, hungry, calorie, breakfast, pizza</td>
<td>.051</td>
</tr>
<tr>
<td>T21</td>
<td>food, diet, eating, eat, low, protein, fat, calorie, lot, high, carbs, cico</td>
<td>.049</td>
</tr>
<tr>
<td>T22</td>
<td>veggie, chicken, salad, cheese, add, recipe, make, cook, egg, rice, meat</td>
<td>.048</td>
</tr>
<tr>
<td><strong>Health issues</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>T5</td>
<td>doctor, body, issue, problem, health, level, pain, energy, effect, surgery</td>
<td>.052</td>
</tr>
<tr>
<td><strong>Family or friends</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>T6</td>
<td>friend, family, guy, kid, mom, school, husband, life, live, told, girl</td>
<td>.052</td>
</tr>
<tr>
<td><strong>Calorie</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>T7</td>
<td>calorie, deficit, exercise, tdee, eat, counting, count, eating, daily, mfp</td>
<td>.052</td>
</tr>
<tr>
<td>T8</td>
<td>calorie, chocolate, sugar, sweet, snack, coffee, craving, bar, fruit, cal, cup</td>
<td>.051</td>
</tr>
<tr>
<td><strong>Exercise</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>T9</td>
<td>run, running, walk, minute, time, walking, mile, step, hour, half, long</td>
<td>.051</td>
</tr>
<tr>
<td>T16</td>
<td>gym, exercise, muscle, workout, start, working, work, body, cardio</td>
<td>.049</td>
</tr>
<tr>
<td><strong>Weight change</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>T3</td>
<td>lb, year, lost, month, started, pound, back, ago, gained, weight, starting</td>
<td>.052</td>
</tr>
<tr>
<td>T17</td>
<td>weight, lose, loss, fat, body, gain, healthy, bmi, height, normal, range</td>
<td>.049</td>
</tr>
<tr>
<td>T25</td>
<td>week, scale, weight, pound, number, plateau, drop, weighing, daily</td>
<td>.043</td>
</tr>
<tr>
<td><strong>Feelings</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>T12</td>
<td>thing, work, make, find, lot, time, hard, put, give, won, easy, worry</td>
<td>.051</td>
</tr>
<tr>
<td>T13</td>
<td>goal, hit, progress, end, picture, feel, close, happy, set, time, challenge</td>
<td>.050</td>
</tr>
<tr>
<td>T14</td>
<td>feel, feeling, eating, binge, bad, stop, time, control, hard, stress, struggle</td>
<td>.050</td>
</tr>
<tr>
<td><strong>Communication or encouragement</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>T1</td>
<td>good, pretty, yeah, luck, lol, idea, feel, kind, sound, guess, bit, haha, stuff</td>
<td>.053</td>
</tr>
<tr>
<td>T10</td>
<td>people, person, health, comment, understand, talk, mental, life, care</td>
<td>.051</td>
</tr>
<tr>
<td>T23</td>
<td>post, read, check, <a href="https://www">https://www</a>, question, loseit, app, mfp, reddit, http</td>
<td>.048</td>
</tr>
<tr>
<td>T24</td>
<td>great, love, awesome, job, amazing, congrats, hope, sound, glad, similar</td>
<td>.046</td>
</tr>
<tr>
<td><strong>Plan or decision</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>T4</td>
<td>day, week, back, track, maintenance, couple, plan, log, logging, cheat</td>
<td>.052</td>
</tr>
<tr>
<td>T18</td>
<td>change, time, make, start, long, life, habit, making, thing, choice, healthy</td>
<td>.049</td>
</tr>
<tr>
<td>T20</td>
<td>time, thought, made, felt, wanted, started, back, needed, decided, found</td>
<td>.049</td>
</tr>
<tr>
<td><strong>Clothes</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>T19</td>
<td>fit, size, clothes, big, wear, buy, pant, bought, short, shirt, dress, store</td>
<td>.049</td>
</tr>
<tr>
<td><strong>Time</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>T15</td>
<td>today, morning, night, yesterday, work, tomorrow, weekend, day, home</td>
<td>.050</td>
</tr>
</tbody>
</table>

Regression Analysis

We chose 425 as the optimal number of word clusters based on the elbow rule (Multimedia Appendix 1). The word semantic clusters, together with other proposed predictors, were applied to fitting a linear regression model. After examining the feature correlation, we included 6 topics and 402 word semantic clusters into the regression model. Figure 2 shows the distribution of the log-transformed weight loss, which matches the loose constraint of applying a linear regression model.
Goodness of Fit and Non–content Predictors
The fitted linear regression model had an adjusted $R^2=0.315$, $F_{7,191}=9.553$, and $P<.001$, suggesting that the model with proposed predictors predicted weight loss better than the basic intercept-only model. Among the non–content-related predictors, the start weight ($\beta=.823; P<.001$), the active days in the subreddit ($\beta=.02; P=.009$), and the median karma score ($\beta=.263; P=.02$) were associated with higher weight loss. However, the median number of comments was not significantly associated with weight loss in our analysis ($\beta=.001; P=.95$).

Topic-Related Predictors
There were 3 topics that were found to be significantly associated with weight loss. Topics T16 (exercise in the gym) and T19 (purchase of clothes) were associated with higher weight loss ($\beta=.072; P=.007$ and $\beta=.080; P<.001$, respectively), while topic T7 (counting calorie) was associated with lower weight loss ($\beta=-.074; P=.007$).

Word Semantic Cluster–Related Predictors
Table 3 shows word semantic clusters that were significantly associated with higher weight loss, which are summarized below.
Table 3. Word semantic clusters that were statistically significant with respect to weight loss. Sample words are presented based on their distances to the center of a cluster in ascending order.

<table>
<thead>
<tr>
<th>ID</th>
<th>Sample words</th>
<th>Beta</th>
<th>z score</th>
<th>SD</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>C258</td>
<td>jacket, sweater, socks, sweaters, shirt, shirts, scarf, plaid, sweatshirts, jackets, coats, sandals, sweatshirt</td>
<td>.145</td>
<td>6.126</td>
<td>0.024</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>C383</td>
<td>emulate, replicate, magic, magical, superhuman, miraculous, recreate, miracle, feats, imitate, miracles</td>
<td>.130</td>
<td>4.699</td>
<td>0.028</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>C46</td>
<td>zelda, kinect, newb, wi, noob, mod, add ons, nintendo, mmo, mario, xbox, mods, gamers, sims, add on, gamer</td>
<td>.129</td>
<td>1.988</td>
<td>0.065</td>
<td>.047</td>
</tr>
<tr>
<td>C93</td>
<td>cardio, aerobic, yoga, boxercise, gymming, pilates, plyometrics, treadmill, stairmaster, calisthenics</td>
<td>.128</td>
<td>4.567</td>
<td>0.028</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>C301</td>
<td>protein, metabolism, metabolic, leptin, lipids, proteins, serotonin, enzyme, enzymes, hormone, ghrelin</td>
<td>.120</td>
<td>5.143</td>
<td>0.023</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>C334</td>
<td>angst, frustration, anguish, anxiety, unhappiness, despair, bitterness, anger, loathing, resentment</td>
<td>.098</td>
<td>3.826</td>
<td>0.025</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>C304</td>
<td>musical, orchestra, opera, rehearsal, rehearsals, singers, performances, theater, choir, audition, artistic</td>
<td>.093</td>
<td>3.163</td>
<td>0.029</td>
<td>.002</td>
</tr>
<tr>
<td>C203</td>
<td>coach, powerlifting, teammates, captain, coached, squad, powerlifter, weightlifting, players, coaches</td>
<td>.085</td>
<td>2.027</td>
<td>0.042</td>
<td>.04</td>
</tr>
<tr>
<td>C110</td>
<td>younger, age, youngest, older, aged, ages, novice, old, beginners, beginner, oldest, lifelong, intermediate</td>
<td>.081</td>
<td>4.643</td>
<td>0.017</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>C24</td>
<td>straightforward, efficient, economical, adaptable, intuitive, inexpensive, sophisticated, expensive, easy</td>
<td>.081</td>
<td>4.405</td>
<td>0.018</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>C143</td>
<td>copper, zinc, moly, gold, ore, metals, tungsten, mineral, nickel, minerals, lithium, silver, metal, mines</td>
<td>.073</td>
<td>2.860</td>
<td>0.025</td>
<td>.004</td>
</tr>
<tr>
<td>C193</td>
<td>flower, flowers, bulb, dandelion, fragrant, roses, twigs, leaf, daffodils, buds, hibiscus, tree, crocus, trees, moss</td>
<td>.073</td>
<td>2.520</td>
<td>0.029</td>
<td>.01</td>
</tr>
<tr>
<td>C291</td>
<td>restaurant, restaurants, diner, deli, resturant, café, diners, bistro, cafe, pizzeria, steakhouse, resturants</td>
<td>.065</td>
<td>2.153</td>
<td>0.03</td>
<td>.03</td>
</tr>
<tr>
<td>C368</td>
<td>fitted, styled, proportioned, equipped, smooth, positioned, engineered, designed, smoother, molded</td>
<td>.059</td>
<td>2.584</td>
<td>0.023</td>
<td>.01</td>
</tr>
<tr>
<td>C293</td>
<td>discarded, trash, garbage, trashcan, bins, dumpster, recycle, dump, rubbish, scraps, leftovers, recycled, bin</td>
<td>.057</td>
<td>2.243</td>
<td>0.025</td>
<td>.03</td>
</tr>
<tr>
<td>C108</td>
<td>socialize, invite, catered, inviting, socializing, catering, cater, hosting, caters, hosted, invited, accommodating</td>
<td>.055</td>
<td>2.982</td>
<td>0.018</td>
<td>.003</td>
</tr>
<tr>
<td>C233</td>
<td>driveway, pavement, sidewalk, sidewalks, road, roads, highway, street, freeway, streets, alley, intersection</td>
<td>.054</td>
<td>2.062</td>
<td>0.026</td>
<td>.04</td>
</tr>
<tr>
<td>C66</td>
<td>cookouts, picnics, barbecues, cookout, feasts, picnic, potluck, togethers, barbeque, barbecue, potlucks, feast</td>
<td>.052</td>
<td>2.280</td>
<td>0.023</td>
<td>.02</td>
</tr>
<tr>
<td>C285</td>
<td>gerd, brussel, havn, dd, utrecht, stephan, scandinavia, bulgarian, cico, sicilian</td>
<td>.045</td>
<td>2.797</td>
<td>0.016</td>
<td>.005</td>
</tr>
<tr>
<td>C25</td>
<td>gluttony, indulgence, vices, gluttonous, sinful, stupidity, hedonistic, sin, decadent, indulgent, excesses, sloth</td>
<td>.044</td>
<td>2.563</td>
<td>0.017</td>
<td>.01</td>
</tr>
<tr>
<td>C200</td>
<td>walkable, downtown, waterfront, neighborhoods, neighborhood, park, city, touristy, parks, suburbs</td>
<td>.041</td>
<td>1.967</td>
<td>0.021</td>
<td>.049</td>
</tr>
</tbody>
</table>

**Exercise-Related Clusters**

Exercise-related clusters included C258 (clothes), C46 (Xbox games), C93 (cardio), C203 (coaching), C233 (roads), C285 (city-related food, exercise), and C200 (hangouts places). The following are some examples that were composed by users with higher weight loss:

- 6 shirts, 2 sweaters, 6 jeans and my belts are on the last hole! I was so surprised when I read a post about new cloths and the belt was mentioned...I never knew I was already on the last hole D: I don't need to use it, but I certainly can!
- You forget that with muscles, you'll burn more fat. 80% of my training consists of strength and I do some small amount of cardio on the side.
- I liked the suggestions and coaching from the jawbone app, but the overestimation is why I got a Fitbit with a heart rate monitor.

**Diet- or Dining-Related Clusters**

Diet- or dining-related clusters included C301 (nutrition), C143 (minerals), C291 (restaurant), C293 (leftover), C108 (hosting), C66 (cookout), C25 (evil gluttony), and C285 (city-related food, exercise). The following are some examples that were communicated in related posts:

- today I eat a pancake with plain greek yoghurt as a pre-workout in-work snack, after gym I will inhale two greek yoghurts with two spoons of protein powder, which catapaults me to 170g of protein today.
- I think I've spent more time replacing bad items (like I have asparagus and Brussel sprouts instead of freezer fries now, for example) with better options than I have really giving things up.
- I learned the same thing with pizza. I love pizza, but nowadays I would much rather enjoy a slice of pizza from a good local restaurant, than an entire pizza from Domino's or Papa John's.
And knowing myself before I started losing weight, if I can do it so can everyone else. I was the embodiment of laziness, gluttony and excuses.

Other Clusters
Other clusters included C304 (performances), C334 (negative emotions), C24 (simple, straightforward, economic), C193 (flowers), C110 (beginner), and C383 (replicate). The following are some examples of these clusters:

I ended up just drinking water at the theater because everything was either full of calories or full of sugar. ended up having some leftover chicken and a banana when I got home.
About the anxiety, yea same boat. I struggle with social anxiety since I’m 13 years old but it did get a lot better over the last few months.

Look into a Hot Pot—they are relatively inexpensive (< $15) and at least allow you to do some basics like cook rice/pasta/soup/sauces.

Finished the 13-week beginner program on DDP Yoga. Hit every workout on the schedule, didn't lag behind the schedule by even a single day once...Feels great to have stuck with it so well.
I got flowers at work! And a sweet little card that said “I'm proud of you” from my mom because of how much effort and progress I've made in the last two months.

Table 4 shows word semantic clusters that were significantly associated with lower weight loss, which are summarized below.
Table 4. Word semantic clusters that were statistically significant with respect to weight loss. Sample words are presented based on their distances to the center of a cluster in ascending order.

<table>
<thead>
<tr>
<th>ID</th>
<th>Sample words</th>
<th>Beta</th>
<th>z score</th>
<th>SD</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>C153</td>
<td>rising, dwindle, skyrocket, soar, rise, skyrocket, fluctuating, rises, fluctuates, spiking, spike, fluctuate</td>
<td>−1.14</td>
<td>−2.782</td>
<td>0.053</td>
<td>.005</td>
</tr>
<tr>
<td>C359</td>
<td>purple, blue, colored, pink, brown, orange, burgundy, red, teal, gray, yellow, russet, tangerine, shades, amber</td>
<td>−1.12</td>
<td>−3.464</td>
<td>0.036</td>
<td>.001</td>
</tr>
<tr>
<td>C120</td>
<td>request, permission, allotted, permit, requesting, requested, requests, allotted, permits, allotment, orders</td>
<td>−1.11</td>
<td>−2.833</td>
<td>0.05</td>
<td>.02</td>
</tr>
<tr>
<td>C266</td>
<td>payments, payment, allowances, reimbursement, deduct, refund, deduction, benefits, premiums, payout</td>
<td>−1.08</td>
<td>−2.821</td>
<td>0.038</td>
<td>.005</td>
</tr>
<tr>
<td>C184</td>
<td>vacation, vacations, getaway, vacay, resort, vacationing, resorts, honeymoon, hassle, hotels, hotel, disneyworld</td>
<td>−1.07</td>
<td>−2.022</td>
<td>0.053</td>
<td>.04</td>
</tr>
<tr>
<td>C262</td>
<td>measurements, measurement, measuring, correlate, tracking, analysis, quantifying, monitoring, mapping</td>
<td>−1.05</td>
<td>−5.653</td>
<td>0.019</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>C80</td>
<td>downstairs, sofa, upstairs, hallway, doorway, drawers, room, couch, cupboards, stairwell, bookshelf, fireplace</td>
<td>−1.01</td>
<td>−4.830</td>
<td>0.021</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>C421</td>
<td>production, producers, manufacturers, producing, output, prices, price, produce, pricing, manufacturer</td>
<td>−0.91</td>
<td>−2.618</td>
<td>0.035</td>
<td>.009</td>
</tr>
<tr>
<td>C375</td>
<td>skinny, chubby, endomorph, lithe, pudgy, muscly, muscular, beefy, chunky, muscular, scrawny, lanky</td>
<td>−0.84</td>
<td>−2.552</td>
<td>0.033</td>
<td>.01</td>
</tr>
<tr>
<td>C395</td>
<td>alternative, viable, workable, safe, safer, safest, alternatives, foolproof, alternate, bulletproof, inclusive</td>
<td>−0.83</td>
<td>−3.455</td>
<td>0.024</td>
<td>.001</td>
</tr>
<tr>
<td>C103</td>
<td>tools, design, recommendations, recommended, designing, advice, recommend, materials, designs, kits</td>
<td>−0.82</td>
<td>−3.075</td>
<td>0.027</td>
<td>.002</td>
</tr>
<tr>
<td>C20</td>
<td>split, dividing, separate, separating, splitting, divides, separated, divided, splits, divide, separate, separation</td>
<td>−0.70</td>
<td>−3.867</td>
<td>0.018</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>C227</td>
<td>league, scouts, rookie, leagues, teams, club, clubs, scout, seasons, season, veteran, rounder, draft</td>
<td>−0.69</td>
<td>−2.911</td>
<td>0.024</td>
<td>.004</td>
</tr>
<tr>
<td>C142</td>
<td>budge, averse, succeeded, budging, budged, backslid, waver, incapable, qualms, bother, regressed, headway</td>
<td>−0.62</td>
<td>−2.756</td>
<td>0.023</td>
<td>.006</td>
</tr>
<tr>
<td>C51</td>
<td>asda, morrisons, waitrose, sainsbury, sainsburys, weightwatchers, lidl, quorn, crisps, weetabix, twinnings</td>
<td>−0.60</td>
<td>−2.642</td>
<td>0.023</td>
<td>.008</td>
</tr>
<tr>
<td>C363</td>
<td>tonsils, cavities, tooth, pimples, molar, redness, toenails, teeth, sinuses, jaw, bone, zits, sinus, pimple</td>
<td>−0.58</td>
<td>−2.232</td>
<td>0.026</td>
<td>.03</td>
</tr>
<tr>
<td>C18</td>
<td>varying, variety, varied, various, differing, different, multiple, individual, diverse, longevity, effectiveness</td>
<td>−0.56</td>
<td>−3.412</td>
<td>0.016</td>
<td>.001</td>
</tr>
<tr>
<td>C124</td>
<td>undergraduate, college, undergrad, graduate, university, semester, graduates, semesters, academic, colleges</td>
<td>−0.55</td>
<td>−2.117</td>
<td>0.026</td>
<td>.03</td>
</tr>
<tr>
<td>C92</td>
<td>maintenance, maintenance, repairs, maintenance, repairs, maintenance, maintenance, maintainance, maintenence, maintenance</td>
<td>−0.50</td>
<td>−2.207</td>
<td>0.023</td>
<td>.03</td>
</tr>
<tr>
<td>C229</td>
<td>tweak, tweaking, tweaked, adjust, revising, updating, modifying, tweaks, modify, adjusting, readjust</td>
<td>−0.46</td>
<td>−2.228</td>
<td>0.021</td>
<td>.03</td>
</tr>
<tr>
<td>C17</td>
<td>employed, working, work, volunteer, volunteering, volunteered, engaged, worked, engage, hire, hired</td>
<td>−0.41</td>
<td>−2.127</td>
<td>0.019</td>
<td>.03</td>
</tr>
<tr>
<td>C333</td>
<td>moisturizer, lotion, creams, moisturizers, moisturizing, lotions, shampoo, cleanser, exfoliating, moisturising</td>
<td>−0.34</td>
<td>−2.228</td>
<td>0.015</td>
<td>.03</td>
</tr>
<tr>
<td>C239</td>
<td>mother, daughter, aunt, niece, son, dad, grandmother, father, cousin, uncle, husband, wife, brother, sister</td>
<td>−0.31</td>
<td>−2.133</td>
<td>0.014</td>
<td>.03</td>
</tr>
</tbody>
</table>

Activity-Related Clusters

Activity-related clusters included C184 (vacation), C227 (clubs, scouts), C124 (college, graduation), C92 (maintenance), and C17 (employment, volunteer). The following are some examples that were posted by users with lower weight loss:

I was fortunate enough to go on 2 European vacations this year (Italy in April, France and London 2 weeks ago) and I’ve gained 10lbs on top of the 15 I was already planning on losing.

At my thinnest after college I was 5’6” 165 lbs, and after I put 20 or 30 lbs back on my mom said she was relieved because I was starting to look “too thin.”

I'm actively seeking employment, so it depends what time I wake up if I have breakfast or not, but my usual day consists of...
My weekend was okay. Had a big unhealthy meal yesterday but stayed 200 cal. under maintenance.

**Verb and Adjective Clusters**

Verb and adjective clusters included C153 (skyrocket), C120 (request), C418 (contact hotline), C263 (entice related words), C20 (separate), C142 (backtrack), C229 (readjust), C359 (color), C375 (chunky), and C18 (various). The following are some examples:

I'm already exercising an hour 6 days a week. I really can't push it any more than that because my appetite skyrocketed.

I have three diagnosed illnesses and have been hospitalized twice. Users who exhibit suicidal behavior should be pointed to suicide prevention hotlines...

I've backtracked by a couple weeks, which is partially water weight, and partially actual weight gain. It suck.

However, I'm over my 1200 for the day, not by much but I made a silly calorie budgeting decision earlier in the day. I readjusted dinner to try to make up for it, but I was too far in the hole.

I was a chubby child, a chubby adult, and I've NEVER been in an acceptable BMI zone.

**Expense-Related Clusters**

Expense-related clusters included C226 (payment, refund), C80 (home design), C51 (supermarket), C363 (otorhinolaryngology related issues), C421 (production, price), C333 (moisturizer), and C239 (family members). The following are some examples that were related to these clusters:

I haven't been to the gym in over a week, and honestly don't think I will unless I can come up with $350 for the remainder of my Personal Training payments...oh, and more money for actual membership dues.

I have enough motivation to get myself to the gym and am actually starting to have fun, but today I went after 4 weeks of not going, because I had my tonsils removed.

Guilty of this! I tend to drink more frequently than my husband. I was going to try to stop drinking on weekdays. However last week, for whatever reason, he had a beer 4/7 nights.

Our regression analysis showed that the start weight and active days were associated with higher weight loss, which was aligned with our common sense. Furthermore, our results showed that receiving a higher karma score was associated with higher weight loss, but the median number of comments received was not significantly associated with weight loss. Our findings were a little different from the two studies, where both the karma score and comments were associated with higher weight loss [24,25]. We suspected that this might be because (1) we included far more users in our study and most of the posts received a very limited number of comments (Table 1) and (2) the previous studies did not control the model with more detailed content.

After adjusting for active days, start weight, karma score, and the median number of comments received, our analysis suggested that exercises, including coaching and nutrition, were the most effective content factors that were associated with higher weight loss, which were confirmed by previous investigations [33,34]. In addition, users with higher weight loss mentioned negative emotions that they experienced before they started to make efforts for weight loss. Our findings also suggested that mentioning food-related topics (eg, not eating too much, eating healthy food) were associated with higher weight loss, which was also found in a previous study [35]. Interestingly, we found that the mention of Xbox games was associated with higher weight loss as well. Evidence suggested that incorporating active video games had a positive effect on increasing physical activity and promoting healthy weight for both overweight adults and children [36,37].

In addition, we found that many content factors were associated with lower weight loss. For example, we found that people who mentioned vacations and clubs were more likely to have lower weight loss [38]. Furthermore, users in this subreddit mentioned that they gained weight after college graduation. Those users who had lower weight loss often mentioned supermarkets, payment or refund to exercise programs, and employment [39,40]. We also found that users who experienced health issues related to otorhinolaryngology tended to have less weight loss. This might be due to the fact that the related treatment disturbed the weight loss plan. However, a study found that otorhinolaryngologic diseases themselves were associated with patients with obesity [41].

Another interesting finding was that users who used skyrocket to describe their weight loss experience (eg, feeling of eating) were less likely to have significant weight loss. This suggested that controlling the diet extensively during this process might not be an effective, healthy strategy [42]. In addition, users who often mentioned maintenance (eg, maintaining the intake of calories) were less likely to lose weight as expected. After a close examination of the related posts, we found that some of these users struggled with weight loss activities. We also found that expense-related content was associated with lower weight loss. This could be explained by a recent finding that low socioeconomic status was associated with lower weight loss outcomes [43]. Finally, users who mentioned family members were found less likely to lose more weight, suggesting that family members may not always have a positive impact on weight loss as found by other studies [44].
It should be noted that after examining feature correlation, only 6 topic predictors were included in the regression model, suggesting that word semantic clusters can capture more detailed offline activities. It was interesting that we found a calorie-related topic (T7) associated with lower weight loss, which could be partially supported by a previous finding that reducing calorie intake alone may not help in weight loss [45].

**Implications**

In this study, we acknowledged that while some associations were statistically significant, the value of the coefficients was very low, indicating a weak correlation between predictors and the dependent variable. However, we did not directly interpret the predictor importance from the values of their coefficients. This is because it is practically meaningless to say that more weight can be reduced by increasing the distribution of a certain topic discussed in an online community [46]. Rather, we believe that it is the actual offline activities described in online discussions (or self-efficacy) that actually matter in weight loss. By using word clusters, we obtained more detailed, concrete offline activities that were often ignored by other social media–based studies but were significantly associated with the amount of weight loss. While karma scores (votes) from other users were associated with higher weight loss, considering the right-skewed distribution of karma scores (Table 1 and Multimedia Appendix 1), a majority of posts in this online community received very small karma scores.

These were somewhat aligned with the findings in an offline, SCT-based weight loss intervention program [47], where self-efficacy and intention, instead of online interaction, were found to be significant factors leading to weight loss. While self-efficacy performed well in weight loss interventions [48-50], there was evidence that self-efficacy may face the challenge of decreasing over time [51]. This is very interesting because it implied that interactions, either in online or offline environments, may serve as an indirect factor that affects weight loss through maintaining a participant’s long-term self-efficacy.

From this perspective, future weight loss analyses or interventions should consider online interaction as a key factor to improve self-efficacy, instead of directly being linked to weight loss. Our study also implied that an aggressive weight loss plan may not work in the long run.

**Limitations and Future Work**

There are several limitations that we want to highlight here. First, our findings were based on merely the r/loseit subreddit, which constrained the generality of findings. Future work may consider extending the research to other online platforms. Second, we did not incorporate gender into the analysis. It might be possible to first infer such information from online discussions [52] and then investigate how the association between posting content and weight loss changes after controlling for this information. Third, we relied on self-reported weight loss in this study, which limited our investigation, and findings were applicable to only a small fraction of Reddit users who disclosed weight change. It will be interesting to investigate the specific characteristics that are related to the majority of Reddit users who did not report such information. Furthermore, self-reported weight changes might not be accurate because Reddit users might not update their weights in a timely manner. Our study only investigated what was presented in the online discussions, instead of examining the real-world events. Finally, it would be interesting to investigate the extent to which online interaction, not merely responses and votes but the detailed categories, and offline activities that were recorded in online discussions can lead to weight loss change in a dynamic setting.

**Conclusions**

In this study, we analyzed online discussions regarding weight loss in r/loseit. We used topic modeling and the hierarchical clustering algorithm to extract topics and word clusters that were discussed in this subreddit. We used a regression analysis to determine the association between weight loss change and the factors that were conveyed in these online discussions. We found that the start weight and median karma scores were associated with higher weight loss. Users who had higher weight loss might be motivated by negative emotions experienced before starting weight loss. By contrast, users who mentioned vacations and payments were less likely to lose more weight. Furthermore, mentions of family members and employment were also found to be associated with lower weight loss. Our findings suggest that future interventions based on online social media platforms should focus on both online interaction and offline activities and that online personal health data can be effectively used to learn about users’ health-related behaviors.
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Abstract

Background: Superusers, defined as the 1% of users who write a large number of posts, play critical roles in online health communities (OHCs), catalyzing engagement and influencing other users’ self-care. Their unique online behavior is key to sustaining activity in OHCs and making them flourish. Our previous work showed the presence of 20 to 30 superusers active on a weekly basis among 3345 users in the nationwide Asthma UK OHC and that the community would disintegrate if superusers were removed. Recruiting these highly skilled individuals for research purposes can be challenging, and little is known about superusers.

Objective: This study aimed to explore superusers’ motivation to actively engage in OHCs, the difficulties they may face, and their interactions with health care professionals (HCPs).

Methods: An asynchronous web-based structured interview study was conducted. Superusers of the Asthma UK OHC and Facebook groups were recruited through Asthma UK staff to pilot and subsequently complete the questionnaire. Open-ended questions were analyzed using content analysis.

Results: There were 17 superusers recruited for the study (14 patients with asthma and 3 carers); the majority were female (15/17). The age range of participants was 18 to 75 years. They were active in OHCs for 1 to 6 years and spent between 1 and 20 hours per week reading and 1 and 3 hours per week writing posts. Superusers’ participation in OHCs was prompted by curiosity about asthma and its medical treatment and by the availability of spare time when they were off work due to asthma exacerbations or retired. Their engagement increased over time as participants furthered their familiarity with the OHCs and their knowledge of asthma and its self-management. Financial or social recognition of the superuser role was not important; their reward came from helping and interacting with others. According to the replies provided, they showed careful judgment to distinguish what can be dealt with through peer advice and what needs input from HCPs. Difficulties were encountered when dealing with misunderstandings about asthma and its treatment, patients not seeking advice from HCPs when needed, and miracle cures or dangerous ideas. Out of 17 participants, only 3 stated that their HCPs were aware of their engagement with OHCs. All superusers thought that HCPs should direct patients to OHCs, provided they are trusted and moderated. In addition, 9 users felt that HCPs themselves should take part in OHCs.
Conclusions: Superusers from a UK-wide online community are highly motivated, altruistic, and mostly female individuals who exhibit judgment about the complexity of coping with asthma and the limits of their advice. Engagement with OHCs satisfies their psychosocial needs. Future research should explore how to address their unmet needs, their interactions with HCPs, and the potential integration of OHCs in traditional healthcare.

KEYWORDS
social networks; eHealth; social media; peer-to-peer support; social support; online health communities; online forums; superusers; leadership; misinformation; asthma; self-management

Introduction

Background
Recent work has suggested that taking part in online communities for people with long-term conditions (LTCs) improves illness self-management [1] and adherence to treatment [2], produces positive health-related outcomes [3-5], facilitates shared decision making with health care professionals (HCPs) [6-8], and may even reduce mortality [9]. There is also evidence that self-management support interventions can reduce health service utilization [10,11]. Participation in online health communities (OHCs) for patients with LTCs can take up part of the health care service demand and indirectly improve access to health care [12]. However, much of this evidence comes from qualitative and observational studies [6,13,14]. Despite a lack of definitive evidence, policymakers are starting to see the potential of OHCs, for example, the Big White Wall, an OHC commissioned by some mental health services in the United Kingdom, Canada, and New Zealand [15]. The Irish health system is piloting closed Facebook groups for smoking cessation [16], whereas the Public Health England Stoptober smoking cessation campaign includes a Facebook group [17] among other initiatives. In the United Kingdom, Facebook is also being piloted by the National Health System Digital (NHS Digital) to improve cancer screening rates, with promising results [18]. This increasing attention to health social media calls for elucidating the mechanisms that make OHC engagement successful in terms of improving self-management [12,19]. Indeed, although some OHCs flourish, many suffer from little or no traffic [20]. The emerging literature investigating mechanisms of effective OHC engagement shows that superusers (ie, users who are in the top 1%-5% in terms of messages posted to the OHC) are key to success. They generate the majority of traffic and create value, so their recruitment and retention are imperative for the long-term success of OHCs [21]. A previous analysis of an online community for people with drinking problems found that common themes for superusers’ engagement included introductions, greetings, general supportive statements, suggested strategies, success stories, and discussion of difficulties [22], showing that superusers reassuringly offer peer support toward behavioral and emotional self-management tasks [23], appropriately leaving to HCPs medical self-management tasks.

To fully understand the unique mechanisms of behavior change through internet-based interventions, collaboration and knowledge transfer between researchers, nonprofit organizations, and private organizations have been recommended [24]. Our network study of peer support in the Asthma UK and British Lung Foundation (BLF) OHCs [25] in collaboration with the platform provider HealthUnlocked has highlighted the key role of superusers. Superusers are distinct from community moderators formally appointed by the platform provider; the number of moderators among the highly active users was negligible [25]. Superusers are a naturally available resource and are responsible for holding successful OHCs together, engage with users with low posting activity, and indirectly contribute to the formation of ties between users. As users become more active within the community, they become more likely to reply to posts than to ask questions. This suggests that superusers gradually become experts, providing others with advice and support [2,7,26].

Online superusers could be considered allies of the health care workforce [27,28]. Our work has inspired the development of a new network-based theory of social medical capital, broadly defined in terms of the advantages that any user (patient or caregiver) can gain from participation in OHCs [29].

In this context, strategies to increase superusers’ participation can improve engagement with OHCs [30]. This is attracting growing interest from academics, HCPs, and policymakers. Despite the evidence of superusers’ key role in successful OHCs, little is known about this small but critical population, what motivates them to contribute to the community and stay active over time [22,25], whether they encounter any challenges, how their contribution could be supported in any way, and what would make OHCs safer and more effective. This study set out to understand what motivates superusers to adopt this role and the reciprocal value it offers them. Although the research was pragmatically driven, our interpretation draws on self-determination theory [31], a framework for differentiating intrinsic and extrinsic forms of motivation, to help link the insights to recommendations for health organizations seeking to engage with and utilize the value offered by superusers in their online communities.

Objectives
Here, we undertook an asynchronous web-based structured interview study of UK superusers previously quantitatively characterized [25], in collaboration with the charity Asthma UK. We additionally aimed to explore superusers’ interfaces with HCPs and their views on HCPs’ potential role in promoting engagement with OHCs and on HCPs’ engagement as OHC participants themselves.
Methods

Interview Schedule Development
The interview schedule was developed with questions based on the extant literature, recent work on OHCs [25,32], and informal discussion dated from 2015 to 2018 with 2 superusers, 1 from a stroke OHC previously studied [33] and 1 from Asthma UK OHC.

Piloting Phase
Piloting was undertaken with 6 superusers recruited through the Asthma UK research operating officer (JP) and OHC moderator. JP emailed the weblink to the study questions and attached to the same email a Microsoft Word document with the interview questions in November 2018. Comments and suggestions were received by JP between November 2018 and February 2019. Superusers’ suggestions improved the clarity of the introductory text and the queries asked. Some questions initially part of the same query were split to make replying easier (ie, questions 3-5 and 7-8), whereas new questions were suggested (ie, questions 10, 13-15, 21, and 24). This process resulted in 10 additional questions. The wording of some questions was also adjusted to make it more neutral to participants.

Inclusion Criteria
The inclusion criteria were as follows:

- Living with asthma or caring for somebody with asthma
- Having posted to an online asthma community at least one message per week for at least four weeks.

As there is no evidence yet about whether superusers’ posting activity over time is regular or occurring in bursts (eg, when off work due to illness), we opted to be nonspecific about the 4-week period. Therefore, posting activity over any 4 weeks, consecutive or not, at any point in time would qualify participants as superusers.

In this asynchronous web-based structured interview, the definition of superusers is different from the retrospective one used in the study by Joglekar et al [25] (ie, top 1% of users characterized by the largest number of posts posted in the community over the entire observation period of 10 years). This previous study showed that only about 20 to 30 superusers were active on a weekly basis since 2015. The inclusion criteria for superusers were agreed upon by coauthors and the superusers who took part in the pilot phase. Due to the hypothesized small sample of potential participants available to recruitment [25], no saturation criteria were used to determine the study sample size.

Participant Recruitment
Of the 17 participants, 16 were recruited by the Asthma UK research operating officer (JP) by email and through an Asthma UK monthly email bulletin to take part anonymously through a SurveyMonkey link [34]. Responses were collected between March and April 2019. A superuser (OF) who is a member of the Asthma UK Centre for Applied Research Patient and Public Involvement (PPI) group [35] was invited and recruited by AD.

Ethical Approval
The study was approved by the Queen Mary University Research Ethics Committee (ref QMREC2205a). To address the issue of confidentiality around patient information and to avoid this information being known to the research team, superusers were approached only by the Asthma UK staff (JP) and invited to participate. The research team did not have access to personally identifiable information apart from the AUKAR PPI member and coauthor (OF).

Analysis
We analyzed the text from open questions using inductive content analysis as described by Elo and Kyngas [36]. Two authors (AS and AD) read all responses to familiarize themselves with the data. An initial coding framework with themes and subthemes was developed, which was adjusted as new data were added. This was done for the first 10 individuals and, subsequently, for the additional 7 individuals. Coding was then performed independently by 2 authors (AS and AD) on all data. Coding was discussed until agreement was reached, and the themes were revised as well.

Results

Characteristics of the Participants
A total of 17 participants were included in the study (Table 1): 14 were people living with asthma, whereas 3 were mothers of children with asthma. The majority were female (15/17), with an age range of 18 to 75 years (3 out of 17 participants were aged 66-75 years).

Of the 17 users, 10 participated in 2 or more OHCs: 15 out of 17 in Asthma UK HealthUnlocked community and 10 out of 15 in Facebook groups. HealthUnlocked is the platform provider of the Asthma UK online community.

With respect to education, 65% (11/17) had at least an undergraduate degree and 18% (3/17) had a postgraduate degree.

Before taking part in the study, they had been active in OHCs for 1 to 6 years and spent between 1 and 20 hours/week (11 out of 17 participants spent ≥2 hour/week) reading and between 1 and 3 hours/week (7 out of 17 participants spent ≥1 hour/week) writing posts.

Self-reported participation increased over time for 14 out of 17 superusers and was linked to wanting to know more about asthma and its treatment in the context of deterioration of asthma or change in medical treatment. Other factors contributing to participation were increased familiarity and interest toward OHC members and improved awareness and knowledge of asthma.
### Table 1. Participants’ characteristics.

<table>
<thead>
<tr>
<th>Participant number</th>
<th>Gender</th>
<th>Age range (years)</th>
<th>OHCs(^a) joined</th>
<th>Duration as OHC member (years)</th>
<th>Time spent reading posts(^b) (hours)</th>
<th>Time spent writing posts(^b) (hours)</th>
<th>Number of posts written(^b)</th>
<th>Highest level of education</th>
</tr>
</thead>
<tbody>
<tr>
<td>1(^c)</td>
<td>Female</td>
<td>36-45</td>
<td>Facebook group (UK Parents of Children with Asthma)</td>
<td>2</td>
<td>5</td>
<td>&lt;1</td>
<td>4-5</td>
<td>Undergraduate degree or similar</td>
</tr>
<tr>
<td>2</td>
<td>Female</td>
<td>46-55</td>
<td>Asthma UK</td>
<td>1</td>
<td>1</td>
<td>N/A(^d)</td>
<td>0</td>
<td>Postgraduate degree or similar (eg, PhD)</td>
</tr>
<tr>
<td>3</td>
<td>Female</td>
<td>66-75</td>
<td>Asthma UK</td>
<td>&gt;1</td>
<td>5</td>
<td>NS(^e)</td>
<td>4-10</td>
<td>Undergraduate degree or similar</td>
</tr>
<tr>
<td>4</td>
<td>Female</td>
<td>66-75</td>
<td>Asthma UK</td>
<td>2.5</td>
<td>&gt;0.5(^f)</td>
<td>NS(^e)</td>
<td>Variable(^f)</td>
<td>Postgraduate degree or similar (eg, PhD)</td>
</tr>
<tr>
<td>5</td>
<td>Female</td>
<td>66-75</td>
<td>British Lung Foundation, Asthma UK</td>
<td>&gt;3</td>
<td>10</td>
<td>2</td>
<td>4</td>
<td>Undergraduate degree or similar</td>
</tr>
<tr>
<td>6</td>
<td>Female</td>
<td>46-55</td>
<td>Asthma UK, British Lung Foundation</td>
<td>5</td>
<td>5</td>
<td>&lt;0.5(^f)</td>
<td>1</td>
<td>O-levels/ General Certificate of Secondary Education or similar</td>
</tr>
<tr>
<td>7</td>
<td>Female</td>
<td>46-55</td>
<td>Asthma UK</td>
<td>5</td>
<td>20</td>
<td>1</td>
<td>5</td>
<td>Prefer not to say</td>
</tr>
<tr>
<td>8</td>
<td>Male</td>
<td>46-55</td>
<td>Asthma UK, Facebook</td>
<td>6</td>
<td>1</td>
<td>NS(^e)</td>
<td>1</td>
<td>A-level or similar</td>
</tr>
<tr>
<td>9</td>
<td>Male</td>
<td>46-55</td>
<td>Asthma UK</td>
<td>0.5</td>
<td>1</td>
<td>0.3</td>
<td>2</td>
<td>Undergraduate degree or similar</td>
</tr>
<tr>
<td>10</td>
<td>Female</td>
<td>18-25</td>
<td>Facebook groups, Asthma UK</td>
<td>0.5</td>
<td>1-2</td>
<td>0</td>
<td>0-1</td>
<td>Undergraduate degree or similar</td>
</tr>
<tr>
<td>11</td>
<td>Female</td>
<td>46-55</td>
<td>Asthma UK</td>
<td>&gt;3</td>
<td>1-2</td>
<td>1</td>
<td>0-1</td>
<td>A-level or similar</td>
</tr>
<tr>
<td>12(^c)</td>
<td>Female</td>
<td>36-45</td>
<td>Asthma UK, Facebook group (UK Parents of Children with Asthma)</td>
<td>2.5</td>
<td>2</td>
<td>0.3</td>
<td>4</td>
<td>Undergraduate degree or similar</td>
</tr>
<tr>
<td>13</td>
<td>Female</td>
<td>26-35</td>
<td>Asthma UK, HealthUnlocked communities</td>
<td>2.5</td>
<td>6</td>
<td>2-3</td>
<td>15</td>
<td>Postgraduate degree or similar (eg, PhD)</td>
</tr>
<tr>
<td>14</td>
<td>N/A</td>
<td>N/A</td>
<td>Facebook group (Bronchiectasis)</td>
<td>&lt;1</td>
<td>0.5</td>
<td>NS(^e)</td>
<td>0-5</td>
<td>NS</td>
</tr>
<tr>
<td>15</td>
<td>Female</td>
<td>26-35</td>
<td>Asthma UK, Facebook groups</td>
<td>&gt;5</td>
<td>3</td>
<td>1-2</td>
<td>3</td>
<td>Undergraduate degree or similar</td>
</tr>
<tr>
<td>16(^c)</td>
<td>Female</td>
<td>36-45</td>
<td>Facebook group (UK Parents of Children with Asthma), Asthma UK</td>
<td>2-3</td>
<td>2</td>
<td>0.2</td>
<td>5</td>
<td>Undergraduate degree or similar</td>
</tr>
<tr>
<td>17</td>
<td>Female</td>
<td>18-25</td>
<td>Asthma UK, Facebook groups</td>
<td>0.5</td>
<td>3-4</td>
<td>0-1</td>
<td>0-1</td>
<td>A-level or similar</td>
</tr>
</tbody>
</table>

\(^a\)OHCs: online health communities.

\(^b\)Hours of engagement and number of posts refer here to the average week. Some superusers’ engagement may be concentrated over certain time periods.

\(^c\)Superuser is a carer (mother of a child with asthma).

\(^d\)N/A: not applicable.

\(^e\)NS: not stated.

\(^f\)Higher contribution when not well with asthma.
Themes
Themes and subthemes were generated through content analysis of open-ended questions and are shown in Table 2. Our findings will be articulated into 4 themes:

1. Motivation to engage: Motivation to active participation in OHCs included personal advantage and the desire to help others/being altruistic. Engagement with OHC promoted superusers’ sense of personal control, agency (ie, the actual ability to deal with a task or situation), and self-efficacy (ie, the perceived ability to deal with a task or situation) over their illness, particularly when they adopted the informal role of *wise mentors* wise mentors or supporters to other users. An important reason for people taking part in asthma OHCs was the reward felt by being helpful to other members.

2. Awareness of the limits of peer self-management support: Superusers showed a sense of awareness of what can be dealt with through peer support/advice (ie, behavioral and emotional self-management tasks) and of what instead would require input from HCPs (ie, medical self-management tasks).

3. Challenges: Superusers encounter several challenges, such as dealing with misunderstanding about asthma and treatment and a general sense of responsibility toward other OHC users. Superusers could find themselves under moral pressure to respond to risk-indicating or inappropriate posts and reporting posts to moderators, which could cause at times cognitive stress.

4. Interface with HCPs: Most HCPs were not aware of OHC engagement. Superusers generally felt that HCPs should direct patients to well-trusted and moderated OHCs. Some felt that HCPs themselves should take part in OHCs.
| Table 2. Themes. |
|-----------------|-----------------|
| **Themes**       | **Subthemes**                                           |
| **Motivation**   | • Gaining knowledge about asthma illness and its treatment  |
|                  | • Validation of own experiences in the context of asthma  |
|                  | • Feeling less isolated                                 |
|                  | • Talking with fellow sufferers                          |
|                  | • Enjoying reading conversations of users one got to know |
| **Helping others**| • Giving advice that could potentially save a life        |
|                  | • Supporting others with asthma and their carers         |
|                  | • Making people with asthma and their carers feeling less isolated |
|                  | • Show others that living with chronic conditions is not always negative |
|                  | • Making sure people with asthma take their disease seriously |
|                  | • Disseminating of scientific information                 |
| **Feeling rewarded through helping** | • Positive feeling when helping others |
|                  | • Replacement of role                                    |
| **Financial or social recognition not important** | • Not important: reward is helping others, enjoying interactions |
|                  | • Not important: all users shall be equal with equal voice importance |
|                  | • Not important: voluntary nature—financial incentives potentially causing misuse |
|                  | • Unsure/yes important: recognition of sensible/knowledgeable users |
| **Awareness of the limits of peer self-management support** | • Drawing from personal experience |
|                  | • Providing a different point of view                     |
| **Decisions on posts to reply to** | • Behavioral and emotional peer self-management support |
|                  | • Empowering patients and carers through own experience   |
|                  | • Signposting to source information and support           |
| **Types of support offered** | • Showing appropriate insight of potentially serious medical issues |
|                  | • Advising to seek medical help with appropriate urgency  |
| **Medical self-management needs HCPs’ input** | • Worrying about users struggling with asthma and not seeking medical help as appropriate |
|                  | • Misunderstanding, spam, miracle cures, or dangerous ideas |
|                  | • Negative tone of some conversations                     |
| **Challenges**   | • Religion-based advocacies; derogatory, emotionally challenging posts |
|                  | • Offering bad advice or indicating that users have little knowledge about asthma and its gravity |
| **Top 3 problems and difficulties encountered** | • Improve awareness of existing policies and guidance for safe engagement with asthma OHCs |
|                  | • Policies and guidance about buying asthma medications on the web |
|                  | • Quicker removal of bad posts/advice                     |
| **Posts causing superusers’ worries** | • Engagement with asthma OHCs is not discussed during consultations with HCPs |
|                  | • Engagement with asthma OHCs is not discouraged by HCPs  |
|                  | • HCPs’ belief that engagement with asthma OHCs focuses patients on illness and potentially increases their anxiety |
Motivation of Engagement

Seeking Information/Support

Motivation to engage with OHCs was linked to personal advantage through gaining knowledge and support for asthma and its treatment:

- To learn from others who actually know what it can be like and to learn from their experiences. [N.4]

Validation of own experiences in the context of asthma and the feeling of being less isolated were also important factors:

- To get validation from others with the same symptoms. [N.17]

Having the opportunity to talk with people who live with asthma was considered important:

- ...many people find comfort and support in such communities that cannot be offered by family members and/or friends that have not experienced the day-to-day living of conditions. [N.14]

Reading other users’ conversation was described as a positive experience that increased engagement:

- I enjoy the chats with others and reading the dialogue between others, many of whom I’ve got to know. [N.5]

Helping Others

Altruisms and the benefit of feeling in a position to help others were a significant factor sustaining the motivation to regularly take part in OHCs.

Some even mentioned the potential to save lives:

- If my own message or experience could help save a child’s life. [N.1]

Most participants talked about the motivation to support others with asthma and their carers to mitigate their sense of social isolation:

- ...especially when you are supporting parents who are new to dealing with asthma in their child. [N.1]
- I remember how lost and frustrated and alone I felt. I don’t want other mums who are new to asthma to have those same feelings and struggles. [N.16]
- ...being there to give emotional support when needed. [N.17]

Part of the motivation was to show others that living with chronic conditions is not always negative and to offer hope to others:

- I wish to show that I can live a normal life with chronic condition. [N.2]

Using their knowledge to clear up any confusion about asthma and medications was relevant, as well as making sure people with asthma took their disease seriously and did not rely on social media for queries that needed HCPs’ input:

- Trying to make people take their asthma more seriously and not rely on social media for the answers which often don't come and then they end up in hospital. [N.15]

Interestingly, a participant mentioned that part of the motivation was to disseminate proper scientific information:

- To be helpful and disseminate information, especially scientific information. [N.8]

Rewards for Online Health Communities Engagement

Participants found helping others a positive experience for themselves. By providing replies to other users’ queries, supersers increasingly acquired confidence and were recognized for their role as community experts, which in turn...
boosted their motivation to further engage in OHCs. For some participants, who were unable to work due to ill health or were retired, taking part in OHCs could work as a replacement of role:

- I feel that I can still use the knowledge and skills from my previous work along with my personal experience of asthma. [N.3]
- I use it far more when I am unwell with asthma. [N.4]

### Financial or Social Recognition Not Important

A question addressed whether the contribution superusers make could be recognized in any way (socially or financially), considering it might help other patients to manage their illness better. Of the 17 participants, 13 replied negatively, 3 were unsure, and only 1 replied positively.

The main reason behind the no answer was that reward should come from the awareness of helping others and the fact that social interaction is actually enjoyable.

The motivation to ensure that all users felt equally important to the whole community also played a role:

> There is no guarantee that a superuser is any better informed than any other user. Superuser status might make others feel their contributions were not worth making. In my view, the forum should be one where every voice has equal status. [N.9]

Other factors against social and financial recognition were the voluntary nature of contributions and the potential misuse of financial incentives:

> I do it because I can, if I didn’t want to I wouldn’t. [N.16]

Some positively saw the social recognition as sensible/knowledgeable users:

> Those who are particularly helpful could be recognised with titles, so users know who to contact for issues. Monetary incentives could also be considered, but most people who help online are doing it just to be helpful rather than for any other purposes. [N.10]

### Awareness of the Limits of Peer Self-Management Support

#### Decisions on Posts to Respond to

When asked about what determines their decision to reply to certain posts, participants showed a reassuring awareness of the type of self-management support they were able to offer (ie, emotional and behavioral but not medical tasks):

- By drawing in on your own experiences. You soon recognise familiarities with symptoms. [N.1]
- I choose the ones which I have some relevant knowledge or experience to reply to. [N.3]

Some mentioned that they posted replies when they felt they were able to provide a different/unrepresented point of view with respect to the ones already given, which in turn could help others make decisions:

> ...there may not be another voice in that comment section giving the view I feel, so I may choose to add it. [N.16]

Participants’ aim was to empower patients and carers through their own experiences:

> I will post a reply from my own experience of asthma gained over 50 years. [N.11]

### Types of Support

The type of support most frequently provided by our respondents was mainly behavioral and emotional. In addition, most participants also mentioned their role in signposting users to source of information and support:

- Reassurance, information, sharing my experience of a particular health issue, information about where to go for further advice and information. [N.3]

#### Medical Self-Management Needing Health Care Professionals’ Input

Medical self-management was unanimously agreed upon as something that required consultation with HCPs, and all superusers had prior experience of referring other community members to their HCPs:

> I never give specific medical advice though. [N.10]

Almost every time, the default answer is always to contact your own medical help for guidance. [N.16]

### Challenges

#### Problems and Difficulties

Of the 17 superusers, 9 described problems and difficulties associated with their role in the OHCs (2 were unsure about it, 4 replied no, and 2 did not reply).

The main difficulty described by superusers was the worry they felt regarding other community members who were not successfully managing their asthma and not seeking appropriate medical help:

- Members who put their health at risk by not realising how dangerous a situation they are in. [N.17]

Other problems described included dealing with misunderstandings, spam, or posts promoting miracle cures or dangerous ideas (eg, buying medicine over the internet). Of the 17 participants, 9 had experience of reporting such posts to moderators:

- Spam e mails, folks responding who’ve not understood my posts, prolonged communication. [N.2]
- People offering “miracle” cures; people not being supportive; going off topic of the original post. [N.14]

Some users found it difficult to deal with the negative tone of some conversations, when the underlying aim was to complain:

- Some people don’t want to take advice and will just complain constantly no matter what you suggest. [N.15]
Only 1 user mentioned being trolled once in the past and this being a negative experience. Asthma UK HealthUnlocked community was described as a good forum.

**Posts Causing Superusers Worries/Stress**

Posts causing superusers worry were about religion-based advocacies and derogatory or emotionally challenging stories. Posts offering bad advice, indicating that users had little knowledge of asthma and its gravity, and revealing a sense of responsibility of superusers to reply to posts and moral pressure toward other OHC users also caused worry and stress.

Moreover, superusers worried about posts from users who were struggling or acutely unwell and subsequently stopped posting or from users who had been chronically struggling with their asthma without seeking professional help:

> Those that encourage people with less knowledge to take actions that could put their child in danger/people who are disparaging someone else’s intelligence or understanding of the illness. [N.16]

> [Posts suggesting that] children can be in respiratory distress. [N.16]

**Suggestions for Policies and Guidance**

Of the 17 participants, 8 believed that more policies and guidance should be available for asthma OHCs (2 did not, 4 were unsure, and 3 did not answer the question). In particular, they felt that additional policies and guidance should be introduced on the rules for safe engagement with asthma OHCs and for clarifying when emergency medical advice is needed. Some participants did acknowledge that such policies were already in place, though not all users seemed to be aware of them. A suggestion was made for new users to be encouraged to passively engage and read posts before active engagement:

> New members should be encouraged to read without contributing at first. I think all members do this instinctively anyway...joining a social group is rarely instant. Good sites include few risks, made safe by the site rules, moderators and experienced users. [N.5]

One participant recommended having policies and guidance about buying medications over the internet.

A number of participants highlighted the importance of quick removal of clearly bad advice so as to develop patient confidence in participation:

> Quick removal or “bad” posts (including spam). [Moderators to] Respond to occasional posts (especially if there’s an argument going on in the feed). [N.13]

**Interface With Health Care Professionals**

**Health Care Professionals’ Awareness of Engagement With Asthma Online Health Communities**

Most participants’ HCPs (10 out of 17) were not aware of superusers’ engagement with asthma OHCs. Only 3 out 17 participants reported that their OHCs’ involvement was known by their HCPs, whereas 4 out of 17 participants were unsure.

Even when the HCPs were aware, this was because superusers mentioned their engagement with OHCs, though they did not discuss it any further:

> The only person who knows is my husband. [N.3]

Of the 17 participants, 15 stated that they did not believe that HCPs would discourage participation in asthma OHCs:

> I think the quality of the BLF and Asthma UK sites is generally accepted. Medics know I’m am open minded and analytical about any information. [N.5]

Only 1 participant reported being discouraged by their HCP from engaging with OHCs, and this was linked to concerns about patients becoming focused on illness rather than health and well-being:

> They seemed to feel that by engaging with other people in online health forums it focused people on the illness rather than on getting on with life. They seemed to feel that it made people more anxious about their illness rather than provide reassurance, information and support. It seems to me that they were worried that it reinforced an ‘illness’ mentality. However, my experience is that generally it empowers people to take control of their own lives and make decisions in partnership with their medical carers rather than feel disempowered and uncertain. [N.3]

**Health Care Professionals Promote Engagement With Asthma Online Health Communities**

The majority of participants (11 out 17) thought that HCPs should direct patients with LTCs to OHCs, provided they were appropriately moderated and trusted platforms. The remaining 6 out of 17 participants were unsure, though no one felt that HCPs should not promote engagement with OHCs:

> Any recommended communities would need to be appropriately vetted/ endorsed by medical professional to ensure their accuracy in terms of medical advice and to keep people safe. [N.10]

Respondents offered several specific suggestions about how to promote engagement with OHCs:

> There could be posters up in the waiting rooms of relevant hospital departments and GP surgeries. Asthma nurses could inform patients. Ask people how they feel they have benefited from online communities. [N.9]

Indeed, a range of advantages arising from the promotion of OHCs by HCPs included obtaining behavioral and emotional self-management support that HCPs may not be able to offer as easily:

> For support for people when they get diagnosed, have a really difficult time with their asthma and recovering. [N.11]

**Suggestions to Reassure Health Care Professionals About Online Health Community Engagement**

To reassure HCPs about the safety of OHCs, participants felt OHC providers should have clearer statements about contacting HCPs for medical self-management, place more emphasis on
the fact that posts from peers come from not medically qualified people, and have a readily accessible guidance about keeping safe in social media. Comments from moderators should be regular and nonintrusive, with strict rules regarding posts:

Healthcare professionals may need to be reassured that any group signpost is a medically sound one. However, they cannot dictate. It is about mutual respect for the role of the medical professional and the role of an on-line health community. [N.3]

Participants felt improving HCPs’ knowledge and awareness of why patients engage with OHCs and the benefits of peer support on LTCs would make them keener to promote OHCs. Evaluation of the impact of engagement in OHCs on patients was also suggested:

[HCPs’ awareness that] online communities are primarily useful for feeling more “normal” with your condition - connecting with others in the same situation. [N.10]

Health Care Professionals’ Participation in Online Health Communities

When exploring whether HCPs should themselves take part in OHCs, 9 out of 17 participants replied positively, 5 were unsure, 2 were against it, and 1 did not answer the question.

The reasons behind perceiving HCPs’ participation beneficial were the opportunity to get worries and questions addressed. However, as this respondent notes, their participation may be mutually beneficial through learning more about the patient experience of their illness:

Not only could a lot of peoples’ worries and questions be easily answered authoritatively healthcare professionals could gain much knowledge from forums. [N.8]

There was a mention of engagement in OHCs as an additional remunerated duty for HCPs:

I think they [HCPs] should be paid to set aside time to monitor forums. [N.8]

Most participants felt that HCPs’ participation in OHCs was important as long as their identity was stated:

They should include their medical specialisms in their profiles and understand that there are many viewpoints on some issues. [N.5]

Difficulties making participants unsure about HCPs’ participation were potential scrutiny of all posts, limitation of expression from different points of view, and the problem of not knowing the clinical details of users well enough before an appropriate answer could be given:

I feel the community is for those who don't otherwise have a voice and that it would seem too “preachy” to have a medic commenting on every post. [N.9] ...it might get difficult (difficult/awkward for medics when dealing with people they know little about). [N.13]

Issues with HCPs’ code of conduct and difficulties with HCPs being patients themselves were also expressed:

Difficult. There is a place for it but I think it blurs the lines a little and their code of conduct with their registering body...I think as a healthcare professional who is also a patient they need to be aware of the blurred line between patient and health care worker. [N.15]

Discussion

Principal Findings

This is the first study to provide evidence of supersusers’ motivations for engagement in a large nationwide OHC, the challenges they face when interacting with other users, and their interface with HCPs. As the use of social media in health care is increasing, taken together with our previous network study [25], these results provide unprecedented insight on supersusers who are key to creating value, driving and sustaining user engagement and contributing to the success of an OHC.

Superusers are both patients with asthma and carers of a wide age range, tend to take part in more than one OHC, and spend considerable time in a role sometimes similar to that of moderators [37]. Reassuringly, they showed awareness of the complexity of coping with asthma and the limits of their advice, provided emotional and behavioral self-management support, and had at times to direct users to HCPs for medical queries. This is an important point as much of the work exploring HCPs’ views of OHCs suggests that they are concerned that inappropriate advice is commonly shared and that community members may not be skilled/reflective enough to realize it.

The superuser role appears to be acquired by users as they deepen their asthma-related knowledge and become accustomed to web-based communication and the dynamics of group-based anonymous interaction [26], turning into expert patients, acquiring some of the characteristics of the second generation of e-patients [8].

Although the superuser role could be stressful at times, most HCPs were unaware of supersusers’ engagement with OHCs and therefore unable to provide support. This is also in contrast with the general agreement among supersusers that patient engagement with trusted and thriving OHCs should be promoted within health care. For some, being a superuser could work as a replacement of role, as in the case of a retired HCP participant or a participant in working age who is identified as an HCP off work due to asthma.

Superusers who were themselves HCPs raised the issue of the need to develop a code of conduct within their registering bodies to engage with users in OHCs.

It has been suggested that HCPs’ engagement with OHCs could be remunerated as part of HCP duties.

Superusers’ perspectives on what would make OHCs safer and more effective are of interest not only to OHC platform providers but also to policymakers who are increasingly considering leveraging OHCs for health care delivery.
Strengths and Limitations

There are a number of strengths and limitations to our work, which merit comment. The data we collected from superusers in this study came from an existing and thriving asthma OHC [25,27]. In our previous study, we uncovered the emergence of superusers (or hubs) as the OHC network grew larger. Our findings suggest that users with a disproportionate number of contacts started to emerge only when many users had already joined the network (about 1000). This has important implications for the size of our sample of superusers. Although the absolute number of superusers in this study may appear to be small, it takes a very large-scale network for these superusers to emerge. Thus, our sample size must be gauged jointly with the (large) size of the underlying network to which the superusers belong. Although no saturation criteria were used to determine the study sample size, our qualitative analysis revealed that saturation of emerging themes was reached.

The currently limited literature about superusers in OHCs, the lack of a formal identification of superuser status in OHCs, and the a posteriori definition of superusers (ie, superusers as the top 1% active users over a 10-year period [25]) make it difficult to judge the response rate in this study. Our previous work [25] showed the presence of 20 to 30 superusers active on a weekly basis. Although for obvious reasons we could not use the same definition to identify superusers in this study, based on our previous results, the superuser response rate would support the validity of the data presented here.

The study benefited from a superuser piloting phase that face-validated the questions and improved their focus, resulting in additional questions. The study was not designed to test the self-determination theory, which was used as an interpretive lens.

The Asthma UK and Facebook communities are established OHCs (Asthma UK OHC has been operational since 2006) and are moderated and trusted; thus, the results may not extend to other OHCs. Although we cannot confirm superuser sharing of scientific information being always appropriate, in such circumstances, it is likely moderators and other superusers, as seen in this study, would intervene in providing rectification.

Moreover, the self-selective nature of recruitment may have introduced a subjective bias, as less altruistic superusers with different characteristics may not have responded to the invitation.

Comparison With Existing Literature

Only a handful of studies characterizing superusers in OHCs are present in the literature, and to our knowledge, this is the first direct account of superusers’ motivation to engage in OHCs. Previous work focused on quantifying superusers [21] and their posting behavior [24] using a passive approach. Superusers have been described as mostly female [24], at times, assuming a role similar to moderators [37]. The desire for agency and mastery in asthma patients has been previously described [38]. Engagement with OHCs promoted superusers’ sense of personal control/agency/self-efficacy over their illness, particularly when adopting the informal role of wise mentors or supporters to other users. Interestingly, a recent study indicated that patients gained empowerment through OHCs, which was positively related to patient commitment to the physician and to patient compliance with the proposed treatment [2]. Moreover, there is evidence that users who are high engagers (such as superusers who are themselves patients) exhibit the greatest improvement in patient activation measure (PAM; a measure that captures the extent to which people feel engaged and confident in taking care of their condition) in HealthUnlocked OHCs, even if the average change in PAM across all levels of engagement is not clinically meaningful [39].

Interpretation of Findings Through the Lens of Self-Determination Theory

Superusers display high intrinsic motivation to engage with OHCs (Figure 1) [31]. Intrinsically motivated behaviors are carried out for the sake of sheer interest or satisfaction derived from the task. Intrinsic motivation constitutes the most autonomous form of motivation and is highly evident in the participants of this study [31]. Through OHCs’ engagement, they exhibited fulfillment of the 3 basic psychosocial needs: relatedness, competence, and autonomy. With respect to relatedness, superusers described a sense of belonging to the community and a feeling that they mattered to other users. Participants also expressed a sense of mastery (competence), believing in the effectiveness of their ongoing interactions with users within the OHCs. Their behavior is self-endorsed, reflecting autonomy. Superusers are autonomous and wholeheartedly behind their engagement with OHCs. With such strong intrinsic motivation, extrinsic motivation, that is, behaviors that are carried out to obtain outcomes unrelated to the activity itself, such as financial rewards, unsurprisingly, is not particularly relevant. Nevertheless, moral pressure to monitor OHCs, answer to requests of help, rectify any inappropriate advice, or address users not seeking medical help when appropriate were extrinsic motivation factors that at times felt difficult and stressful, needing to be internalized and integrated in their role of superusers.
Figure 1. Superusers’ self-determination theory, freely adapted from Ryan and Deci’s theory. Intrinsic motivation constitutes the most autonomous form of motivation and is highly evident in superusers. Such motivation emerges from pure personal interest, curiosity, or enjoyment through engagement with online health communities. The transition from external to intrinsic regulation is promoted by superusers’ fulfillment of the 3 basic psychosocial needs: relatedness, competence, and autonomy. Within the basic psychosocial needs, factors potentially undermining fulfillment and suggestions for improvement are listed. HCP: health care professional; OHC: online health community.

Clinical and Research Implications

There is a need to improve clinicians’, researchers’, and policymakers’ awareness of superusers. Clinicians could inquire about OHCs’ engagement during consultations with patients with LTCs and offer support to any potential superusers. The first step is establishing a definitive trial to determine whether a primary care intervention specifically aimed at promoting engagement with trusted and thriving OHCs improves the health and well-being of patients with LTCs.

If integration of OHCs proves to be beneficial, given superusers’ potential (ie, 10 superusers can sustain a community of 1000 people) [25,27], campaigns to promote patients with LTCs actively engaging with disease-specific and trusted OHCs may be a way to tackle the demand for behavioral and emotional self-management support in LTCs. Through participation in OHCs, patients who were unable to work due to ill health or retired naturally acquire over time the role of superusers and become a resource to the community, as shown in this study.

Further research should investigate the possible role of HCPs in OHCs based on their monitoring activity and contributions to web-based conversations. Indeed, the Big White Wall [15] and Health Service Executive Facebook [16] are already including HCPs in the delivery of health care.

Further studies of OHC superusers are needed, aimed at addressing their unmet needs and understanding their role as mentors, their learning potential, and how other users within the community learn from them. Using more explicitly self-determination theory approaches can inform the design of new theoretically informed strategies for planning, managing, and sustaining OHCs.

As with the UK NHS face-to-face peer supporters in mental health, the usefulness and development of potential training packages for superusers could be explored.

Superusers expressed the need to improve OHC moderation through quicker removal of harmful posts. This could be achieved by taking advantage of advances in artificial intelligence, which increasingly allow real-time monitoring of OHCs and identifying and quarantining posts until review by moderators.

HCPs’ registering bodies may need to develop a code of conduct for HCPs’ participation in OHCs, especially when they take on a superuser role.

These results should be considered in the current increasingly wider uptake of digital skills across populations, with 95% of UK adults being on the internet [40]. In this context, OHCs assume growing potential as vehicles of health and social interventions [41], with the presence of superusers playing a key role in guaranteeing OHC success or failure. The roll out of the NHS app through the National Health Service [42] and initiatives such as the Online Centres Network [43] are working to tackle digital and social exclusion by providing people with the skills and confidence they need to access digital technology. Indeed, 70% of homeless people use social media [44], and the estimated penetration of broadband connection ownership and
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Clinical and Research Implications continued...

Relatedness
- Opportunity to talk with fellow with asthma
- Altruism—benefit of feeling they are helping others
- Mitigate sense of social isolation
- Social recognition
- Empower patients and carers through their own experience

Potentially undermined by
- Negative tone of some conversations
- Users not self-managing asthma appropriately or not seeking medical help when needed

Suggestions
- HCPs promoting participation as a way to benefit behavioral and emotional self-management support that HCPs may not be able to offer

Competence
- Knowledge about asthma acquired over time
- Validation of own experiences
- Awareness of the type of self-management support they can offer
- Use of own knowledge to clear up confusion
- Potential to save lives
- Provision of a different or unrepresented point of view
- Ability to signpost to source of information and support
- Replacement of role in retirement and ill health

Potentially undermined by
- Excessive challenge

Suggestions
- Improved rules for safe engagement with OHCs
- Encouragement of initial passive engagement phase when joining an OHC

Autonomy
- Voluntary nature of contributions

Suggestions
- Regular, nonintrusive moderation

---

Basic psychosocial needs
- Relatedness
- Competence
- Autonomy
the tendency to be influenced by web-based content are wider in ethnic minorities [45].

This study offers a novel and fresh perspective on motivation, difficulties, and interaction with HCPs of supersusers, a group of patients likely to be key players in the digital health social media landscape.
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Abstract

Background: The use of peer-to-peer online support groups and communities has grown into a social phenomenon. Many people use online support groups and communities to seek and provide social support. It is essential to examine how users’ participation behaviors may contribute to different outcomes.

Objective: This study aimed to (1) use the structural positions of online depression forum users in their reply network to predict received support and (2) examine their language use reflecting their health conditions.

Methods: A total of 2061 users and their 62,274 replies posted on a depression forum from July 2004 to July 2014 were extracted using a web crawler written in Python. The content of the forum users’ posts and replies and their reply patterns were examined. A social network analysis method was used to build the reply networks of users. The computerized text analysis method was used to measure features of the forum users’ language styles.

Results: Forum users’ bridging social capital (operationalized as network betweenness) was positively associated with the level of communication accommodation in their received replies ($P=0.04$). Forum users’ bonding social capital (operationalized as network constraint) was negatively associated with the level of communication accommodation in their received replies ($P<0.001$). The forum users’ change in their use of self-referent words and words expressing negative emotions were examined as linguistic proxies for their health conditions and mental states. The results revealed a general negative association between the number of received replies and the degree of decrease in the use of words expressing negative emotion ($P=0.007$).

Conclusions: The structural positions of online depression forum users in the reply network are associated with different participation outcomes in the users. Thus, receiving replies can be beneficial to online depression forum users.

(J Med Internet Res 2020;22(6):e17365) doi:10.2196/17365
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Introduction

Background

Social capital, broadly defined as the potential benefits one receives from relationships with others, is a well-researched concept in many social science disciplines. Social capital has been associated with various positive outcomes at both the individual level (such as an increased sense of trust and belonging and improved mental and physical health) [1] and societal level (such as improved public health, promoted social integration, and decreased crime rate) [2]. With the popularity of internet technologies and social networking sites, a growing number of people are turning to web-based venues to seek social
support. Many studies have documented that social media and online support groups generate social capital [3].

Social support is a concept closely related to the concept of social capital. Social support encompasses the comfort, assistance, and reassurance that people experience as a function of social relationships [4]. Social support can be viewed as a product resulting from the interpersonal relationships that constitute a support network. A unique feature of seeking and providing social support online is that individuals have more opportunities to communicate with others who share similar experiences and greater access to weak-tie networks [5]. The social capital and weak-tie network theories have also been adopted to explain why and how individuals may benefit differently from participating in online support groups [6,7].

Objectives

Previous studies investigating the network features of support seeking and provision in online support groups rarely measured the actual tie strength or examined the structural features of the support network. Furthermore, studies focusing on the content and qualities of support-seeking and support-provision messages are rare. Without examining the content of the exchanged messages, we cannot tell how support-seeking and support-provision messages are qualitatively different from each other. Utilizing big data–powered techniques such as web scraping and computerized text analysis, this study aimed to analyze the reply patterns and language styles of online depression forum users. The social capital and communication accommodation theories were adopted to make and test predictions about the association between social capital and social support of online support forum users. Drawing on the buffering effect model and self-awareness theory of depression, this study also examines the health benefits resulting from receiving social support by monitoring the changes in depression forum users’ language use over time.

Theories and Hypotheses

Social Capital in Online Support Forums

Active participation in an online support forum generally takes one or both of the following 2 forms: contributing an original post and responding to posts by other users. Original posts typically reflect support-seeking efforts, whereas replying to the posts of other users can be seen as support-provision efforts [7]. Replies to an original post indicate attention, engagement, and responsiveness to the posts [8,9]. Therefore, an online support forum can be conceptualized as a network of users connected by their reply-based relationships (Figure 1). An online support forum provides social capital in that it is an embedded community activated for purposeful action [10]. Social support can be viewed as an outcome of social capital because the latter provides individuals with connections or relations to receive social support from network members when needed [11].

Figure 1. Illustration of a hypothetical user discussion network.

Bridging and Bonding Social Capital

Social capital can be categorized into two types: bridging and bonding social capital [12]. Bridging social capital is linked to weak ties, which are loose connections between individuals and are better for linkage to external assets and information diffusion [13]. Research has shown that bridging social capital may translate to job-related information [13], higher salaries and promotion opportunities [14], and better task performance in virtual worlds [15]. Bonding social capital is inward looking and tends to reinforce exclusive identities and homogeneous groups [12]. Bonding social capital has been shown to be associated with greater emotional support, better general health and well-being, and a greater level of social trust [16].

Communication Accommodation Reflecting Social Support

As human beings, we consciously and unconsciously match each other’s communication acts (both verbally and nonverbally) [17]. From the message production end, communication accommodation is a socially motivated process where people engage in more or less accommodation based on their social
assessments and social status of themselves and others [18]. From the message reception end, communication accommodation tends to be positively evaluated and can result in positive future intentions toward interactions with another person [18].

Individuals go to online support forums to seek and provide informational, emotional, and esteem support to each other. As these online forums are text based, various forms of support are sought and provided through text form. Communication accommodation reflected in the form of linguistic accommodation conveys a sense of caring and engagement. Linguistic accommodation can be captured through language style matching (LSM). LSM measures linguistic accommodation by taking into account the production of identical words and grammatical structures between the interactants and encompasses conversation level and synchrony on a turn-by-turn level [17]. Past research also shows that LSM among health bloggers and their readers contributes to the bloggers’ perceptions of the availability of support from the readers [19]. In this study, the level of linguistic accommodation in the received replies was employed as a proxy for social support.

**Social Capital and Communication Accommodation**

The concept of social capital can be understood structurally in that social capital refers to “extent or the intensity of associational links or activity” [16]. The structural perspective represents an objective view of the concept of social capital, and the tie strength or the structural positions can be assessed accurately using the social network analysis method. The nature of social capital entails that, social capital, as a form of capital, can be viewed as an investment in social relations with expected returns. Bridging and bonding social capital represents two unique ways individuals choose to invest in their social relations. The different positions forum users have in the reply network represent their structural aspects of social capital. Users who possess more bridging or bonding social capital are those who (1) occupy important positions in the users’ reply social network and (2) share distinctive interaction patterns with other users. In online support forums, by investigating their limited time and resources to manage their social relations, forum users expect returns in the form of social support. On the basis of the previous discussion, communication accommodation reflected in forum users’ replies can serve as an indicator of social support. In online support forums, the bridging and bonding capital of users should be positively associated with received social support. The accumulated interaction patterns among users should be associated with social support reflected in other users’ communication accommodation toward them. Therefore, based on discussion regarding the association between social capital, social support, and communication accommodation, the following hypotheses were proposed:

Hypothesis 1: Forum users’ bridging social capital will be positively associated with the communication accommodation of others in their replies.

Hypothesis 2: Forum users’ bonding social capital will be positively associated with the communication accommodation of others in their replies.

Owing to the weak nature of ties where bridging capital is accumulated, substantial emotional support or tangible support is less frequently observed compared with informational support [20]. As bonding social capital facilitates the exchange of emotional support, whereas bridging social capital facilitates the exchange of informational support, users will be more engaged in communicating with others whom they share strong ties with. The increased engagement between two communication partners also increases their degree of communication accommodation [21]. The association between users’ bridging social capital and the degree of communication accommodation in received replies should be weaker compared with the association between users’ bonding social capital and the degree of communication accommodation in received replies. Therefore, the following hypothesis was proposed:

Hypothesis 3: The association between forum users’ bridging social capital and the level of communication accommodation in their received replies will be weaker compared with the association between forum users’ bonding social capital and the level of communication accommodation in their received replies.

**Health Outcomes of Receiving Replies**

One of the most important benefits related to participation in online support groups is the improvement of the individuals’ psychological and physical health [22]. The buffering effect model maintains that social support helps individuals buffer the negative impacts caused by stressful events [23]. Drawing on the buffering effect model, studies have found that receiving social support in an online support community was negatively associated with perceived stress [24] and positively associated with online network size and perceived social support [25]. Social support exchanged in online support groups also facilitates the management of health-related uncertainty [26] and promotes positive health outcomes [27].

However, previous studies examining health outcomes mostly adopted self-reported measures [25,28]. Self-reported data are usually accompanied by the inaccuracy of memory or recall. Examining the changes in the language use of online support forum users can avoid (1) sampling error by web scraping and analyzing all messages exchanged in online depression forums and (2) other limitations usually associated with survey methodologies, including interviewing effect and inaccuracy of memory or recall. Several linguistic features can serve as indicators of people’s mental states [29]. Depressed individuals are more self-focused, express more negative emotions, and sometimes use more death-related words [30,31]. Research has shown that depressed patients tend to use more first-person singular pronouns and words expressing negative emotions than people who have never been depressed [32].

On the basis of previous theories regarding the buffering effect model and health benefit, it can be predicted that there should be a positive association between forum users’ number of received replies and their health improvement as reflected in their language use. Therefore, we predict the following two hypotheses:
Hypothesis 4: Forum users’ number of received replies will be negatively associated with the change in their use of first-person singular pronouns.

Hypothesis 5: Forum users’ number of received replies will be negatively associated with the change in their use of words expressing negative emotion.

Methods

Data Collection

The depression forum examined in this study [33] is one of the largest peer-to-peer mental health community and support group in North America (see Figures 2 and 3 for screenshots). The forum is administered and moderated by volunteers rather than health professionals. Anyone who registers as a user of the forum can make a post or reply to others to participate in forum discussion.

Figure 2. Screenshot of the depression forum’s threads. The virtual identities of the forum users are masked.
Web-scraped data from the depression forum were used for this study [6]. The original forum was written in hypertext markup language in a structured format. The web crawler was written in the computer programming language, Python. Forum data including the title of the subforums, the title of the thread, post ID, reply ID, time stamps, full texts of the posts, and replies were extracted. The web-scraped data were then converted into JavaScript Object Notation (JSON) files. To perform a social network analysis, the adjacency matrix in comma separated value (csv) was constructed from the JSON file using the Python code. The Python code for the web crawler and network data extraction can be found in Multimedia Appendices 1 and 2.

The complete data set included 34,554 users and their 63,514 posts and 592,649 replies from July 2004 to July 2014. Users who never made any posts or replies (n=17,572) were removed from the analysis. The mean number of sent-out replies was 10 (SD 74.23), and the mean for the number of received replies was also 10 (SD 36.05). Furthermore, more than 94.04%...
(32,493/34,553) of users had <10 sent-out and received replies combined over 10 years. Therefore, following a procedure similar to that of previous studies to capture users’ active participation, only users who contributed ≥10 sent-out and received replies in total were included in the final data set [34,35]. The final data set included 2061 users and their 62,274 replies”.

**Data Analysis**

On the basis of the final data set, an adjacency matrix was created to represent the users’ reply patterns, with rows and columns representing each user and the number in each cell representing the number of replies between any given 2 users. Packages sna [36] and network [37] in the R programming language were used to calculate network-related variables such as the number of received replies, number of sent-out replies, betweenness, and constraint.

To calculate the forum users’ language use styles, a computerized text analysis program, linguistic inquiry and word count (LIWC; Pennebaker, Booth, and Francis), was used [38]. LIWC is a dictionary-based software that compares and matches textual messages with predefined word categories. LIWC has been widely adopted and validated to examine the content and style features of various texts [30]. IBM’s SPSS version 26 was used to perform linear regression analyses.

**Measures**

**Bridging Social Capital**

Following similar studies of online social capital [39], bridging social capital was structurally measured by each node’s network betweenness. Betweenness measures the extent to which the actor falls on the geodesic (shortest) paths between other pairs of actors in the network [40]. Definitions of the key variables, operationalization, and measurements are included in Table 1.

**Table 1.** Definitions, operationalizations, and measurements of the key theoretical constructs.

<table>
<thead>
<tr>
<th>Concepts</th>
<th>Definitions</th>
<th>Operationalizations</th>
<th>Measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bridging social capital</td>
<td>Bridging social capital is linked to weak ties, which are loose connections between individuals and are better for linkage to external assets and information diffusion</td>
<td>Network structural representation of structural hole or brokerage</td>
<td>Betweenness: Suppose that ( n_{ij}^{(st)} ) is the number of geodesic paths from actor ( s ) to actor ( t ) that pass through ( I ), and that ( n_{ij} ) is the total number of geodesic paths from ( s ) to ( t ). The betweenness of the actor ( i ) can be given in the following formula [41]:</td>
</tr>
<tr>
<td>Bonding social capital</td>
<td>Bonding social capital is inward looking and tend to reinforce exclusive identities and homogeneous groups</td>
<td>Network structural representation of closely connected components</td>
<td>Constraint [42]:</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>( p_{ij} ) is the proportion of ego ( i )'s resource invested in connection with ( j ) and ( p_{jij} ) is the strength of ( q )'s tie to ( j ).</td>
</tr>
<tr>
<td>Social support</td>
<td>Social support encompasses the comfort, assistance, and reassurance that people experience as a function of social relationships</td>
<td>Communication accommodation reflected in forum users’ posts and replies</td>
<td>Language style matching (LSM): For example, for personal pronouns (pp) between a given post of user A and the first received replies, the calculation would be:</td>
</tr>
<tr>
<td>Health conditions</td>
<td>Language use can reflect individuals’ psychological states and health conditions</td>
<td>(1) Use of self-referent words (2) Use of words expressing negative emotion</td>
<td>(1) Change in the use of self-referent words—the number of self-referent words in last 10 replies—the number of self-referent words in the first 10 replies (2) Change in the use of words expressing negative emotion—the number of words expressing negative emotion in last 10 replies—the number of words expressing negative emotion in the first 10 replies</td>
</tr>
</tbody>
</table>

**Bonding Social Capital**

Bonding social capital was measured structurally as a network constraint. Constraint is “a concentration measure that varies from zero to 100 with the extent to which all of a person’s network time and energy is concentrated in one contact” [42]. A large number of constraints suggest that the ego invests most resources within a small and connected group of nodes.

**Language Style Matching**

LSM scores were calculated for each user to measure the extent to which others have used similar language styles [19,43,44].
then calculated for each post and subsequent replies. On the dyadic level, between each user’s original posts and each of his or her received replies, the absolute value of the difference was divided by the total for each category. The LSM score can only range from 0 to 1, with scores closest to 1 reflecting high degrees of style matching [43]. The formula used to calculate the LSM is shown in Table 1.

For example, user A made a post and received 3 replies. The personal pronoun LSM for user A’s first post was calculated for each of the 3 replies, AR1ppLSM, AR2ppLSM, and AR3ppLSM. Then, the overall personal pronouns LSM score for user A’s first thread was calculated by taking the average of the personal pronouns LSM between user A and all of the received replies under the same thread. In the case of user A receiving 3 replies, the overall personal pronoun LSM score for user A is calculated as the mean of the 3 personal pronoun LSM scores.

As there are 9 separate dimensions of function words that make up the overall LSM score, similar calculations were conducted for each user’s thread for each function word category. For each user’s thread, the 9 separate mean LSM scores for each category were averaged to yield a total LSM score. The same process was applied to each user’s thread. The final LSM score for a given user was calculated by taking the average of all threads.

**Number of Received Replies**
The number of received replies of the forum users were operationalized as the total number of replies one user received from others.

**Change in Language Use**
In this study, linguistic markers including first-person singular pronouns and words expressing negative emotion were examined. First-person singular pronouns include pronouns such as *I, me, mine,* and *my* and negative emotions words include words regarding anxiety, anger, and sadness (e.g., *hate, worthless, afraid, cry*). For change in first-person singular pronouns, the percentage of first-person singular pronouns in their first 10 messages was subtracted from the percentage of first-person singular pronouns in their last 10 messages. The same process was applied to the calculation of the change in words expressing negative emotion.

**Results**

**Preliminary Analysis Results**
The final forum user reply network included 2061 users, and 62,274 replies. On average, each user received 29.23 (SD 44.09) replies and sent out 29.22 (SD 58.20) replies to others. Each user, on average, engaged in interaction with 11 other users (SD 5.00). The average length of their received replies was 155.85 (SD 144.00) words. Descriptive statistics of the key variables are included in Table 2. Theoretical models and results of the hypotheses testing are shown in Figures 4 and 5.
Table 2. Descriptive statistics and zero-order correlation among variables.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Betweenness</th>
<th>Constraint</th>
<th>Received replies</th>
<th>LSM&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Change in first-person singular pronouns</th>
<th>Values, mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Change in first-person singular pronouns</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>r</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>-0.14</td>
<td>0.05 (0.03)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>P value</td>
<td>&lt;.01</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>r</td>
<td>0.59</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>P value</td>
<td>&lt;.01</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>r</td>
<td>0.08</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>P value</td>
<td>&lt;.01</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>r</td>
<td>-0.01</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>P value</td>
<td>-0.03</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>r</td>
<td>-0.01</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>P value</td>
<td>-0.05</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>r</td>
<td>-0.10</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>P value</td>
<td>-0.05</td>
</tr>
</tbody>
</table>

<sup>a</sup>LSM: language style matching.

<sup>b</sup>Not applicable.

Figure 4. Theoretical framework and results for Hypothesis 1, Hypothesis 2, and Hypothesis 3.

Figure 5. Theoretical framework and results for Hypothesis 4 and Hypothesis 5.
Hypotheses Testing Results

H1 predicted a positive association between users’ bridging social capital (betweenness) and their overall LSM. As the LSM score is likely to be affected by the number of users one receives replies from, it was then included in the regression model as a control variable. The analysis revealed that, after controlling for the number of users one received replies from, betweenness (mean 0.77, SD 7.57) was positively associated with the overall LSM (mean 0.21, SD 0.10; β=.06; t12059=2.05; P=.04). Bridging social capital explained a small but significant portion of the variance in users’ overall LSM (β²=0.03; F1,12059=43.84; P=.001). Therefore, H1 was supported.

H2 predicted a positive association between users’ bonding social capital (constraint) and their overall LSM. After controlling for the number of users, one received replies from constraint (mean 0.05, SD 0.03) was negatively associated with the overall LSM (mean 0.21, SD 0.10; β=-.17, t12059=-6.72; P<.001). Bonding social capital explained a significant portion of the variance in users’ overall LSM (β²=0.04; F1,12059=63.24; P<.001). This finding was not consistent with the hypothesis. Therefore, H2 was not supported.

H3 predicted that the association between forum users’ bonding social capital and LSM would be stronger compared with the association between forum users’ bridging social capital and LSM. Standardized z scores for LSM were entered as dependent variables, whereas standardized betweenness and constraint scores were entered as independent variables [45]. The corresponding 95% CIs were estimated via bias-corrected bootstrapping (1000 resampled). The CI for betweenness was 0.04 to 0.38, whereas the CI for constraint was −0.19 to −0.05. Therefore, the proportion overlap between the 2 CIs was negative (P<.001). This result showed that the association between bonding social capital and LSM was stronger than the association between bridging social capital and LSM. However, the direction of the association between bonding social capital and LSM was the opposite of the prediction. Therefore, H3 was not supported.

H4 predicted a positive association between the users’ received replies and their use of first-person singular pronouns change. As the users’ language use change is likely to be affected by the number of replies they sent out, it was then included in the regression model as a control variable. Considering that the change in each user’s use of first-person singular pronouns was calculated based on the differences between their first and last 10 messages, each user’s length of forum use on the forum could also affect their change in language style. Therefore, each user’s length of forum use was included in the regression model as a control variable. After controlling for the number of sent-out replies and length of forum use, regression analyses showed that the number of received replies (mean 29.23, SD 44.09) was positively associated with the change in their use of words expressing negative emotions changed over time (mean 0.17, SD 1.38; β=.06; t12059=−2.69; P=.007). The users’ number of received replies explained a significant portion of the variance in users’ use of words expressing negative emotions changed over time (β²=0.004; F1,12059=4.39; P=.01). H5 was supported.

Discussion

Principal Findings

Depression, as a common mental disorder, has been estimated to affect more than 264 million people worldwide [46]. Owing to its detrimental effects on the individual’s psychological and physical health, scholars and practitioners are dedicated to the prevention, diagnosis, and treatment of depression. Other than seeking help from professionals, individuals with depressive symptoms sometimes turn to online support groups and forums to seek, provide, and exchange social support. Online support groups and forums provide them with access to others who share similar experiences at a low cost. Therefore, studying peer-to-peer support exchanged in these online support groups and forums posits both practical and theoretical importance.

Adopting conceptualizations of social capital and its 2 forms, this study differentiated between 2 distinctive patterns (bridging reflected in betweenness and bonding reflected in constraint) of participation behaviors of online forum users. This study also investigated the associations between online support forum users’ social capital and social support in the form of linguistic accommodation. Furthermore, this study also examined the association between receiving replies and health conditions as reflected in forum users’ language use. The findings and their implications are discussed in the following paragraphs.

First, the associations between forum users’ social capital and their received support were examined. Using social network structural measurement of social capital based on the users’ reply patterns, this study found that forum users’ bridging social capital was positively associated with the received support, as reflected in the level of linguistic accommodation. This result is in line with previous research examining the association between the positions of online network members and their influences on other networks [9] as well as the association between network positions and their perceived or received support from the network [6]. Network members who possess more central positions tend to stay active in health communities and are more likely to share informational support with less central members [47]. When online forum users engage in interactions with other members, they invest their limited time and attention. From the cost-benefit perspective of social capital, this invested social capital in the form of attending to the support-seeking efforts of others can bring them benefits. For example, the users’ bridging capital has been positively associated with the diversity of received replies, whereas users’

user’s number of sent-out replies and length of forum use were also included in the regression model as control variables. After controlling for the number of sent-out replies and length of forum use, regression analyses showed that users’ number of received replies (mean 29.23, SD 44.09) was negatively associated with the change in their use of words expressing negative emotions changed over time (mean 0.17, SD 1.38; β=.06; t12059=−2.69; P=.007). The users’ number of received replies explained a significant portion of the variance in users’ use of words expressing negative emotions changed over time (β²=0.004; F1,12059=4.39; P=.01). H5 was supported.
bonding capital has been positively associated with the length of received replies [6]. Similarly, this study also found that users serve as bridges that connect otherwise unconnected others together may also receive a higher level of linguistic accommodation from others.

However, in terms of the association between users’ bonding social capital and received replies, the result indicated an opposite pattern. Forum users’ bonding social capital was negatively associated with the level of linguistic accommodation in the received replies. Communication accommodation is a complex phenomenon that can be promoted by various perceptions and social processes. One line of research sees communication accommodation as a reflection of mutual trust, liking, or rapport [48], whereas another line of research treats communication accommodation as being promoted by social perceptions reflecting engagement as well as expertise judgment [49]. Predictions rooted in the rapport perspective would support a positive association between LSM and bonding social capital because the latter facilitates the building of trust and emotional bonds among members, whereas researchers focusing on the engagement perspective see LSM as a reflection of communication partners’ involvement and engagement. For example, the use of words expressing emotion from posters can elicit a higher level of engagement and involvement from others [44].

Additional analysis showed that the bonding capital of the forum users was negatively associated with their use of words expressing emotion ($\beta=-.05; t(205)=-2.34; P=.02$). In other words, the more users possessed bonding social capital, the less they will use emotional words in their posts. The less they used emotional words in their posts; the less others were mimicking their language style when replying. The findings on the negative association between bonding social capital and LSM suggest that the underlying mechanism of LSM could be multifaceted, and accommodation could be a function of many social processes such as engagement rather than building rapport or liking.

Expertise judgment, as outlined in expectation states theory (EST), can also shed light on unexpected findings in which a negative association between bonding social capital and LSM was observed [50]. According to EST, individuals use characteristics indicating pre-existing status (eg, gender, race) and behavioral interchange patterns within-group processes to judge the competence of others. Characteristics indicating pre-existing status can be directly communicated or inferred through speech and nonverbal cues, whereas interchange patterns can be observed during interactions with others [49]. In this study, the language used by a given user and the linguistic accommodation of others can serve as characteristics indicating pre-existing status and behavioral interchange patterns, respectively. For users who possess more bonding social capital, their language style is less affective and less accommodated by others. They can both serve as grounds for others to form expert judgments. Therefore, users who possess more bonding capital are likely to be viewed as possessing less expertise and a low social status. Thus, others are less likely to accommodate their language style. Although without further examination of the users’ motives or subjective experience of their interactions with other forum users, it remains an empirical question as to what cues forum users utilize to form judgments or perceptions about other users. However, in text-based online support forums with a limited number of cue systems, the language use of forum users can nonetheless serve as an important ground for users to form perceptions about each other.

One caveat regarding the association between the users’ social capital and LSM in their received replies lies in the direction of the association. Social capital and social support theories may evaluate LSM as an outcome or reflection of interpersonal and social processes, whereas virtual team dynamics and related computer-mediated communication (CMC) theories may see network positions and formations as outcomes of LSM because of the text-based nature of CMC. For example, language features of the user him or herself and the perceived LSM of the user can both be associated with the user’s network position. As the LSM was calculated between a user’s original post and the received replies to the same post, language features of the poster could affect the level of linguistic adaptation from others. The forum user’s own language features can also be affected by their network positions or the composition of their social networks. For example, the heterogeneity of the social networks of Facebook users is negatively associated with language style variability, as reflected in their status updates [34]. The lowest common denominator approach to online self-presentation posits that individuals will choose to share information that is considered appropriate for all audience segments [51]. The proposed pattern has been observed in the status updates of Facebook users: users tend to vary little in their language style when the audience segments are disconnected with each other [34]. Online support forum users who possess more bridging social capital (higher network betweenness) share ties with heterogeneous groups of others. On the basis of the lowest common denominator approach, these users are assumed to have less variability in their language style. Therefore, the replies they received from others share more similarities with their own language style, given that a user’s LSM is calculated between each post contributed by the same user and each reply addressing the same post.

The results of this study showed a positive association between the number of received replies and a decrease in the use of words expressing negative emotion. These results are in line with the self-awareness theory of depression [52] and previous literature on language features of depressed people. As discussed earlier, words expressing negative emotion are important linguistic markers for identifying depression. Depressed individuals are more self-focused and express more negative emotions [30]. Previous studies have established that language features can be markers of mental health [32]. The results suggested that for depression forum users, after controlling for their length of forum use, receiving replies was associated with improvement in their psychological states, although causality could not be established because of the nature of the data. Further mediation analysis showed that the level of communication accommodation exemplified in the users’ received replies did not mediate the effects of bridging and bonding social capital on the users’ change in their use of self-referent words or words expressing...
negative emotion (Multimedia Appendix 3 shows mediation results).

Limitations
Several limitations of the study are worth noting. The first limitation lies in the lack of causality in the findings. As the users’ bridging and bonding social capital, as well as the LSM, was treated cross-sectional as individual attributes, causal relations cannot be established. Although the changes in the language features of forum users can serve as longitudinal indicators of their language use tendency, the data were treated as cross-sectional. Although the benefit of web-scraped forum users’ participation patterns is to offer an unobtrusive way to collect the users’ actual behavioral data, future studies could split data into different periods and observe the trend in the users’ social capital and language use to establish causal relations between forum participation and related outcome measurements.

The second limitation lies in the lack of content measures for exchanged messages. Although computerized text analyses offer powerful and effective ways to investigate the forum users’ language features, the context is largely ignored. Due to the exclusive reliance on words recorded in the analytical software’s dictionaries, the assessment of the outcomes of interest can be somewhat rigid. Future research could use human coders to cross-validate computerized text analysis results.

Conclusions
This study contributes to our understanding of how people interact with each other in online support forums. In particular, we extend the research focus of online supportive communication to the network positions of users and the communication accommodation of their received support. Using a social network analysis method to analyze web-scraped data from an online support forum, this study offers an objective and nuanced way to examine the structural aspect of social capital. Analyzing the linguistic features of messaged exchanged in online support forums, this study also offers an unobtrusive way to analyze the actual messages created and used by online support forum users.
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Abstract

Background: Mobile health (mHealth) apps have the potential to be effective tools for encouraging patients with chronic diseases to self-manage their health. The success of mHealth apps is related to technology acceptance and its subsequent use by intended consumers. Therefore, it is essential to gain insights from consumers’ perspectives about their use of mHealth apps in daily life.

Objective: The purpose of this work was to understand consumers’ perspectives on use of a self-management app following completion of a clinical trial that tested the efficacy of the app for improving health outcomes.

Methods: We conducted five focus groups with participants of a clinical trial (NCT03182738) who were randomized to use the video information provider (VIP) for HIV-associated nonAIDS (HANA) conditions app (VIP-HANA) or an attention control app. Thematic analysis was conducted, and the themes were organized according to the two key constructs of the technology acceptance model framework: perceived usefulness and perceived ease of use.

Results: Thirty-nine people living with HIV (20 from the intervention group and 19 from the control group) participated in the focus group sessions. Of the eight themes identified from focus group data, the five themes related to perceived usefulness were: (1) self-monitoring HIV-related symptoms of HANA conditions, (2) enhanced relationship with clinical providers, (3) improvement in physical and emotional health, (4) long-term impact of self-care strategies on improvement in symptoms of HANA conditions, and (5) inspired lifestyle changes to manage symptoms. The three themes related to perceived ease of use were: (1) easy to navigate, (2) avatar personalization, and (3) privacy/confidentiality maintained even when changing the location of app use.

Conclusions: Perceived ease of use was similar in both study groups but perceived usefulness differed between study groups. Participants in both study groups found the VIP-HANA app to be useful in monitoring their symptoms and enhancing communication with their clinical care providers. However, only intervention group participants perceived the app to be useful in improving overall health and long-term symptom management. Findings from this study highlight factors that are essential to ensure the usefulness of self-management apps and facilitate sustained use of mHealth apps for people living with chronic illnesses.

(J Med Internet Res 2020;22(6):e17708) doi:10.2196/17708
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Introduction

With the widespread proliferation of smartphones, the use of mobile technology has rapidly increased in health care [1,2]. Consumer health informatics tools such as mobile health (mHealth) apps have the potential to be effective tools to encourage patients with chronic diseases to self-manage their health [3-7]. The video information provider (VIP) for HIV-associated nonAIDS (HANA) conditions app (VIP-HANA) is an mHealth app that was developed to help people living with HIV self-manage their symptoms by providing self-care strategies [8]. Development of the VIP-HANA app is described elsewhere [9]. In short, the VIP-HANA app is comprised of 728 self-care strategies for the following 28 HANA condition-related symptoms: fatigue, depression, muscle aches, difficulty falling asleep, anxiety, difficulty staying asleep, difficulty remembering, neuropathy, difficulty concentrating, decreased sex drive, diarrhea, maintaining an erection, shortness of breath, constipation, dry mouth, clumsiness, weight loss, dizziness, heartburn, dry eyes, changes in appetite, ringing in ear, cough, nausea/vomiting, fever, difficulty with urination, speech difficulties, and pain during sex [10]. The 728 self-care strategies were tailored based on the symptom, gender, race/ethnicity, and HANA condition of each user. An avatar guides users through the app. Patients then receive self-care strategies with animated videos for ameliorating their symptoms. Users review their symptom experience over time with symptom reports, set a weekly email reminder to complete sessions in the app, and email/download the history of their reported symptoms and suggested self-care strategies [8].

Two versions of the app were created to assess the efficacy of the VIP-HANA app in improving the symptom burden in a 6-month randomized controlled trial (RCT) (NCT03182738) that included 100 people living with HIV with HANA conditions (50 randomly assigned to the intervention group, 50 to the control group). We used a convenience sampling approach to recruit a subsample of our study participants to participate in one of five focus group sessions followed by completion of the study trial; the focus group sessions took place once per month [12-14].

Methods

Sampling and Recruitment

This study was a follow up of a 6-month trial including 100 people living with HIV with HANA conditions (50 randomly assigned to the intervention group, 50 to the control group). We used a convenience sampling approach to recruit a subsample of our study participants to participate in one of five focus group sessions followed by completion of the study trial; the focus group sessions took place once per month [12-14].

Procedures

The Institutional Review Board of Columbia University Medical Center reviewed and approved all research activities. We conducted three focus group sessions with intervention group participants (N=20) and two focus groups sessions with control group participants (N=19). Prior to the focus group sessions, all participants were provided an explanation of the study procedures and completed a signed consent form. Using open-ended questions via a semistructured focus group guide designed based on the app’s features/functionality (Textbox 1), a moderator (a faculty member at Columbia University School of Nursing) facilitated the focus group sessions, and participants were encouraged to discuss issues regarding their perceptions related to use of the VIP-HANA app (intervention/control group versions). All focus group sessions were audio-recorded. Data collection continued until saturation of themes was reached. Participants were compensated with US $30 for their time and data costs associated with completing the weekly symptom assessments.

According to a recent US national survey of mHealth app use, approximately half (46%) of the respondents reported downloading a health app but were no longer using it or had uninstalled it [11]. Given that the success of mHealth apps is related to the acceptance of technology and its subsequent use by intended consumers, there is a need to gain in-depth insights from consumers’ perspectives about use of mHealth apps in their daily life. Accordingly, the purpose of this study was to understand consumers’ perspectives on mHealth use (VIP-HANA app) following an RCT of an HIV symptom self-management intervention for people living with HANA conditions.
Focus group guide based on 6-month experience of using the video information provider for HIV-associated nonAIDS conditions (VIP-HANA) app.

**Experience Using VIP-HANA**

- Please describe your experience using the VIP-HANA app in social settings.
  - Probe: where and when did you use it most (house/workplace/clinic/cafeteria; after breakfast/when commuting, etc) and why?

- How did this fit into your lifestyle and schedule?

- Please describe your experience navigating the app pages.
  - Probe: basic structure of the app

- After your first app use, how easy/difficult was it for you in follow-up uses?
  - What are your thoughts about the design of the VIP-HANA app?
    - Probe: main logo/avatars; font/color; progress bar; Remember Me (save ID/password); Log-In Help; Continue/Skip button

- Please describe your experience with any technical issues.
  - Probe: Log-In, crash, Back button, Continue/Skip button, How Our App Works, reminder/email, error message

(Intervention group only)

- What are your thoughts about the videos displayed in the VIP-HANA app?
  - Probe: watching videos vs reading the content; videos with sounds, the type of sounds; effect of data plan on watching the videos

- What was your experience using the app to review your symptoms and self-care strategies (=Your History)?

**Impact of VIP-HANA**

- How did this app help you gain information about relieving your symptoms?
- How do you think that your symptoms changed after using the VIP-HANA app for 6 months?
- How confident are you in your ability to self-manage your symptoms?
- What are some of the ways that your health might benefit through the use of VIP-HANA?
  - Probe: changes of current personal, professional, or health care provider relationships

- Please describe how the app did/can change your quality of life.

**Data Analysis**

The technology acceptance model (TAM) was used as a guide for the data analysis [15]. The TAM includes the following two key constructs: perceived usefulness and perceived ease of use. Perceived usefulness represents the degree to which an individual believes that using a particular system would enhance one’s job performance, whereas perceived ease of use signifies the degree to which an individual believes that using a particular system would be free of effort. The TAM suggests that these two constructs of user acceptance influence the behavioral intention to use a system and predict the extent of adoption of the system (Figure 1).
Audio recordings from the focus groups were transcribed. Thematic analysis was used to explore significant themes with similar patterns across focus group sessions. Research team members (HC, TP, and GF) independently reviewed the transcripts at least twice, and two research team members (TP and GF) generated a set of codes through a combination of inductive and deductive content analysis [16-18]. A codebook was developed using a Microsoft Excel spreadsheet, and free text excerpted from the transcripts was entered into the codebook followed by each of the themes. Coding discordance between TP and GF was reconciled by a third researcher (HC). Guided by the TAM framework (Figure 1) [15], each theme in the codebook was categorized into the two constructs of perceived usefulness and perceived ease of use.

Results

Sample
A total of 39 people who completed the 6-month trial participated in the five focus group sessions. The mean age of the study participants was 55 years (SD 10.70). Additional characteristics of the study sample are presented in Table 1.
Table 1. Characteristics of the study participants (N=39).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>All participants (N=39)</th>
<th>Intervention (N=20)</th>
<th>Control (N=19)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>22 (56)</td>
<td>12 (60)</td>
<td>10 (53)</td>
</tr>
<tr>
<td>Female</td>
<td>15 (38)</td>
<td>7 (35)</td>
<td>8 (42)</td>
</tr>
<tr>
<td>Transgender</td>
<td>1 (3)</td>
<td>0 (0)</td>
<td>1 (5)</td>
</tr>
<tr>
<td>Genderqueer</td>
<td>1 (3)</td>
<td>1 (5)</td>
<td>0 (0)</td>
</tr>
<tr>
<td><strong>Sex at birth, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>24 (62)</td>
<td>13 (65)</td>
<td>11 (58)</td>
</tr>
<tr>
<td>Female</td>
<td>15 (38)</td>
<td>7 (35)</td>
<td>8 (42)</td>
</tr>
<tr>
<td><strong>Race, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>African American/Black</td>
<td>27 (69)</td>
<td>13 (65)</td>
<td>14 (74)</td>
</tr>
<tr>
<td>Other</td>
<td>8 (21)</td>
<td>4 (20)</td>
<td>4 (21)</td>
</tr>
<tr>
<td>White</td>
<td>4 (10)</td>
<td>3 (15)</td>
<td>1 (5)</td>
</tr>
<tr>
<td><strong>Hispanic/Latino ethnicity, n (%)</strong></td>
<td>13 (33)</td>
<td>6 (30)</td>
<td>7 (37)</td>
</tr>
<tr>
<td><strong>Marital status, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Single</td>
<td>22 (56)</td>
<td>12 (60)</td>
<td>10 (53)</td>
</tr>
<tr>
<td>In a relationship</td>
<td>13 (33)</td>
<td>6 (30)</td>
<td>7 (37)</td>
</tr>
<tr>
<td>Legally married/domestic partnership</td>
<td>2 (5)</td>
<td>1 (5)</td>
<td>1 (5)</td>
</tr>
<tr>
<td>Widowed</td>
<td>1 (3)</td>
<td>0 (0)</td>
<td>1 (5)</td>
</tr>
<tr>
<td>Divorced</td>
<td>1 (3)</td>
<td>1 (5)</td>
<td>0 (0)</td>
</tr>
<tr>
<td><strong>Education level, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>High school diploma or equivalent</td>
<td>14 (36)</td>
<td>6 (30)</td>
<td>8 (42)</td>
</tr>
<tr>
<td>Some college</td>
<td>10 (26)</td>
<td>6 (30)</td>
<td>4 (21)</td>
</tr>
<tr>
<td>Some high school, no diploma</td>
<td>6 (15)</td>
<td>3 (15)</td>
<td>3 (16)</td>
</tr>
<tr>
<td>Associate or technical degree</td>
<td>4 (10)</td>
<td>1 (5)</td>
<td>3 (16)</td>
</tr>
<tr>
<td>Bachelor/college degree</td>
<td>2 (5)</td>
<td>1 (5)</td>
<td>1 (5)</td>
</tr>
<tr>
<td>Professional or graduate degree</td>
<td>2 (5)</td>
<td>2 (10)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>None</td>
<td>1 (3)</td>
<td>1 (5)</td>
<td>0 (0)</td>
</tr>
<tr>
<td><strong>Current employment status, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Disabled</td>
<td>16 (41)</td>
<td>8 (40)</td>
<td>8 (42)</td>
</tr>
<tr>
<td>Unemployed</td>
<td>12 (31)</td>
<td>6 (30)</td>
<td>6 (31)</td>
</tr>
<tr>
<td>Retired</td>
<td>5 (13)</td>
<td>3 (15)</td>
<td>2 (11)</td>
</tr>
<tr>
<td>Working part time</td>
<td>4 (10)</td>
<td>3 (15)</td>
<td>1 (5)</td>
</tr>
<tr>
<td>Retired and other</td>
<td>2 (5)</td>
<td>0 (0)</td>
<td>2 (11)</td>
</tr>
<tr>
<td>Working full time</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td><strong>Annual income, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Less than US $10,000</td>
<td>18 (46)</td>
<td>11 (55)</td>
<td>7 (37)</td>
</tr>
<tr>
<td>US $10,000-$19,000</td>
<td>8 (21)</td>
<td>3 (15)</td>
<td>5 (26)</td>
</tr>
<tr>
<td>US $20,000-$39,999</td>
<td>7 (17)</td>
<td>4 (20)</td>
<td>3 (16)</td>
</tr>
<tr>
<td>Don’t know</td>
<td>5 (13)</td>
<td>1 (5)</td>
<td>4 (21)</td>
</tr>
<tr>
<td>US $40,000-$59,999</td>
<td>1 (3)</td>
<td>1 (5)</td>
<td>0 (0)</td>
</tr>
<tr>
<td><strong>Health insurance provider, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Public (Medicare, Medicaid, Ryan White)</td>
<td>32 (82)</td>
<td>16 (80)</td>
<td>16 (84)</td>
</tr>
</tbody>
</table>
Main Themes

A total of eight themes related to use of the VIP-HANA app were identified. The themes were organized by the two key constructs of the TAM framework [15], including five themes related to perceived usefulness and three themes related to perceived ease of use. Two themes to enhance the acceptance of the app were additionally identified.

Perceived Usefulness

The five themes related to perceived usefulness were: (1) self-monitoring HIV-related symptoms of HANA conditions, (2) enhanced relationship with clinical providers, (3) improvement in physical and emotional health, (4) long-term impact of self-care strategies on improvement in symptoms of HANA conditions, and (5) inspired lifestyle changes to manage symptoms.

Self-Monitoring HIV-Related Symptoms of HANA Conditions

Participants in both the intervention and control groups felt that the app was helpful for improving self-monitoring of their symptoms. A control group participant expressed that the app helped them realize the frequency of certain symptoms they were having, by stating:

I found that it really kept me in touch with my symptoms. And a lot of things were happening that I really didn’t realize until I started using the app. [FG2]

An intervention group participant mentioned:

The app shows you certain things that you can have, and what you can do. And you work with that. And it’s been great for me. I was getting more confident with tracking and managing my symptoms. [FG3]

Moreover, intervention group participants described enjoyment in tracking their HANA conditions:

So for those of us that do have secondary illnesses such as diabetes, asthma, high blood pressure, and so forth and so on, the app was a great thing, and not just helping us navigate the system and our bodies as far as HIV is concerned, but helped us in those other issues as well. [FG1]

And she said the app is wonderful... for diabetes, hepatitis C, and for the different harm reduction. We know what symptoms I have. [FG3]

Enhanced Relationship With Clinical Providers

Participants in both the intervention and control groups stated that they showed the app to their doctors/clinical therapists to guide their conversations and share their symptom reports, which empowered them to better communicate with their clinical providers and enrich their relationship. An intervention group participant described:

The changes that I made were, the app was very useful in that, in conjunction with my doctor. Because I also showed this to my doctor... And they all agreed that it’s a wonderful thing. [FG1]

A control group participant stated:

I liked the app because it was times I wanted to ask my doctor questions, but I didn’t. But by doing this here app, it made me take a pen and paper and write down what I want to say to her next time I see her. [FG2]

Improvement in Physical and Emotional Health

Participants in the intervention group noted improvements in their health as a result of app use. Participants commented that the app helped them work through their emotional issues. An intervention group participant stated:

It is not just HIV health. It is diabetes, asthma, high blood pressure... and so on... Not just your physical and your medications and stuff like that. But things that you can do to make yourself happier, better, more social. [FG1]

Long-Term Impact of Self-Care Strategies on Improvement in Symptoms of HANA Conditions

Intervention group participants stated that they continued to use the self-care strategies for their symptoms even after the study was over. They considered that the self-care strategies resulted in a lasting improvement of their symptoms and therefore they continued to use them. An intervention group participant mentioned:

When I go through stress, I get those migraine headaches. In the app, it tells you to relax, turn off the TV. Turn off everything and just be calm in a dark room. And that still helps me. I am still doing that. [FG1]

Inspired Lifestyle Changes to Manage Symptoms

Participants in the control group noted that the symptom questions on the VIP-HANA app helped them to think about their recent symptoms and inspired lifestyle changes. For example, some control group participants stated:

I remember one time, I was really depressed that week. And I put down real severe depression. And it made me think... So I’m trying to figure out why am I depressed? What made me depressed this week? What should I do? What changes? [FG2]

\(^{a}\)ADAP: AIDS drug assistance program.
But when you’re looking at, when you’re pressing this button several times every, several times a month, with the same thing, it reminds you. You need to really get serious about what you’ve been thinking about all this time. [FG2]

Perceived Ease of Use

The three major themes related to perceived ease of use were: (1) easy to navigate, (2) avatar personalization, and (3) privacy/confidentiality maintained even when changing the location of app use.

Easy to Navigate

Participants in both the intervention and control groups found that the VIP-HANA app was easy to navigate, and they were able to use the app without assistance and did not experience technical issues. An intervention group participant stated:

Nothing hard at all. I am not very good to the tech... but this app, easy to get to start... easy to go to the next... very easy to move forward. [FG3]

A control group participant described:

Yeah. The app I thought was pretty easy to navigate through. And the questions were basically always the same. I didn’t need any help although I am not good at technology. [FG2]

Avatar Personalization

Participants in the intervention and control groups noted the usefulness of an avatar to guide them through the VIP-HANA app and help them navigate through the app. They also noted that the avatar promoted their engagement with the app. Some participants in the intervention group mentioned:

I feel like I connected to it more by choosing the one that best looked like me or was fitted to me. [FG1]

When you see it in the app, where you’re actually seeing the cartoon character [avatar], get up and going. It encourages you that you can get up and go. I think it was very practical. [FG5]

Some participants in the control group stated:

I think when you look at it [avatar], it’s more personal. It’s about you. And I think that it’s good for your psyche to realize that you’ve got to really take care of yourself. [FG2]

The app I thought was pretty easy to navigate through because of the avatar. The avatar looks like me… myself? [FG4]

I was going to mention that the whole thing is laid out pretty attractively. The little avatar made it, to me, it made it almost like a game. [FG2]

Privacy/Confidentiality Maintained Even When Changing Location of App Use

Participants in both the intervention and control groups felt comfortable using the app in a variety of locations ranging from their home to doctor’s offices and in public spaces (ie, everywhere). They thought that the app was very discrete and did not disclose their HIV status to others if they could see the app on the screen. Several participants in the intervention group described this aspect:

To me, I feel like it was enough discretion in the app that if I wanted to explain it to somebody, because I was okay pulling out anywhere… everywhere… [FG1]

I feel that that was really good, in the sense of you can do it really anywhere. [FG5]

Some participants in the control group stated:

One of the good things about the program, it doesn’t mention anything related to HIV. The reason… If someone want to get into your phone, nobody can access personal information related to the app. [FG2]

I was happy because I can use it anytime and anywhere; at work, on the train. [FG4]

Additional Comments to Enhance App Acceptance

Need for Updates of Self-Care Strategies and Videos

Participants in the intervention group expressed their desire for the app to include more self-care strategies and realistic videos. Participants felt that the app questions (symptoms) and suggestions (self-care strategies) were particularly useful for people living with HIV who were newly diagnosed with HIV/AIDS. They thought that the animated videos showing the suggestions were too simple or not serious enough in some cases. Some participants in the intervention group described:

When I look at the study you have to say that it’s really geared more to like an HIV 101 plan where it’s just basic stuff… For a person that’s newly diagnosed and don’t know a lot of things about HIV, I think it’s the best thing for them. [FG1]

Some of it [animated videos] was unrealistic. If you don’t have the HIV or the pain or things that we actually experience as patients, you really couldn’t understand how serious sometimes it is. It felt to me like they downplayed our experiences with those videos. [FG3]

Request for Additional Functionality of Symptom Reports

Participants in the control group wanted the app to have an additional functionality to track their symptom reports so that they do not have to remember their weekly answers to the symptom questions (eg, what symptoms they had), as the app feature of symptom reports was limited for the intervention group participants only in this study. For example, a control group participant stated:

I don’t remember there being an ability to be able to say, to run a report, so to speak, and say; between January and March, I had dry eyes this many times during the month… if I can print something out or if I can open it on the phone and show it to the doctor like that, that would be a nice addition to what you already have. [FG2]
Discussion

Principal Findings
With the exponential increase of mobile technology use in health care, mHealth apps can be a promising consumer health informatics tool for health behavior change and self-management. Although existing evidence supports the use of mHealth apps to improve health outcomes in people with chronic diseases [3-7], there has been limited assessment of consumers’ experience following their use of these apps during a clinical trial. Given the current landscape of discontinuation of mHealth apps use [11], it is imperative to understand how consumers are interacting with the apps in their daily life in an effort to accelerate acceptance of the apps by the consumers as well as ensure their subsequent use. To better understand consumers’ use of a self-management app, we included both intervention and control group participants following completion of an RCT that tested the efficacy of the app for improving health outcomes. We captured valuable perspectives of both study group participants on their app use focusing on groups guided by a theory-driven framework. This approach facilitated gaining an in-depth understanding of the key factors that would have a critical influence on adoption of the app [15], which is a significant strength of our study.

Participants in both the intervention and control groups perceived the VIP-HANA app to be useful for monitoring their symptoms, and the app enhanced their relationship with their clinical providers. Although self-care strategies of existing symptoms were not provided to the control group participants, all participants described the need to record, track, and share their symptom status with their providers. Participants described that use of the symptom reports would expedite opportunities of health communication and enhance their relationship with their clinical providers. Current research supports the importance [30] and social stigma associated with HIV persists [31]. Findings from our study emphasize the value of using mobile-based interventions, particularly for people living with HIV, and the importance of a user-centered design process with inclusion of users in terms of ensuring data security/privacy.

Privacy/confidentiality was a factor related to perceived ease of use. Our participants noted that the information (eg, data of participants’ experienced symptoms) displayed on an app was secure because the app was installed on their own smartphone, and the app’s design did not disclose their HIV status; thus, they felt comfortable using the app everywhere. In designing the app, privacy and confidentiality were strong considerations since people living with HIV in our formative work emphasized their importance [30] and social stigma associated with HIV persists [31]. Findings from our study emphasize the value of using mobile-based interventions, particularly for people living with HIV, and the importance of a user-centered design process with inclusion of users in terms of ensuring data security/privacy.

Although all three themes related to perceived ease of use were identified in both study groups, only the intervention group participants described the VIP-HANA app as being useful for enhancing their physical and emotional health and supporting long-term care in HIV, highlighting the importance of patient-provider communication for ensuring that patients remain in the continuum of HIV care [19-21].

mHealth apps should be visually appealing to consumers [24], but more fundamentally should contain evidence-based health information that consumers can use to improve their health. Participants considered that the app could help improve their health and manage symptoms through the use of self-care strategies. The VIP-HANA app was developed by employing evidence from patient-centered outcomes research studies [25], and the HIV symptom self-care strategies provided within the app were tailored based on symptoms, gender, race/ethnicity, and HANA condition [26,27]. To our knowledge, no mHealth intervention offers health information on how to ameliorate HIV symptoms specifically for people living with HIV with HANA conditions; the VIP-HANA app therefore represents a first step in the development and dissemination of a consumer health informatics tool that incorporates evidence-based self-care strategies.

One of the major themes related to perceived ease of use in this study was avatar personalization. Within both group versions of the VIP-HANA app, participants were guided by an avatar through a series of questions ascertaining the nature and severity of their symptoms. The avatar then recommended self-care strategies for addressing the intervention group participants’ symptoms. Even though the avatar in the control group version of the app did not provide any suggestions after the symptom assessment questions, participants in both groups felt that they connected to the app simply by selecting an avatar that most looked like them. Current research suggests that HIV patients feel more comfortable receiving HIV-related questions/answers from avatars compared to receiving health information directly from clinical providers, and users tend to choose an avatar that matches their own ethnicity [28,29]. Given that avatars can encourage user interaction with health-related information, developers of consumer health informatics tools should consider the potential benefits of inclusion of customizable avatars.

Limitations
There are some limitations to the generalizability of our results. Study participants who participated in the focus groups might have been those who were most likely to be engaged with and used the app who had been retained in the 6-month trial. More than half of our study participants were men, African American/Black, those who had completed some high school or less, and those who reported an annual income of less than
US $20,000. Therefore, the Hawthorne effect might influence the study findings of focus groups [34]. We designed the semistructured focus group guide based on our app’s features and functionality, and used open-ended questions to minimize/eliminate concern about the Hawthorne effect.

Conclusions

Understanding factors influencing the use of patient-centered tools is critical. This study highlights participants’ experiences, attitudes, and perceptions of their use of a behavioral intervention evaluated in a clinical trial. Participants were able to integrate the app into their daily routine, and used the app to support, track, monitor, and self-manage HIV symptoms related to HANA conditions. Although perceived ease of use was similar in both study groups, perceived usefulness differed between the groups. Participants in both groups found the VIP-HANA app to be useful in monitoring their symptoms of HANA conditions and enhancing communication with their clinical providers over time, but only the intervention group participants perceived the app to be useful for improving overall health and long-term symptom management in the HIV care continuum. Findings from this study highlight factors that are essential to ensure the usefulness of self-management apps to promote sustained use of the apps for people living with chronic illnesses.
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Abstract

Background: Facebook’s advertising platform reaches most US households and has been used for health-related research recruitment. The platform allows for advertising segmentation by age, gender, and location; however, it does not explicitly allow for targeting by race or ethnicity to facilitate a diverse participant pool.

Objective: This study looked at the efficacy of zip code targeting in Facebook advertising to reach blacks/African Americans and Hispanics/Latinos who smoke daily for a quit-smoking web-based social media study.

Methods: We ran a general market campaign for 61 weeks using all continental US zip codes as a baseline. Concurrently, we ran 2 campaigns to reach black/African American and Hispanic/ Latino-identified adults, targeting zip codes ranked first by the percentage of households of the racial or ethnic group of interest and then by cigarette expenditure per household. We also ran a Spanish language campaign for 13 weeks, targeting all continental US zip codes but utilizing Facebook’s Spanish language targeting. The advertising images and language were common across campaigns. Costs were compared for advertisement clicks, queries, applications, and participants, and yields were compared for the final three outcomes. We examined outcomes before and after the Cambridge Analytica scandal that broke in March 2018. Finally, we examined 2 promoted Facebook features: lookalike audiences and audience network placement.

Results: Zip code targeting campaigns were effective for yielding the racial or ethnic groups of interest. The black-/African American–focused versus general market campaign increased black/African American weekly queries (mean 9.48, SD 5.69 vs general market mean 2.83, SD 2.05; *P* <.001) and applicants (mean 1.11, SD 1.21 vs general market mean 0.54, SD 0.58; *P* <.001). The Hispanic-/Latino-focused versus general market campaign increased Hispanic/Latino weekly queries (mean 3.10, SD 2.16 vs general market mean 0.71, SD 0.48; *P* <.001) and applicants (mean 0.36, SD 0.55 vs general market mean 0.10, SD 0.14; *P* =.001). Cost metrics did not differ between campaigns at generating participants (overall *P* =.54). Costs increased post- versus prescandal for the black-/African American–focused campaign for queries (mean US $8.51, SD 3.08 vs US $5.87, SD 1.89; *P* =.001) and applicants (mean US $59.64, SD 35.63 vs US $38.96, SD 28.31; *P* =.004) and for the Hispanic-/Latino-focused campaign for queries (mean US $9.24, SD 4.74 vs US $7.04, SD 3.39; *P* =.005) and applicants (mean US $61.19, SD 40.08 vs US $38.19, SD 21.20; *P* =.001).

Conclusions: Zip code targeting in Facebook advertising is an effective way to recruit diverse populations for health-based interventions. Audience network placement should be avoided. The Facebook lookalike audience may not be necessary for recruitment, with drawbacks including an unknown algorithm and unclear use of Facebook user data, and so public concerns around data privacy should be considered.

Trial Registration: ClinicalTrial.gov NCT02823028; https://clinicaltrials.gov/ct2/show/NCT02823028

(J Med Internet Res 2020;22(6):e17554) doi:10.2196/17554
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Introduction

Background
The distrust of health care and health-related studies among blacks/African Americans and Hispanics/Latinos has been documented extensively [1-3]. To combat racial and ethnic homogeneity in health-related research, emphasis must be placed on recruitment of diverse participants, especially in studies concerning diseases or products in which race or ethnicity is a factor [4,5]. Tobacco companies have traditionally advertised products to communities of color [6-8]. Their targeting methods have included placing advertisements on television shows, in print media, and on websites with high black/African American or Hispanic/Latino viewership [9,10]. Tobacco companies have also spatially targeted communities of color by placing billboards and bus advertisements in neighborhoods primarily comprising black/African American or Hispanic/Latino residents [11]. Tobacco companies have paid people to go into inner-city neighborhoods to hand out free samples of menthol (and sometimes regular) cigarettes in an effort to attract black/African American young adult and adult customers [12-14].

Facebook is a leading web-based social media platform for adults in the United States, with approximately 221 million monthly active users who represent about 69% of the adult population [15,16]. Facebook is also used at similar rates among whites, blacks/African Americans, and Hispanics/Latinos [17]. Facebook advertising has increasingly been used for health-related study recruitment [18]. Cost efficiency and widespread adult use, as well as detailed targeting features, make Facebook advertising a popular choice for study recruitment [18,19]. Participants recruited through the Facebook advertising platform were found to be demographically similar compared with traditional study recruitment methods, such as print materials [18,20]. In some cases, however, participant pools showed an overrepresentation of non-Hispanic white individuals [21]. Race and ethnicity are important aspects of study recruitment, and more emphasis is being placed on inclusion and reporting of racial or ethnic diversity in the participant pool, especially in health-related research [22]. However, there remains little discussion about how to target diverse racial or ethnic groups using Facebook advertising [23].

This paper discusses recruitment of racially and ethnically diverse participants by means of Facebook advertising for a quit-smoking web-based social media study. Our research team developed a web-based Twitter peer-support group intervention for quitting smoking called Tweet2Quit [24,25]. We recruited virtually all participants (N=980) using Facebook advertising and sought an ethnically diverse participant pool.

Study Goals
This study evaluated 4 Facebook advertising campaigns that we used to recruit individuals for our quit-smoking web-based social media study. Our general market campaign reached all continental US zip codes, targeting individuals who expressed an interest in smoking or quitting smoking on Facebook, and it served as our baseline. Two additional Facebook campaigns targeted primarily black/African American or Hispanic/Latino zip codes with high cigarette expenditures. Our final Facebook campaign targeted Spanish language speakers living in continental US zip codes who expressed an interest in smoking or quitting smoking on Facebook. For each campaign, we examined yields and costs for 4 standard advertising campaign outcomes: advertisement clicks, queries, applications, and participants. We hypothesized that zip code campaigns would generate higher yields of diverse ethnic groups without higher costs.

In addition, we compared costs before and after major news broke in March 2018 concerning the Facebook privacy scandal involving Cambridge Analytica’s alleged breach of privacy of 50 million Facebook users, which raised serious concerns about the protection of private user information. Finally, we examined the costs associated with 2 features Facebook recommends to its advertisers, use of lookalike audiences and audience network placement, and compared these to our general market campaign.

Methods

Facebook Advertising Campaigns
Facebook does not allow for direct demographic targeting of advertising by users’ ethnicity or race. The main demographics that Facebook advertisers can choose are age and gender. These demographics are offered because when Facebook users create their accounts, they are required to specify their age and gender. Advertisers can further narrow their audience by using the 3 sections labeled Demographics, Interests, and Behaviors. The Demographics and Interests sections do not include race or ethnicity. The Behaviors section includes Multicultural Affinity, which allows advertisers to choose African American, Asian American, or Hispanic affinity. Facebook does not provide information on how individuals are classified into these behavioral affinity categories or what data are used. In addition, categories within the Interests and Behaviors sections change often, which then requires advertisers to recreate existing advertising campaigns using new options. Furthermore, advertising using Multicultural Affinity is restricted by Facebook and can lead to extended advertising review times and automated advertisement disapproval [26]. Due to these reasons, we used more standard zip code targeting in our study.

As a baseline, we created a general market campaign, selecting all continental US zip codes. The advertising images and language were common in all 4 advertising campaigns we studied. In addition, in all 4 campaigns, we restricted our advertisements to be seen by individuals aged between 21-59 years. We required individuals to be ≥21 years because many states restrict the sale of tobacco to these individuals. We set the maximum age at 59 to focus on younger and middle-aged adults rather than retirees. Moreover, in all 4 of our advertising campaigns, we targeted appropriate study participants based on their Facebook interests. We showed our advertisements only
to individuals who expressed an interest in smoking-related topics such as quitting smoking, nicotine, and tobacco or cigarettes, while logged into Facebook.

For our black-/African American–focused and Hispanic-/Latino-focused campaigns, we also used more specific zip code targeting. We obtained data on all continental US zip codes and sorted the zip codes from highest to lowest based on the percentage of households in the target racial or ethnic group to ensure that those racial or ethnic groups were reached. After this, we sorted the zip codes from highest to lowest based on the mean annual household expenditure on cigarettes to try to ensure that we reached smokers. We removed any zip codes with fewer than 100 households. We then selected the top 1000 zip codes because Facebook only allowed us to upload 1000 customized zip codes out of the 41,702 total zip codes in the United States [27-29]. All chosen zip codes had high percentages of ethnic households and high cigarette expenditures. The 1000 zip codes we used for the black-/African American–focused campaign ranged from 53% to 99% in terms of the households in this ethnic group (mean 70%, SD 0.13%), with annual cigarette expenditures from US $154 to US $568 (mean US $329, SD 62.49) per household. The 1000 zip codes we used for the Hispanic-/Latino-focused campaign ranged from 53% to 99% (mean 71%, SD 0.13%) in terms of the households in this ethnic group, with annual cigarette expenditures from US $70 to US $506 (mean US $266, SD 69.86) per household. We uploaded the targeted zip codes for each campaign on Facebook.

Finally, for our Spanish language campaign, we used all continental US zip codes; however, we selected Spanish as the spoken language, using Facebook’s designated Language Targeting feature. This feature allows advertisers to show advertisements to users who speak a specific language and is not related to targeting based on the Behaviors or Interests sections. Spanish language targeting was chosen to increase the number of Hispanic/Latino applicants to our program. Advertisements across all campaigns were identical, as noted above. Advertising imagery and wording were chosen using Facebook A/B testing campaigns placed in all US zip codes. A/B testing allows advertisers to run nearly identical, simultaneous campaigns to test a singular variable, such as an advertising image.

Data on the ethnic makeup of US zip codes came from the US Census Bureau’s American Community Survey and are publicly available [27]. Data on cigarette expenditures came from the US Bureau of Labor Statistics’ Consumer Expenditure Survey and, although not publicly available at the zip code level, can be purchased from Experian [28,30].

Outcome Measures

Our study compared 4 different Facebook advertising campaigns: A general market campaign, a black-/African American–focused zip code campaign, a Hispanic-/Latino-focused zip code campaign, and a Spanish language campaign. We compared these campaigns on 4 standard outcome measures: advertisement clicks, queries, applicants, and participants. Our advertisement click measure showed whether an individual tapped or clicked on our web-based advertisement, which automatically directed the individual to our study website. Hence, our advertisement click measure assessed if a campaign possibly brought interested individuals to our website. On our website, individuals could read about the study and fill out a short query form that asked for their contact information (name and email) and their race or ethnicity. Our query measure assessed whether the campaign resulted in individuals providing contact information. Individuals who provided contact information received our full screening survey, and if they finished the survey, they were considered applicants. Hence, our applicant measure assessed whether the campaign resulted in individuals completing the study screener, regardless of whether they passed or failed. Finally, our participant measure assessed whether the campaign resulted in individuals getting enrolled into the study.

Our initial Facebook advertising testing began in October 2016 and included testing of the Facebook-recommended audience network placement. We began recruitment for our study in January 2017 but did not commence our sophisticated Pixel-based measurement of our Facebook campaigns (explained below) until mid-June 2017 and that continued until September 2018 for a total of 61 weeks. The Facebook scandal occurred in March 2018 (Multimedia Appendix 1).

Descriptive Statistics on Overall Campaign Response

Across our 4 Facebook campaigns, we received a total of 92,677 advertisement clicks between June 20, 2017, and September 9, 2018. The general market campaign received 66,681 advertisement clicks, the black-/African American–focused campaign received 12,544 advertisement clicks, and the Hispanic-/Latino-focused campaign received 10,969 advertisement clicks. Our shorter Spanish language campaign received 2483 advertisement clicks between June 20, 2017, and September 30, 2017. On average, about 13.92% (12,898/92,677) of individuals who clicked our advertisement filled out the interest form, constituting a query. After receiving an email with a link to our web-based screening survey, about 19.31% (2490/12,898) of individuals completed the survey and about 20.32% (506/2490) of these applicants were enrolled in our study. We could not capture ethnicity at the advertisement click stage because we had no mechanism for doing this. However, we began collecting self-reported race or ethnicity at the query stage and continued this through the applicant and participant stages.

We examined whether study exclusion was related to the individual’s race or ethnicity. Race or ethnicity related to study exclusion due to a health contraindication (eg, pregnancy), in that blacks/African Americans (69/259, 26.6%) were more likely to be excluded for health reasons than non-Hispanic whites (295/1544, 19.11%; X² =7.8; P=0.005). Ethnicity related to study exclusion because of refusing mobile phone verification, in that whites (308/1544, 19.95%) were more likely to be excluded for this reason than blacks/African Americans (36/259, 13.9%; X² =5.3; P=0.02). Ethnicity related to study exclusion because of smoking too few cigarettes per day to permit use of the study-provided nicotine replacement therapy, in that blacks/African Americans (11/259, 4.2%) were more likely to be excluded for this reason than whites (28/1544, 1.81%;
X^2_1=6.2; P=.01). No other effects were significant (all P>.17; Multimedia Appendix 2).

Results

Results Regarding Yields by Racial or Ethnic Group

Overview of Yield Analysis

Facebook’s basic advertisement reporting system measures advertisement clicks by default. To obtain the query, applicant, and participant metrics, we utilized a Facebook Pixel, which is a web code our website developer installed to measure and track actions Facebook users performed on our study website. The Facebook Pixel also tracked which of our Facebook campaigns drew them to our website [31]. We installed the Facebook Pixel in mid-June 2017. Our yield analysis is based on weekly data from June 20, 2017, to September 30, 2018, excluding major holidays (n=61 weeks), except Spanish language data that are from June 20, 2017, to September 30, 2017 (n=15 weeks). Although the Facebook Ads Manager provides daily yields, we aggregated the daily data to weekly data for accuracy and smoothing (eg, staff did not work weekends to convert queries to applicants). For all statistical analyses, we used analysis of variance, after which we conducted two-tailed pairwise t tests that compared specific campaigns (eg, general market vs Spanish language) using the Sidak correction for multiple comparisons.

We could not directly compare campaign yields because expenditures differed by campaign (eg, our budget for the general market campaign was considerably higher than for the black-/African American–focused and Hispanic-/Latino-focused campaigns). To compare yields across campaigns, we standardized expenditures to US $140 per week (US $20 per day), reflecting our average budget for the 2 main ethnic campaigns. For example, on a given week, we may have spent US $700 on the general market campaign versus US $140 on the black-/African American–focused campaign. If we received 100 queries from the general market campaign, we divided this number by 5 and estimated the yield as 20 based on a standardized expenditure of US $140 per week (US $700/5=US $140). This standardized yield of 20 for the general market campaign would be compared with the yield of the black-/African American–focused campaign that ran at US $140.

Non-Hispanic White Query Yields

The Facebook campaigns differed on weekly mean counts of queries by non-Hispanic whites (F(3,194)=19.79; P<.001), with the general market–focused campaign at 19.28 people (SD 6.11), black-/African American–focused at 10.82 people (SD 9.20), Hispanic-/Latino–focused at 12.10 people (SD 7.25), and Spanish language–focused at 7.02 people (SD 2.24). The query yield of whites was higher for the general market campaign than for the black-/African American–focused (t(1,194)=6.33; P<.001), Hispanic-/Latino–focused (t(1,194)=5.39; P<.001), or Spanish language–focused campaigns (t(1,194)=5.77; P<.001). The query yield of whites was similar for the black-/African American–focused campaign versus Hispanic-/Latino–focused (t(1,194)=0.94; P=.37) or Spanish language campaigns (t(1,194)=1.79; P=.08). The weekly mean count of whites was similar for the Hispanic-/Latino–focused versus Spanish language campaign (t(1,194)=2.38; P=.11; Figure 1).

Figure 1. Mean query yields of whites for Facebook advertising campaigns.
**Black/African American Query Yield**

The Facebook campaigns differed on weekly mean counts of queries by blacks/African Americans \( (F_{3,194}=53.96; P<.001) \), with the general market–focused campaign at 2.83 people (SD 2.05), black-/African American–focused at 9.48 people (SD 5.69), Hispanic-/Latino-focused at 2.89 people (SD 2.12), and Spanish language–focused at 0.60 people (SD 0.62). The query yield of blacks/African Americans was higher for the black-/African American–focused campaign than for the general market–focused \( (t_{1,194}=10.29; P<.001) \), Hispanic-/Latino-focused \( (t_{1,194}=10.21; P<.001) \), or Spanish language–focused campaigns \( (t_{1,194}=8.64; P<.001) \). The query yield of blacks/African Americans was similar for the general market–focused versus Hispanic-/Latino-focused \( (t_{1,194}=0.08; P=.99) \) or Spanish language–focused campaigns \( (t_{1,194}=2.17; P=.17) \). The query yield of blacks/African Americans was similar for the Hispanic-/Latino-focused versus Spanish language–focused campaign \( (t_{1,194}=2.23; P=.15; \text{Figure 2}) \).

**Hispanic/Latino Query Yield**

The Facebook campaigns differed on weekly mean counts of queries by Hispanics/Latinos \( (F_{3,194}=54.29; P<.001) \), with the general market–focused campaign at 0.71 people (SD 0.48), black-/African American–focused at 0.56 people (SD 0.82), Hispanic-/Latino-focused at 3.10 people (SD 2.16), and Spanish language–focused at 3.70 people (SD 1.77). The query yield of Hispanics/Latinos was higher for the Hispanic-/Latino–focused campaign than for the general market–focused \( (t_{1,194}=9.45; P<.001) \) or black-/African American–focused campaigns \( (t_{1,194}=10.04; P<.001) \) but was similar to the Spanish language–focused campaign \( (t_{1,194}=1.48; P=.60) \). The query yield of Hispanics/Latinos was similar for the general market–focused campaign as compared with the black-/African American–focused campaign \( (t_{1,194}=0.58; P=.99) \) but was lower than that of the Spanish language–focused campaign \( (t_{1,194}=7.43; P<.001) \). The query yield of Hispanics/Latinos was higher for the Spanish language–focused versus African American–focused campaign \( (t_{1,194}=7.79; P<.001; \text{Figure 3}) \).

![Figure 2. Mean query yields of blacks/African Americans for Facebook advertising campaigns.](https://www.jmir.org/2020/6/e17554)
Non-Hispanic White Applicant Yield

The Facebook campaigns differed on weekly mean counts of applicants who were non-Hispanic white ($F_{3,190} = 9.00; P < .001$), with the general market–focused campaign at 4.12 (SD 2.08), black-/African American–focused at 2.59 (SD 2.86), Hispanic-/Latino–focused at 2.39 (SD 1.55), and Spanish language–focused at 1.78 (SD 0.95). The applicant yield of whites was higher for the general market–focused campaign than for the black-/African American–focused ($t_{1,190} = 3.84; P = .001$), Hispanic-/Latino–focused ($t_{1,190} = 4.35; P < .001$), or Spanish language–focused campaigns ($t_{1,190} = 3.62; P = .002$). The applicant yield of whites was similar for the black-/African American–focused versus Hispanic-/Latino–focused ($t_{1,190} = 0.51; P = .99$) or Spanish language–focused campaigns ($t_{1,190} = 1.26; P = .26$). The applicant yield of whites was similar for the Hispanic-/Latino–focused versus Spanish language–focused campaign ($t_{1,190} = 0.95; P = .92$; Figure 4).
Figure 4. Mean applicant yields of whites for Facebook advertising campaigns.

**Black/African American Applicant Yields**

The Facebook campaigns differed on weekly mean counts of applicants who were black/African American ($F_{3,190}=11.19; P<.001$), with the general market–focused campaign at 0.54 (SD 0.58), black-/African American–focused at 1.11 (SD 1.21), Hispanic-/Latino-focused at 0.35 (SD 0.55), and Spanish language–focused at 0.15 (SD 0.24). The applicant yield of blacks/African Americans was higher for the black-/African American–focused campaign compared with the general market–focused ($t_{1,190}=3.84; P=.001$), Hispanic-/Latino-focused ($t_{1,190}=5.11; P<.001$), or Spanish language–focused campaigns ($t_{1,190}=3.96; P=.001$). The applicant yield of blacks/African Americans was similar for the general market–focused versus Hispanic-/Latino-focused ($t_{1,190}=1.27; P=.75$) or Spanish language–focused campaigns ($t_{1,190}=1.62; P=.49$). The applicant yield of blacks/African Americans was similar for the Hispanic-/Latino–focused versus Spanish language–focused campaign ($t_{1,190}=0.84; P=.95$; Figure 5).
Figure 5. Mean applicant yields of blacks/African Americans for Facebook advertising campaigns.

Hispanic/Latino Applicant Yield

The Facebook campaigns differed on weekly mean counts of applicants who were Hispanic/Latino ($F_{3,190}=9.48; P<.001$), with the general market–focused campaign at 0.10 (SD 0.14), black-/African American–focused at 0.11 (SD 0.32), Hispanic-/Latino–focused at 0.36 (SD 0.55), and Spanish language–focused at 0.52 (SD 0.50). The applicant yield of Hispanics/Latinos was higher for the Hispanic-/Latino–focused campaign compared with general market–focused ($t_{1,190}=3.83; P=.001$) or black-/African American–focused campaigns ($t_{1,190}=3.66; P=.002$) but similar to that of Spanish language–focused campaign ($t_{1,190}=1.37; P=.68$). The applicant yield of Hispanics/Latinos was similar for the general market–focused campaign compared with the black-/African American–focused campaign ($t_{1,190}=0.17; P=.99$) but lower than that of the Spanish language–focused campaign ($t_{1,190}=3.72; P=.002$). The applicant yield of Hispanics/Latinos was higher for the Spanish language–focused campaign versus the black-/African American–focused campaign ($t_{1,190}=3.61; P=.002$; Figure 6).
Non-Hispanic White Participant Yields

The Facebook campaigns differed on weekly mean counts of participants who were non-Hispanic white ($F_{3,190}=24.96; P<.001$), with the general market–focused campaign at 0.80 (SD 0.52), black-/African American–focused at 0.27 (SD 0.43), Hispanic-/Latino-focused at 0.21 (SD 0.28), and Spanish language–focused at 0.28 (SD 0.28). The participant yield of whites was higher for the general market–focused campaign than for the black-/African American–focused ($t_{1,190}=6.95; P<.001$), Hispanic-/Latino-focused ($t_{1,190}=7.72; P<.001$), or Spanish language–focused campaigns ($t_{1,190}=4.24; P<.001$). The participant yield of whites otherwise did not differ across campaigns (all $P>.97$; Figure 7).
Black/African American Participant Yields
The Facebook campaigns marginally differed on weekly mean counts of participants who were black/African American ($F_{3,190}=2.14; P=.10$), with the general market–focused campaign at 0.09 (SD 0.13), black/African American–focused at 0.11 (SD 0.28), Hispanic-/Latino-focused at 0.04 (SD 0.12), and Spanish language–focused at .001 (SD 0.001). However, none of the pairwise comparisons between specific campaigns were significant (all $P>.25$; Figure 8).

Figure 8. Mean participant yields of blacks/African Americans for Facebook advertising campaigns.

Hispanic/Latino Participant Yields
The Facebook campaigns marginally differed on the weekly mean counts of participants who were Hispanic/Latino ($F_{3,190}=2.25; P=.08$), with the general market–focused campaign at 0.03 (SD 0.07), black-/African American–focused at 0.01 (SD 0.06), Hispanic-/Latino-focused at 0.01 (SD 0.05), and Spanish language–focused at 0.04 (SD 0.11). However, none of the pairwise comparisons between specific campaigns were significant (all $P>.31$; Figure 9).
Results Regarding Costs by Ethnic Group

Overview of Cost Analysis

Facebook advertising costs are available at the campaign level (for instance, for a Hispanic-/Latino-focused campaign) but not at the individual level (eg, for a Hispanic/Latino individual) because at the individual level, internal auctions are used to determine if an advertisement is shown, and Facebook does not share these individual-level costs with its advertisers [32]. The Facebook Ads Manager only provides costs per campaign and per day, and so our best estimate of the recruitment cost of any individual regardless of ethnicity was the average cost for the campaign on the day in which the recruitment took place. Daily data were aggregated to weekly data for accuracy and smoothing (eg, staff did not work weekends to convert queries to applicants). Our cost analysis is based on weekly data from June 20, 2017, to September 17, 2018, excluding major holidays (n=61 weeks), except the Spanish language data that are from June 20, 2017, to September 30, 2018 (n=15 weeks). Refer to Figures 10-13 for campaign costs by ethnicity at the advertisement click, query, applicant, and participant stages.
Figure 10. Mean costs per advertisement click for Facebook advertising campaigns.

Figure 11. Mean costs per query for Facebook advertising campaigns.
**Cost per Advertisement Click**

The Facebook campaigns differed on cost per advertisement click ($F_{3,194}=97.18; P<.001$), with the general market–focused campaign at US $0.67 (SD 0.19), black-/African American–focused at US $0.78 (SD 0.13), Hispanic-/Latino-focused at US $0.91 (SD 0.17), and Spanish language–focused at US $1.56 (SD 0.34). The cost per advertisement click was lower for the general market–focused campaign, compared with black-/African American–focused ($t_{1,194}=3.41; P=.004$), Hispanic-/Latino–focused ($t_{1,194}=6.97; P<.001$), or Spanish language–focused ($t_{1,194}=16.57; P<.001$). The cost per advertisement click was lower for the black-/African American–focused campaign than for the Hispanic-/Latino–focused ($t_{1,194}=3.56; P=.002$) or Spanish
language-focused \((t_{1,194}=14.43; P<.001)\) campaigns, and lower for the Hispanic-/Latino-focused than for the Spanish language–focused campaign \((t_{1,194}=12.49; P<.001; \text{Figure 10})\).

**Cost per Query**

The Facebook campaigns differed in cost per query \((F_{3,194}=28.42; P<.001)\), with the general market–focused campaign at US $4.04 (SD 1.99), black-/African American–focused at US $7.00 (SD 2.77), Hispanic-/Latino–focused at US $7.98 (SD 4.13), and Spanish language–focused at US $11.06 (SD 3.23). The cost per query was lower for the general market–focused campaign than for the black-/African American–focused \((t_{1,194}=5.26; P<.001)\), Hispanic-/Latino–focused \((t_{1,194}=7.01; P<.001)\), or Spanish language–focused campaigns \((t_{1,194}=7.84; P<.001)\). The cost per query was lower for the black-/African American–focused campaign than for the Hispanic-/Latino–focused \((t_{1,194}=3.56; P=.002)\) or Spanish language–focused campaigns \((t_{1,194}=4.54; P<.001)\), and lower for the Hispanic-/Latino–focused than for the Spanish language–focused campaign \((t_{1,194}=3.45; P=.004; \text{Figure 11})\).

**Cost per Applicant**

The Facebook campaigns differed in cost per applicant \((F_{3,182}=13.80; P<.001)\), with the general market–focused campaign at US $22.61 (SD 12.21), black-/African American–focused at US $47.82 (SD 33.00), Hispanic-/Latino–focused at US $47.63 (SD 32.16), and Spanish language–focused at US $75.65 (SD 67.60). The cost per applicant was lower for the general market–focused campaign, compared with the black-/African American–focused \((t_{1,182}=4.26; P<.001)\), Hispanic-/Latino–focused \((t_{1,182}=4.23; P<.001)\), or Spanish language–focused campaigns \((t_{1,182}=5.61; P<.001)\). The cost per applicant was comparable for the black-/African American–focused campaign than for the Hispanic-/Latino–focused campaign \((t_{1,182}=0.03; P=.99)\) but lower than that of the Spanish language–focused campaign \((t_{1,182}=2.92; P=.02)\). The cost per applicant was also lower for the Hispanic-/Latino–focused than for the Spanish language–focused campaign \((t_{1,182}=2.94; P=.02; \text{Figure 12})\).

**Results of Cambridge Analytica Scandal**

**Overview of Analysis of Scandal Effects**

In March 2018, Facebook started to receive negative publicity because a third-party company, Cambridge Analytica, had allegedly harvested information from more than 50 million Facebook accounts without users’ permission [33]. Our advertisements ran before and after this scandal broke, and so we compared our costs for advertisement clicks, queries, applicants, and participants across these 2 time periods, to determine whether the Facebook privacy scandal increased our recruitment costs, and whether this depended on the campaign: general market–focused, black-/African American–focused, or Hispanic-/Latino–focused (our Spanish language campaign was no longer running). Our scandal analysis was based on weekly data from June 20, 2017, to September 17, 2018, excluding major holidays (n=61 weeks). Because the original New York Times article on the scandal appeared on March 17, 2018, all weeks before March 20, 2018, (n=33) were treated as prescandal and the remaining weeks (n=28) were treated as postscandal. Refer to Figures 14-17 for our costs by campaign pre- versus postscandal.
Figure 14. Mean costs per advertisement click for Facebook advertising campaigns before versus after privacy scandal.

Figure 15. Mean costs per query for Facebook advertising campaigns before versus after privacy scandal.
**Figure 16.** Mean costs per applicant for Facebook advertising campaigns before versus after privacy scandal.

**Figure 17.** Mean costs per participant for Facebook advertising campaigns before versus after privacy scandal.

**Cost per Advertisement Click**

On cost per advertisement click, the effect for pre- versus postscandal was not significant ($F_{1,177}=1.67; P=.20$). Additionally, there were no significant differences in cost per advertisement click when we conducted specific pairwise comparisons of the campaigns (all $P>.13$; Figure 14).

**Cost per Query**

On cost per query, there was a significant effect for pre- versus postscandal ($F_{1,177}=9.93; P=.002$) and a scandal by campaign type 2-way interaction ($F_{1,177}=5.46; P=.005$), meaning the scandal effect varied by campaign. For the general market–focused campaign, there was no scandal effect on cost per query ($F_{1,177}=0.74; P=.39$), with prescandal at US $4.32
(SD 2.49) and postscandal at US $33.66 (SD 0.94). For the black-/African American–focused campaign, there was a scandal effect on cost per query ($F_{1,177}=11.84; \ P<.001$), with prescandal at US $5.87 (SD 1.89) and postscandal higher at US $8.51 (SD 3.08). Likewise, for the Hispanic-/Latino-focused campaign, there was a scandal effect on cost per query ($F_{1,177}=8.28; \ P=.01$), with prescandal at US $7.04 (SD 3.39) and postscandal higher at US $9.24 (SD 4.74; Figure 15).

**Cost per Applicant**

On cost per applicant, there was a significant effect for pre- versus postscandal ($F_{1,166}=13.29; \ P<.001$) and a scandal by campaign type 2-way interaction ($F_{1,166}=3.30; \ P=.04$), meaning the scandal effect varied by campaign. For the general market–focused campaign, there was no scandal effect on cost per applicant ($F_{1,166}=0.02; \ P=.97$), with prescandal at US $22.48 (SD 14.68) and postscandal at US $22.77 (SD 8.19). For the black-/African American–focused campaign, there was a scandal effect on cost per applicant ($F_{1,166}=8.65; \ P=.004$), with prescandal at US $38.96 (SD 28.31) and postscandal higher at US $59.64 (SD 35.63). Similarly, for the Hispanic-/Latino-focused campaign, there was a scandal effect on cost per applicant ($F_{1,166}=10.57; \ P=.001$), with prescandal at US $38.19 (SD 21.20) and postscandal higher at US $61.19 (SD 40.08; Figure 16).

**Cost per Participant**

On cost per participant, the effect for pre- versus postscandal was not significant ($F_{1,111}=0.15; \ P=.70$). Additionally, there were no significant differences in cost per participant when we conducted specific pairwise comparisons of the campaigns (all $P>.31$; Figure 17).

**Results Regarding Lookalike Audience**

We used Facebook’s lookalike audience feature for a short time to determine if it reduced our recruitment costs relative to our baseline general market–focused campaign. Facebook’s lookalike audience feature involves a proprietary method of targeting individuals similar to a chosen source audience, that is, an audience that responded favorably to a past campaign based on a specific website response as recorded by the Facebook Pixel. On the basis of the designated source audience, Facebook seeks to generate a similarly interested audience [34]. We designated our source audience as individuals who filled out our query form on our study website, which was recorded by our website’s Facebook Pixel. Our analysis was based on daily data from January 3, 2018, to March 26, 2018 (n=26 days). It compared the Facebook lookalike campaign that sought to optimize our queries to our standard general market–focused campaign, which ran simultaneously. We assessed cost per advertisement click, query, and applicant; however, cost per participant could not be estimated due to the short time window. This test was ended soon after it began because of privacy concerns. Facebook’s lookalike audience feature has the drawbacks of an unknown and unknowable algorithm and unclear use of Facebook user data to create the algorithm, which might possibly involve using Facebook users’ network of friends. Therefore, we could not fully describe the data collection approach to our potential study participants and ask for their informed consent or obtain their friends’ consent, if needed.

The cost per advertisement click for the lookalike audience campaign was lower than the general market–focused campaign ($F_{1,50}=26.64; \ P<.001$), with the lookalike audience at US $0.73 (SD 0.30) and general market–focused at US $1.07 (SD 0.14). However, the cost per query for the lookalike audience campaign did not differ from the general market campaign ($F_{1,49}=0.23; \ P=.64$), with lookalike audience at US $3.98 (SD 2.24) and general market at US $4.27 (SD 2.19). The cost per applicant for the lookalike audience campaign also did not differ from the general market campaign ($F_{1,49}=2.75; \ P=.11$), with lookalike audience at US $15.58 (SD 6.07) and general market at US $20.13 (SD 10.13).

**Results Regarding Audience Network Placement**

Audience network placement is a feature recommended by Facebook to its advertisers, which involves placing their advertisements on other websites or mobile apps rather than on Facebook itself, to reach a broader audience. We assessed whether using Facebook’s audience network placement reduced recruitment costs. We tried out the audience network placement very early on, before we began study recruitment, and so only costs per advertisement click and query were available. Facebook automatically provides advertisement click data, and we were able to record queries because we had installed and monitored our query form on our website. We used the audience network placement on its own during 2 test weeks in 2016, so we could attribute all queries to it. Later on, our Facebook Pixel would identify queries by campaign.

Here, we compare data from our general market campaign that used audience network placement (August 3, 2016-August 10, 2016, and August 23, 2016-August 30, 2016, n=16 days) to standard advertisement placement on Facebook alone (1 year later, on exactly the same dates, n=16 days). The analysis shows that the cost per advertisement click was lower when the audience network placement was used compared with placement on Facebook alone ($F_{1,30}=262.10; \ P<.001$), with audience network at US $0.11 (SD 0.05) and Facebook alone at US $0.69 (SD 0.13). However, the cost per query was substantially higher when audience network placement was used compared with placement on Facebook alone ($F_{1,30}=4.26; \ P=.048$), with the audience network at US $13.40 (SD 14.83) and Facebook alone at US $5.62 (SD 2.76). After 2 test weeks, based on noticeably poor query results, we stopped using the audience network placement.

**Discussion**

**Principal Findings on Zip Code Targeting**

Our results indicate that researchers can successfully recruit diverse individuals for web-based health-related studies using Facebook advertising campaigns with zip code targeting. By placing advertisements in zip codes ranked first on the percentage of households of the target ethnicity and then on the focal health behavior (in this case, cigarette expenditure per
household), we successfully increased our outreach to and yield of black/African American– and Hispanic/Latino applicants. Table 1 shows our expected yields if we had continued these campaigns for 2 years, spending US $20 per day or US $140 per week, compared with our baseline general market campaign. Although we were concerned about higher costs, costs were not significantly higher for these ethnic-focused campaigns compared with our baseline general market campaign. We also recruited Hispanic/Latinos using Facebook’s option to reach Spanish language speakers, and this produced a similar yield to our Hispanic/Latino campaign using zip codes. But it was more costly to produce this yield, perhaps because our study required English fluency.

### Table 1. Estimated campaign yields based on spending US $20/day on each campaign for 2 years.

<table>
<thead>
<tr>
<th>Yield type and campaign</th>
<th>White, n (%)</th>
<th>Black/African American, n (%)</th>
<th>Hispanic/Latino, n (%)</th>
<th>Total, N</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Queries</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>General market</td>
<td>2005 (84.5%)</td>
<td>294 (12.4%)</td>
<td>74 (3.1%)</td>
<td>2373</td>
</tr>
<tr>
<td>Black/African American</td>
<td>1125 (51.9%)</td>
<td>986 (45.5%)</td>
<td>58 (2.7%)</td>
<td>2169</td>
</tr>
<tr>
<td>Hispanic/Latino</td>
<td>1258 (66.9%)</td>
<td>301 (16.0%)</td>
<td>322 (17.1%)</td>
<td>1881</td>
</tr>
<tr>
<td>Spanish language</td>
<td>730 (62.0%)</td>
<td>62 (5.3%)</td>
<td>385 (32.7%)</td>
<td>1177</td>
</tr>
<tr>
<td><strong>Applicants</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>General market</td>
<td>428 (86.6%)</td>
<td>56 (11.3%)</td>
<td>10 (2.0%)</td>
<td>494</td>
</tr>
<tr>
<td>Black/African American</td>
<td>269 (68.1%)</td>
<td>115 (29.1%)</td>
<td>11 (2.8%)</td>
<td>395</td>
</tr>
<tr>
<td>Hispanic/Latino</td>
<td>249 (77.3%)</td>
<td>36 (11.2%)</td>
<td>37 (11.5%)</td>
<td>322</td>
</tr>
<tr>
<td>Spanish language</td>
<td>185 (72.5%)</td>
<td>16 (6.3%)</td>
<td>54 (21.2%)</td>
<td>255</td>
</tr>
<tr>
<td><strong>Participants</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>General market</td>
<td>83 (87%)</td>
<td>9 (9%)</td>
<td>3 (3%)</td>
<td>95</td>
</tr>
<tr>
<td>Black/African American</td>
<td>28 (70%)</td>
<td>11 (27%)</td>
<td>1 (2%)</td>
<td>40</td>
</tr>
<tr>
<td>Hispanic/Latino</td>
<td>22 (81%)</td>
<td>4 (14%)</td>
<td>1 (3%)</td>
<td>27</td>
</tr>
<tr>
<td>Spanish language</td>
<td>29 (87%)</td>
<td>0 (0%)</td>
<td>4 (12%)</td>
<td>33</td>
</tr>
</tbody>
</table>

a The estimates are based on the yield of US $140/week (US $20/day) multiplied by 104 weeks to show estimated results for 2 years. The estimates in this table come from the observed yields of these campaigns extrapolated to reflect a standard expenditure of US $20/day for 2 years. The observed yields are based on US $77,133 spent, out of the US $87,425 in total spending on Facebook for the randomized controlled trial. The remainder was spent before the Facebook Pixel install or on weeks or test campaigns not reported here. The US $77,133 spent was divided up across campaigns as follows: general market 427 days at US $126/day, black/African American 427 days at US $23/day, Hispanic/Latino 427 days at US $23/day, and Spanish language 105 days at US $36/day.

b Row percentages add up to 100. Other ethnicities that were recruited during the campaigns were not factored into these estimates.

### Principal Findings on Audience Network Placement and Scandal Effects

This study also found that Facebook’s recommended audience network placement, although cheaper at producing advertisement clicks, was far more expensive at producing website queries. This means that many individuals who clicked on our advertisements were not interested. Many individuals may have clicked on our advertisements to use a free app (eg, play a game), not because they were interested in our study. Thus, we do not recommend using the audience network placement. We also learned that the Facebook privacy scandal involving Cambridge Analytica had a negative impact on recruitment for our campaigns that were black/African American–focused and Hispanic/Latino-focused. This scandal increased our cost per query and cost per applicant. Hence, researchers should keep Facebook scandals in mind, as they may raise recruitment costs.

### Principal Findings on Audience Lookalike Feature

Facebook’s recommended audience lookalike feature produced advertisement clicks at a lower price point than our baseline general market campaign; however, query and applicant price points were similar to our general market campaign. Researchers may want to consider using Facebook’s audience lookalike feature because it may cost less at the advertisement click stage, if this is a high priority, and if the required source audience can be identified based on website behavior as tracked by a Facebook Pixel (we used queries on our website). Potential drawbacks to this feature include privacy and institutional review board (IRB) concerns. Facebook’s audience lookalike feature seems to involve using data collected whenever people are logged into Facebook, including data that are both public and relatively more private, including likes, posts, visits to other websites, friend networks, and friends’ web-based behavior. This data use could raise potential privacy and IRB approval issues because it is not possible in IRB consent forms or information sheets to describe to potential participants what Facebook data of theirs will be used for the audience lookalike feature (this is proprietary) and it is not possible to obtain consent from their Facebook friend networks.
Principal Findings on Advertising Costs
Facebook-based recruitment for health-related research has been the focus of previous studies, allowing for cost and yield comparisons with our study. Looking at cost per advertisement click, Whitaker et al [21] reported a mean of US $0.57 across several studies (range US $0.20-US $1.74), whereas Ramo and Prochaska reported a mean of US $0.45 [35]. Our costs per advertisement click across campaigns are within this range (US $0.67, SD 0.19-US $1.56, SD 0.34). Cost per participant varies widely; Whitaker et al [21] found that the cost per participant ranged from US $1.36 to US $110.00 depending on study length and engagement. Although our cost per participant ranged from US $121.05 (SD 60.02) to US $171.66 (SD 97.37), we recruited for a 3-month study that involved daily engagement in a web-based group and complete cessation from smoking. We were able to generate detailed cost and yield findings because we directed our website developer to install a Facebook Pixel on our study website. This Pixel allowed us to track which Facebook advertisement campaign a query came from and determine whether the individual who queried applied to the study and participated. We, therefore, recommend that researchers install the Facebook Pixel.

Study Limitations and Strengths
Our findings on recruitment yields standardize for spending at US $140 per week, so they are relatively independent of costs. However, our findings on recruitment costs are limited by the fact that recruitment costs are strongly affected by study inclusion/exclusion criteria, participation time demands, and study benefits and incentives. Recruitment costs can also fluctuate daily and seasonally. In addition, we recruited throughout the continental United States for our web-based study, and studies that are more local may yield different outcomes. Moreover, our costs per yield for a Spanish language campaign may be overestimated because English fluency was a requirement for inclusion in our study. Studies with translated materials and no English-speaking requirements may find higher enrollments and lower costs.

A strength of our study is that it was a national study with a large sample size; 980 people were recruited overall. Furthermore, we examined Facebook advertising campaigns considering both yields and costs and considered 4 separate outcomes: advertisement clicks, queries, applicants, and participants. In addition, our study lasted for 61 weeks, allowing us to compare costs of Facebook recruitment both before and after a major Facebook privacy scandal. Our main goal was to innovatively test the efficacy of targeting specific zip codes on Facebook to reach ethnically or racially diverse populations. Advertiser intent can have ethical ramifications when utilizing zip code targeting, especially when protected characteristics are targeted such as race or ethnicity. As of August 2019, Facebook restricts audience targeting options, including zip code targeting in the case of housing, credit, or employment to help prevent discrimination [36]. In our case, advertiser intent is health promoting, and therefore zip code targeting is justifiable.

Conclusions
Our main conclusion is that Facebook advertising campaigns that employ suitable zip code targeting can help to find and recruit blacks/African Americans and Hispanics/Latinos for web-based health-related studies.
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Abstract

Background: The written format and literacy competence of screen-based texts can interfere with the perceived trustworthiness of health information in online forums, independent of the semantic content. Unlike in professional content, the format in unmoderated forums can regularly hint at incivility, perceived as deliberate rudeness or casual disregard toward the reader, for example, through spelling errors and unnecessary emphatic capitalization of whole words (online shouting).

Objective: This study aimed to quantify the comparative effects of spelling errors and inappropriate capitalization on ratings of trustworthiness independently of lay insight and to determine whether these changes act synergistically or additively on the ratings.

Methods: In web-based experiments, 301 UK-recruited participants rated 36 randomized short stimulus excerpts (in the format of information from an unmoderated health forum about multiple sclerosis) for trustworthiness using a semantic differential slider. A total of 9 control excerpts were compared with matching error-containing excerpts. Each matching error-containing excerpt included 5 instances of misspelling, or 5 instances of inappropriate capitalization (shouting), or a combination of 5 misspelling plus 5 inappropriate capitalization errors. Data were analyzed in a linear mixed effects model.

Results: The mean trustworthiness ratings of the control excerpts ranged from 32.59 to 62.31 (rating scale 0-100). Compared with the control excerpts, excerpts containing only misspellings were rated as being 8.86 points less trustworthy, those containing inappropriate capitalization were rated as 6.41 points less trustworthy, and those containing the combination of misspelling and capitalization were rated as 14.33 points less trustworthy (P<.001 for all). Misspelling and inappropriate capitalization show an additive effect.

Conclusions: Distinct indicators of incivility independently and additively penalize the perceived trustworthiness of online text independently of lay insight, eliciting a medium effect size.

(J Med Internet Res 2020;22(6):e15171) doi:10.2196/15171
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Introduction

Trustworthiness of Online Health Information: Background, Context, and Importance

As of 2019, 90% of all British adults use the internet at least weekly [1], and as patients, they often search online for health information to solve their medical problems [2]; furthermore, they are likely to be influenced by the online information, including changing their health care decisions and their frequency of ambulatory care visits [3]. In a survey of 2200 adults with chronic health conditions in the United States who were active social media users, 57% used a health condition–specific website (eg, specializing in multiple sclerosis or rheumatoid arthritis) on a monthly basis, and 5% used such sites daily; half of the patients surveyed had asked a health-related question to others online within the previous 6 months, and 87% of those were seeking responses from other patients with the health condition [4].

In response to this explosion of unvetted potential sources providing online health care information that is acted upon, researchers, experts, and medical professionals have repeatedly expressed concern about the inaccuracy of online information and the limited ability of lay consumers to adequately assess its validity [2,5,6]. In particular, it has long been known that when lay users determine whether to use and trust online health care information, they are strongly influenced by nonmedical criteria that experts do not use [7-11]. Broadly, although academics favor a checklist approach of transparency criteria [12], the approach of nonexperts appears to be more variable and situation dependent, and it prioritizes factors such as ease of understanding and the attractiveness of graphic design [9]. More generally, in research on the factors that influence judgments of trust, all aspects of trustworthiness can be relational and depend on the type of person (or group being studied); major relational factors include accessibility, both cognitive as well as physical [13], and correctly accommodating language to the intended audience [14].

Understanding lay assessment of the trustworthiness of online health information is important because false online information presented to the general public, if believed, has the potential to undermine correct medical advice [15], to elicit unhealthy behavior [16], and to influence sociopolitical discourses on health care and other topics [17-19]. Shaffi and Rowley’s [20] recent review of how laypeople assess the trustworthiness and credibility of online health information concluded that so far, much less research has been performed to understand what interferes with trust (we describe these as penalties to trust) [21], compared with what causes trust.

Trust and credibility are closely related to one another and information quality, although there remains disagreement among researchers as to the exact definitions of these terms. In general, the definitions emphasize the likelihood of information use, believability, reliability, and dependability [20,22]. Correspondingly, there is little evidence to suggest that the general population reliably make fine conceptual distinctions between trustworthiness and credibility of information.

Online health support often is divided into seeking information or emotional reassurance and can be gender specific (eg, prostate cancer vs breast cancer) and person specific [23,24]. Trustworthiness remains pertinent to online emotional reassurance and sharing, as shown by the many occurrences of large-scale hoaxes designed to manipulate emotions [8]. For example, between 2010 and 2011, a Macmillan cancer forum was inundated with posts in response to an elaborate hoax by a purported mother about her 6-year-old daughter struggling with cancer. On the exposure of the hoax (perpetrated by a lonely 16-year-old girl), many users of the forum—who had formed close online relationships with the supposed mother—refused to believe it had all been a hoax [25]. In light of the range of uses that online health information has for the general public, we contend that it is important to build knowledge of the factors that influence how trust and its absence are formed online beyond source analysis and fact checking. As this study shows, both linguistic and metalinguistic factors affect how trustworthiness is instinctively rated.

Theoretical Underpinnings for Factors Influencing Trustworthiness

The range of elements that influence online trustworthiness includes issues related to the sources (eg, author identification and the absence of advertising), issues related to the content (eg, a date stamp and inclusion of medical evidence), issues related to design and engagement (eg, inclusion of images), and issues affecting all the above (eg, the absence of typographical errors) [20,26]. For some time, credibility has been subdivided into aspects such as source credibility, message credibility, and media credibility, which strongly influence each other [22]. All such aspects of credibility include accessibility, which can be relational and cognitive as well as physical [13]. More recently, Sun et al [6] have divided the elements that influence consumer evaluation of online health information into 25 criteria and 165 quality indicators; criteria are rules that reflect notions of value and worth (eg, expertise and objectivity), whereas quality indicators are properties of information objects to which criteria are applied to form judgments (eg, the owner of the website and inclusion of statistics). In line with Diviani et al [5], Sun et al [6] have suggested that indicators can be positive or negative (in terms of trustworthiness), and that consumers’ perceived online health information quality could conceivably be measured by a small set of core dimensions (ie, a few groups of criteria might incorporate many of the quality indicators that explain most of the trustworthiness judgments).

So far, Lederman et al [8] have proposed a five-category model that highlights verification processes via the comparison of different websites or other online statements. This model includes argument quality, source credibility, source literacy competence, and crowd consensus. An extended six-category model [26] proposes that the lay reader may assess some or all of the following: reputation, endorsement, consistency with other sources, self-confirmation (agreement with the reader’s own opinions), persuasive intent, and expectancy violation. For this research, we have adopted Lederman et al’s [8] model of credibility; however, the choice among these models for this research is moot because all the models [5,6,20,22,26] are concordant with the idea that spelling errors will detract from
judgments of trustworthiness (ie, they are negative quality indicators).

Incivility, Literacy Competence, and Errors of Writing Mechanics

Although institutionally produced websites and curated online health content (cf. [6]) will usually be both grammatically correct and civil, the responses by the general public may be uncivil [27], and patient-authored text is known to have many misspellings [28] (and so do discharge summaries written by doctors [29]). Inappropriate capitalization (including inappropriate capitalization of entire words, sometimes called online shouting) and misspelling are examples of errors in literacy competence [8] and writing mechanics [30]; writing mechanics is defined as elements of a language that only manifest when communication is in written form. Both inappropriate capitalization and misspelling have been highlighted by qualitative investigations as explicit criteria used by lay readers in judgments of online credibility [8,31]. The rationales given to explain why these two error types undermine trustworthiness are that either (1) the errors imply a lack of intelligence (expertise, ability, authority, and education) [8,32,33] or (2) that they suggest a lack of motivation (objectivity, attention to detail, and conscientiousness) to be trustworthy [34,35]. The term incivility is used to describe this latter lack of motivation or effort to make statements that are compliant with rules of communication. Hargittai [33] distinguishes between spelling errors (errors because of the levels of education or social inequalities) and typographical errors (errors because of accidentally hitting the wrong keys on the keyboard). The fact that these errors are not corrected during proofreading is another form of incivility. Incivility implies a lack of respect for the reader, the platform, and the rules of social exchange [36,37], and it is fundamentally relational. Quantitative research on incivility in the mainstream World Wide Web demonstrates that civil statements are rated as more trustworthy and influential than uncivil ones [38,39].

Integration Versus Heuristics: Lay Judgments Based on Multiple Cues

The reader who must judge unvetted online health information is faced with a wealth of cues that indicate the degree of trustworthiness, and those cues may have contradictory effects (eg, a cogent message that is misspelled). There are three broad theories for how individuals (both lay and expert) make judgments based on multiple cues. The rational approaches are represented by the information integration model [40], in which an individual accounts for all the different pieces of information by a complex (but often subconscious) mathematical process that is usually based on addition, multiplication, or averaging; extensive observations of integration in judgments occur across cultures and individuals. This is the process that Sun et al [6] allude to when they propose that the consumer integrates the relevant trustworthiness criteria and quality indicators in a “complex cost-benefit analysis.” In 2003, Fogg’s [41] Prominence-Interpretation Theory proposed explicit mathematical relationships for how to predict the effects of multiple factors on credibility, but the theory never detailed how to measure the relevant quantities independently. Computational models typically assume that the elements of incivility (eg, inappropriate capitalization) act together either additively or nonlinearly [42-44], although hypothesis-led proof for this assumption is minimal. The elucidation of this integration is only just starting in the literature [45], and the relative importance of each indicator in this intuitive cost-benefit analysis remains unknown; the relative values for each cue may be elucidated empirically by statistical methods such as regression, but it is unlikely that these values would be explicit or transparent in the minds of most lay decision makers. This is an area that needs to be further researched.

An alternative theory to cost-benefit analysis (ie, for how judgments are made based on multiple cues) is the process-level cognitive perspective [46]; this has been made famous by the heuristics and biases research program from behavioral economics [47]. Heuristics are rapid cognitive strategies or shortcuts (either explicit or subconscious) formulated as practical, bounded rational decision systems for multiple cues that can be more transparent than complex cost-benefit analyses, for example, hierarchical lexicographic decision models [48]. In a take-the-best judgment [49], first, a single cue (the most important one) is searched for in the environment and considered independently of all others, and if a tie or no clear result occurs, then the second most important cue is sought and decided upon, and so on. For example, when deciding whether you have the right of way when driving your car through an intersection, first, you follow the signal of any policemen present, and only if there are no police present, do you seek and consider a traffic light (including a temporary traffic light for construction), and only if there are no traffic lights present, do you then consider static road markings and the positions of the other cars.

In biased heuristics, only a limited subset of information (often only one cue) is used to make a fast and ecological judgment outside of conscious awareness [46]; when biased, these heuristics are used to support preferred or preconceived outcomes. With biased heuristics, the prioritization of the cue, and even the cue’s basic validity for the judgment being made, is dubious. Such biased heuristics have been used to explain seemingly irrational preferences that individuals make in situations involving slot machines and organ donation [50]. Examples of biased heuristic processes include representativeness, where some cues are weighted disproportionately compared with their real representativeness—and availability—where a cue that is easily recalled (such as occurs with recency and news) determines the judgment. None of these judgment models so far proposed have explicitly assessed specific issues within literacy competence.

Determining the Criteria and Weighting of Judgments Based on Multiple Cues

A key feature of heuristics is that they are typically made subconsciously, and that post hoc explanations for such choices are often self-serving justifications or rationalizations [51]. That is, in the case of heuristics, the decision maker does not have privileged information on how the judgment was made, and furthermore, the decision maker can be wrong about themselves [52]. For example, university students have been shown to greatly overestimate how much they actually learned from
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excellent lecturers (conflating it with how much they feel they learned, which is discounted by effort and exertion) [53]. This creates potential issues for researchers, in which insight-based techniques (both qualitative interviews and quantitative questionnaires) can lead to judgments and explanations of causes that are inaccurate because of demand characteristics or social desirability [54,55]. It has long been known that when evaluating credibility (eg, website privacy policy), the importance of factors that lay individuals say they would use to make their judgment diverge from the factors they are observed to use [41]. Recent sophisticated measurements suggest that although multiple factors can interact when quantifying perceived credibility (of information for an online health forum), these interactions do not support Petty and Cacioppo’s Elaboration Likelihood Model (ELM) [56]. Furthermore, there is a gap in the literature for any data showing how spelling errors interact with other writing mechanics violations that might also affect trustworthiness [57]. This suggests that lay insight into the influences on their perceptions of trustworthiness are imperfect, and that research on trustworthiness should be supplemented by approaches that do not rely on such insight.

To avoid insight bias from our lay participants, the approach of this study is to compare and contrast marginal differences in penalties to trustworthiness elicited by different combinations of literacy or writing mechanics violations. Our experiments on changes in marginal trustworthiness were specifically organized so that the participating healthy volunteers were unaware that the experiment tested the effects of capitalization or misspelling per se (with full institutional ethical approval). We did not explicitly ask lay individuals for their beliefs regarding how their process for judging message credibility incorporates quality indicators relating to source credibility and media credibility. That is, instead of asking directly, “How much less would you trust a web post that is misspelled?” we simply presented the participants with some posts that had misspellings and asked the same question as usual, “How trustworthy do you find this information?” while subtly varying misspelling and capitalization (ie, shouting text, not acronyms or beginnings of sentences).

Research Questions

The research questions (RQs) were as follows:

- RQ1: Do errors in writing mechanics and incivility lead to marginal changes (ie, without signposting) in judgments for message trustworthiness?
- RQ2: Are the marginal effects of incivility, such as with inappropriate capitalization, on trustworthiness judgments quantitatively comparable with the known effects of writing mechanics such as spelling errors?
- RQ3: How, if at all, do the effects of writing mechanics (eg, spelling errors) and incivility (eg, inappropriate capitalization) integrate? Is there a ceiling effect or a binary effect in which once a message source is judged as incompetent, no further trustworthiness penalty is added to the judgment (similar to a take-the-best heuristic) [49]? Or is there some additive, multiplicative, synergistic, or otherwise integrative function that increases the penalty on the judgment to a new higher level when both cues are present [40]?

Methods

Participants, Recruitment and Ethical Approval

The project was approved by our local ethics committee (Brighton and Sussex Medical School’s Research Governance and Ethics Committee, University of Sussex, approval 16/044/WIT). All experiments were performed according to the Declaration of Helsinki. All individuals provided informed consent via a welcome page in each online study. Participants were recruited via the Prolific website. We specified that the recruitment should focus on UK-based members of the public. Participants consented to participate with the understanding that the research concerned responses to online text; none of the advertising, web URLs or experimental information to the participants mentioned that the experiment was related to graphics, formatting, incivility, and spelling. This feature of the advertising was approved by our ethics committee, not least because the paragraphs were not considered misleading or potentially emotionally adverse.

Study Design Process

The study design was a confirmatory, cross-sectional experiment with a balanced incomplete block design; it was a randomized experiment with lay participants, each of whom experienced only a limited number of the possible options. The total number of experimental excerpts that were tested in the entire cohort was 36; there were 9 excerpts, each in 4 possible versions: no errors, inappropriate capitalization only (Caps only), misspelling only, or the combination of both errors. The stimulus texts (and the versions) are shown in the Multimedia Appendix 1. There were two additional paragraphs that always appeared as the first two stimulus texts, which were training stimuli. The training stimuli were not labeled as being different from other stimuli in any way and were never included in the statistical analyses. The only purpose of the training stimuli was to allow participants to familiarize themselves with the rating task and with the range of the trustworthiness scale: training stimulus 1 was quite believable (mean trustworthiness rating 54.33, SD 23.39; n=301), and training stimulus 2 was less plausible (mean trustworthiness 40.20, SD 25.80; n=301; P<.001, paired t test).

Each participant experienced and rated only 9 (of the possible 36) experimental excerpts, and those 9 included exactly one version of each excerpt, and among those 9, that participant would experience a mix of different error types (Figure 1). For example, participant number 001 experienced the capitalization-only version of excerpt E07 and then the both errors (capitalization and misspelling) version of excerpt E02. This double randomization prevented any participant from seeing the same excerpt twice.
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The goal was to present to participants a set of coherent text excerpts of similar lengths (70-100 words) on the topic of multiple sclerosis, each excerpt being a coherent answer to a question. The rationale for presenting excerpts in a question-then-answer format was that it was possible to ask whether readers trusted the advice enough to believe it or act upon it. To make these excerpts, a range of comments were found in the public domain (Table 1); these texts often had to be edited substantially to fit within the word count or to avoid explicitly endorsing commercial products (see Multimedia Appendix 2 for a comparison of the original and presented texts).

Initially, the excerpts and the presentation system were tested online by a small group of testers, who then provided verbal feedback on the test to the experimental team. After that, a cohort of 40 participants was recruited online to test the paragraphs and demonstrate that the paragraphs elicited similar standard deviations in ratings (19-28 units out of 100) and elicited a wide range of mean trustworthiness ratings (from 20 to 70). These excerpts were to be presented either as they were (no errors) or in one of the three error versions stated above.

Table 1. Sources of excerpts on multiple sclerosis.

<table>
<thead>
<tr>
<th>Code</th>
<th>Brief topic description</th>
<th>Website</th>
<th>Length</th>
</tr>
</thead>
<tbody>
<tr>
<td>L01</td>
<td>Numerous artificial sweeteners</td>
<td>blogspot.com</td>
<td>78</td>
</tr>
<tr>
<td>L02</td>
<td>Hoax about artificial sweeteners</td>
<td>quora.com</td>
<td>81</td>
</tr>
<tr>
<td>E01</td>
<td>Triggers of the immune system</td>
<td>healingchronicles.com</td>
<td>81</td>
</tr>
<tr>
<td>E02</td>
<td>Programmer’s intelligence</td>
<td>dailystrength.org</td>
<td>89</td>
</tr>
<tr>
<td>E03</td>
<td>Epstein Barr virus</td>
<td>medicaldaily.com</td>
<td>92</td>
</tr>
<tr>
<td>E04</td>
<td>Avonex patient</td>
<td>quora.com</td>
<td>74</td>
</tr>
<tr>
<td>E05</td>
<td>Up there in risk</td>
<td>quora.com</td>
<td>96</td>
</tr>
<tr>
<td>E06</td>
<td>Mental exercises</td>
<td>dailystrength.org</td>
<td>85</td>
</tr>
<tr>
<td>E07</td>
<td>Vitamin D</td>
<td>quora.com</td>
<td>100</td>
</tr>
<tr>
<td>E08</td>
<td>Small risk of Progressive Multifocal Leukoencephalopathy</td>
<td>my-ms.org</td>
<td>90</td>
</tr>
<tr>
<td>E09</td>
<td>Half of all people</td>
<td>ms.pitt.edu</td>
<td>71</td>
</tr>
</tbody>
</table>

Text Interventions

For the error versions of the texts (inappropriate capitalization or misspelling), we wanted to include 5 of the relevant errors per excerpt (a total of 10 errors for the combination of both errors version), with the errors spread throughout the excerpt (rather than bunched together). In excerpts where inappropriate capitalization was required, there would be 5 sets of words or phrases. Normally, a set was 1 or 2 words, although one of the 5 sets had to be a 4-word series. The priorities for selecting words to capitalize were (in this order) as follows:

- Adverbs (especially those suggesting extremity such as very or never)
- Judgments (rubbish, hopeless, and horror)
- Strong emotions (worried and angry)
- Words implying danger (fatal and death)
- Amounts (all, every, and ten)
- Adjectives (rather than nouns)
- Action verbs (especially gerunds)
- Conjunctions (and)

To verify that each word that we capitalized was naturally capitalized on the web, we analyzed words that were capitalized online on Twitter. We used the Claritin corpus, which is a crowdsourced data set of all the Twitter tweets that contained the word claritin in the month of October 2012 [58]. This corpus has some 4900 tweets, and we used MATLAB (MathWorks) to find all the words that were in all capitals (which did not have a hashtag or an at-sign in them); this resulted in a list of 343 capitalized words (Multimedia Appendix 3), many of which
were short words, acronyms, and internet memes. From this list of words spontaneously capitalized on the web, we selected words in our excerpts to capitalize.

The rationale for how we selected words to misspell was that misspellings should be quite noticeable, and that the meaning of the words should remain clear to the reader even when misspelled. We avoided homonyms and words that looked plausibly English when misspelled. To make sure that misspelled words were noticeable, short words were preferred, or we placed the misspellings in the first syllable of a multisyllable word. In addition, one of the misspelled words had to be in the first 5 words of a paragraph. The misspelled word had to be completely understandable (in the absence of other words or context) even when misspelt. Thus, a misspelled word with missing or added letters should be pronounceable in English (eg, you plainly means you). The types of misspellings were as follows:

- Swap one letter for another letter that is next to it on a qwerty keyboard (positive)
- Double a vowel or add an extra vowel (estimate)
- Double a vowel or add an extra vowel (there)
- Leave out a vowel (exposure)

To verify that each word that we misspelled was naturally misspelled on the web, we searched for the misspelled word along with the words health and forum; if we could not find at least two examples of a misspelling on online health forums, we did not use it. A complete listing of the misspellings and where we found them online is in Multimedia Appendix 4.

Study Delivery
The study was presented to participants using the Qualtrics portal, which allows for a wide range of question types and keeps track of answers and total response time. A full description of the survey in the Checklist for Reporting Results of Internet E-Surveys format [59] is included as part of the Multimedia Appendix 5 for this paper. The web-based study welcome page explained in brief what the study was about and what it entailed (estimated 8 min participation time, including reading the ethics and filling in demographics), the ethics of the study (include

Study Design, Analysis, and Statistics
Sample Size
To detect a difference in rating scores between two groups (ie, no errors vs misspellings, inappropriate capitalization, or both), with 80% power at the 5% significance level, assuming the standard deviation within each group is 25 and the difference between groups is 15 (equivalent to a medium effect size of 0.517), would require 60 participants per group (120 total). Each participant was asked to rate 9 text excerpts, randomly divided between the 4 conditions, and assuming an intraclass (ie, within participant) correlation coefficient of 0.185 gives a design effect of 2.48. The product of the design effect and the sample size for a nonrepeating experiment is 2.48x120=300 total.

Modeling
Linear mixed effects (LME) models were fitted in Stata version 16.0 using the mixed command. Residuals were checked for normality and homoscedasticity at the cluster and individual levels. Where the assumption of residual homoscedasticity was
not appropriate, robust standard errors were used to allow for the calculation of appropriate 95% CIs and $P$ values [60].

**Results**

**Differences Between the Paragraphs**

We ran an experiment in which we gathered data from 301 volunteers, each making 9 experimental observations (2709 ratings in total). We estimated that this task (rating 11 excerpts plus instructions and demographics) would take 8 min; in fact, it took a mean time of 6.25 min (mean 375.74 seconds, SE of mean 12.94 seconds). The median trustworthiness ratings of each of the excerpts (E01 to E09) in the negative control condition (ie, without any errors or incivility) are shown in the box and whisker plot in Figure 3. On each box, the red line in the center indicates the median, and the bottom and top edges of the box indicate the first and third quartiles, respectively.

When the notches for two boxes do not overlap, this implies that the true medians do differ with 95% CI. The whiskers extend to the most extreme data points not considered outliers, whereas outliers are shown using red plus signs; outliers are any points that fall more than 1.5 times the IQR away from the main box. Excerpt 01 generally elicits low ratings of trustworthiness (median 27.5), whereas excerpts 08 and 09 generally elicit high ratings of trustworthiness (medians 62 and 63, respectively). As illustrated by the nonoverlapping notches, these two sets of excerpts elicit significantly different ratings of trustworthiness, which has been true in all our previous cohorts rating these excerpts for trustworthiness (data not shown). Excerpts 03, 04, 05, and 06 all elicited median ratings in the middle range from 45 to 55, whereas excerpt 02 is a transitional excerpt between E01 and the middle range and E07 is a transitional excerpt between the middle range and the most trustworthy excerpts.

**Figure 3.** Trustworthiness ratings of the different excerpts in the negative control (no errors) condition. For each box, N=75.

**Cumulative Distributions Shifted Left by Errors**

Figure 4 shows how the errors in writing mechanics and incivility led to changes in the cumulative probability distributions for each of the excerpts. As expected, for each excerpt, compared with the negative control with no errors (black, thick dashed line), all three alterations (inappropriate capitalization (blue, thin dot-dash line), misspelling (magenta, thin dotted line), and both errors together (red, thick solid line) led to a decrease in the ratings of trustworthiness (ie, a leftward-upward shift in the curve). For most of the excerpts, at most points on the cumulative distribution curve, the combination of errors (both inappropriate capitalization and misspelling) led to decreases in trustworthiness ratings (ie, a shift left and up) compared with either of the single errors. That is, the lines for inappropriate capitalization only (blue, thin dot-dash) and misspelling only (magenta, thin dotted) fall between the thick black dashed line (no errors) and the red solid line (both errors); this result suggests that the two errors together have an additive or integrative effect.
Mixed Linear Effects Model With Four Conditions of Alteration

We tested these data in a mixed linear effects model (model 1), where trustworthiness rating was the dependent variable, whereas alteration (no errors/misspellings/inappropriate capitalization/both misspellings and inappropriate capitalization) and excerpts (1-9) were included as fixed effects. A random effect for participant was included in the model to account for clustering of observations within volunteers. The reference group/condition for this model was E05, with no literacy errors. This model (and the following model) was calculated with robust standard errors [60] to allow for the heteroskedasticity of the residuals. The results of model 1 are shown in Table 2. The intracluster correlation (correlation within the individuals) coefficient estimate for model 1 is 0.334 (95% CI 0.287 to 0.384).

There is strong evidence against each of the null hypotheses that inappropriate capitalization only (result 1), misspelled only (result 2), and both errors (result 3) do not affect trustworthiness ratings compared with the negative control group; stated positively, our data suggest that there is a statistically significant penalty to trustworthiness for inappropriate capitalization (result 1), misspelling (result 2), and for both errors together (result 3). Inappropriate capitalization reduces trustworthiness ratings by $-6.41$ (95% CI $-8.96$ to $-3.86$), and misspelling reduces trustworthiness ratings by $-8.86$ (95% CI $-11.61$ to $-6.11$). The effect on trustworthiness ratings of combining both inappropriate capitalization and misspellings together is $-14.33$ (95% CI $-17.11$ to $-11.55$), which appears to be an additive effect.

Our further analysis aimed to test whether there was likely to be either an additive or integrative effect [40] of combining inappropriate capitalization and misspelling. Such an effect should lead to a significantly larger trustworthiness penalty when both error types are combined compared with either error individually. To test for this, an alternative specification of the LME model of the same data was formulated (model 2). In model 2, the condition both errors was specified as an interaction between 2 binary variables, (1) misspelling and (2) capitalization errors, instead of considering all the errors as 4 conditions in a categorical independent variable. The specification of the rest of the model was identical to model 1. In this model (Table 3), the main effects and an interaction between them provide no evidence for an interaction effect between the 2 variables; that is, the main effects for inappropriate capitalization only and for misspelled only were as in the original model 1 (Table 2), whereas the coefficient for the interaction was not significantly different from zero. This supports the interpretation that the effects of the two error types are additive, rather than partially summative or synergistic.
<table>
<thead>
<tr>
<th>Categorical variables</th>
<th>Coefficient</th>
<th>Robust SE</th>
<th>P value</th>
<th>95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Alteration</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Caps only</td>
<td>−6.41</td>
<td>1.30</td>
<td>&lt;.001</td>
<td>−8.96 to −3.86</td>
</tr>
<tr>
<td>Misspelled</td>
<td>−8.86</td>
<td>1.40</td>
<td>&lt;.001</td>
<td>−11.61 to −6.11</td>
</tr>
<tr>
<td>Both errors</td>
<td>−14.33</td>
<td>1.42</td>
<td>&lt;.001</td>
<td>−17.11 to −11.55</td>
</tr>
<tr>
<td><strong>Excerpt</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>E01</td>
<td>−11.94</td>
<td>1.71</td>
<td>&lt;.001</td>
<td>−15.28 to −8.59</td>
</tr>
<tr>
<td>E02</td>
<td>−8.29</td>
<td>1.58</td>
<td>&lt;.001</td>
<td>−11.38 to −5.19</td>
</tr>
<tr>
<td>E03</td>
<td>−0.70</td>
<td>1.56</td>
<td>.65</td>
<td>−3.77 to 2.36</td>
</tr>
<tr>
<td>E04</td>
<td>0.03</td>
<td>1.54</td>
<td>.98</td>
<td>−2.99 to 3.05</td>
</tr>
<tr>
<td>E06</td>
<td>1.80</td>
<td>1.62</td>
<td>.27</td>
<td>−1.39 to 4.98</td>
</tr>
<tr>
<td>E07</td>
<td>6.19</td>
<td>1.71</td>
<td>&lt;.001</td>
<td>2.83 to 9.55</td>
</tr>
<tr>
<td>E08</td>
<td>14.75</td>
<td>1.53</td>
<td>&lt;.001</td>
<td>11.75 to 17.75</td>
</tr>
<tr>
<td>E09</td>
<td>14.22</td>
<td>1.46</td>
<td>&lt;.001</td>
<td>11.36 to 17.09</td>
</tr>
<tr>
<td>Constant</td>
<td>47.06</td>
<td>1.53</td>
<td>&lt;.001</td>
<td>44.06 to 50.06</td>
</tr>
</tbody>
</table>

Table 2. Mixed effect model 1 for trustworthiness rating, with errors and excerpts as fixed effects and a random effect for the clustering of data by participant.

Table 3. Model 2: Alternatively specified linear mixed effect model with 2 binary variables for capitalization and spelling errors and an interaction term to account for combining both types of error (all unlisted values are identical to above).

<table>
<thead>
<tr>
<th>Categorical variables</th>
<th>Coefficient</th>
<th>Robust SE</th>
<th>P value</th>
<th>95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Alteration</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Caps only</td>
<td>−6.41</td>
<td>1.30</td>
<td>&lt;.001</td>
<td>−8.96 to −3.86</td>
</tr>
<tr>
<td>Misspelled</td>
<td>−8.86</td>
<td>1.40</td>
<td>&lt;.001</td>
<td>−11.61 to −6.11</td>
</tr>
<tr>
<td>Interaction</td>
<td>0.94</td>
<td>1.68</td>
<td>.58</td>
<td>−2.34 to 4.24</td>
</tr>
</tbody>
</table>

The output for model 1 shows the following comparisons: (1) capitalization only versus no errors, (2) misspelled only versus no errors, and (3) both errors versus no errors. Table 4 shows the additional comparisons between (4) capitalization only versus misspelled only, (5) both errors versus misspelled only, and (6) capitalization only versus both errors.

Comparison 4 indicates there is weak evidence (P=.06) against the null hypothesis of no difference between the effects of capitalization only and misspelled only. That is, misspelled only leads to a larger trustworthiness penalty by $-2.45$ (95% CI $-5.02$ to $0.12$) compared with capitalization only. There is strong evidence against the null hypothesis of there being no difference between the effects of capitalization only versus both errors combined (comparison 6). Compared with capitalization only, the combination of both errors significantly reduces trustworthiness ratings by a further $-7.92$ (95% CI $-10.28$ to $-5.56$). Similarly, there is strong evidence against the null hypothesis of there being no difference between the effects of misspelled only and the combination of both errors (comparison 5). Compared with misspelling only, the combination of both errors leads to a further penalty to trustworthiness ratings of $-5.47$ (95% CI: $-7.83$ to $-3.11$).

Table 4. All possible alterations tested in between-group comparisons (model 1).

<table>
<thead>
<tr>
<th>Comparison</th>
<th>Coefficient</th>
<th>Robust SE</th>
<th>P value</th>
<th>95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1) Caps only versus no errors</td>
<td>−6.41</td>
<td>1.30</td>
<td>&lt;.001</td>
<td>−8.96 to −3.86</td>
</tr>
<tr>
<td>(2) Misspelled versus no errors</td>
<td>−8.86</td>
<td>1.40</td>
<td>&lt;.001</td>
<td>−11.61 to −6.11</td>
</tr>
<tr>
<td>(3) Both errors versus no errors</td>
<td>−14.33</td>
<td>1.42</td>
<td>&lt;.001</td>
<td>−17.11 to −11.55</td>
</tr>
<tr>
<td>(4) Caps only versus misspelled</td>
<td>2.45</td>
<td>1.31</td>
<td>.06</td>
<td>−0.12 to 5.02</td>
</tr>
<tr>
<td>(5) Both errors versus misspelled</td>
<td>−5.47</td>
<td>1.20</td>
<td>&lt;.001</td>
<td>−7.83 to −3.11</td>
</tr>
<tr>
<td>(6) Caps only versus both errors</td>
<td>7.92</td>
<td>1.20</td>
<td>&lt;.001</td>
<td>5.56 to 10.28</td>
</tr>
</tbody>
</table>
Statistically Significant Differences Between the Excerpts

In model 1, when compared with E05, the effect of the various excerpts’ contents on trustworthiness ratings varies from −11.93 to 14.75 (a range of 26.68). This range is roughly twice as large as the effect of both errors (−14.33), suggesting that the errors in incivility and writing mechanics that we tested can together have an overall effect of nearly half of the effects of the content of the excerpts we tested.

Discussion

Original Contributions

This study sought to quantitatively determine how two different errors of writing mechanics (contributing to incivility) combine to penalize subjective ratings of trustworthiness in the medically relevant context of materials typical of an unmoderated online health forum. Using an LME model of a suitably powered study, we found that all three interventions (inappropriate capitalization, misspelling, and the combination of the two) were significantly different from the negative control (no added errors or incivility), which clearly answers RQ1. The data also show that (for these 70- to 100-word long excerpts about multiple sclerosis), the trustworthiness penalty for 5 instances of inappropriate capitalization was of a similar magnitude to the penalty for 5 instances of misspelling. Note that there was a trend for the penalty of misspellings to be larger, but as a generalized rule, the 2 are similar in magnitude, and the precise difference will depend on exactly how many words and which words are capitalized or misspelled. This finding answers RQ2. Finally, with a combination of different LME models, the data show that the combination of two different types of errors had a significantly greater trustworthiness penalty than either of the error types alone, and that the effect in this study was almost perfectly additive (RQ3); thus, the effects of the combination of errors were integrative [40] rather than a simplified heuristic such as take-the-best [48], multiplicative, or affected by ceiling effects in this study. This begins to answer the question recently posed of how spelling interacts with other quality indicators on credibility [57]. To the best of our knowledge, this is the first study that was specifically designed to test and quantify these kinds of specific additive effects on trustworthiness independently of the lay participants’ insight.

We also showed that the stimulus excerpts that we designed are appropriate for studies that test the trustworthiness of online health information independently of lay insight. Although our study did not preclude lay insight (ie, participants might notice that some words were misspelled), the study was not dependent on such insight, which is useful for interrogating intuitive evaluations of information (ie, cost-benefit analyses [6]). In this study, the semantic content of the excerpts engendered consistent effects on trustworthiness ratings (at least among this type of online psychology experiment cohort, see Figure 3). In addition, this is the first time that numerical values have been gathered for the isolated effects of inappropriate capitalization.

The Results in Context

This study reaffirms an earlier observation that incivility decreases message credibility [38,39]. As suggested previously, inappropriate capitalization (shouting) is histrionic and induces a strong effect of incivility on readers’ subjective ratings [37]. In our study, the effect of shouting text showed a trend for eliciting a smaller trustworthiness penalty than the effect of similar quantity of misspelling. One could easily speculate about new experiments where we might change the quantities of literacy errors; our experiment used either 5 misspellings or 5 shouting phrases, but one could run experiments to titrate errors, for example, to determine the relative effects of 3 misspellings or 10 inappropriate capitalizations. Furthermore, the effects of text shouting may be moderated by whether the statements are controversial [38]. We deliberately chose statements about multiple sclerosis that would be unfamiliar to the general public. This lack of familiarity makes the content and context not particularly emotional or controversial, likely weakening the effect of inappropriate capitalization.

The debate between how accessibility (ie, cost and speed) versus information quality (ie, accuracy and presumed benefit) quantitatively affect the use of (and search for) information continues [13]. Categorical frameworks have long been proposed to provide a theoretical underpinning for the factors, grouping specific elements that influence perceptions of trustworthiness in a variety of ways. The most well-known 2-category grouping of factors affecting how people respond to communication is Petty and Cacioppo’s ELM for persuasion [56], in which elements contributing to a central pathway (eg, argument quality) are complemented by seemingly less rational elements that contribute to a peripheral pathway (eg, website design) [20,41]. Another two-category persuasion model that has been used to explain online trustworthiness is Chaiken’s dichotomy of heuristics versus systematic information [61,62]. In both the Heuristic-Systematic Model and the ELM, diminishing motivation/involvement (or diminishing user dependency [45]) is associated with a switch from focusing on the effortful systematic evaluation of information (quality) to low-effort heuristics (accessibility).

In purchasing decisions, the type of product affects how strongly grammar and mechanics errors affect credibility [30]. In particular, experience goods (nontechnical items such as body lotion that are used personally) are more affected by grammar and writing mechanics than search goods (technical items such as printers). The implication is that when objective signals about trustworthiness are absent, heuristics play a stronger role [56,61]. In this study, where laypersons made judgments about unfamiliar medical issues, we might expect to find a stronger response to misspelling and capitalization. A necessary future approach is to repeat this experiment with multiple sclerosis patients who would exhibit user dependence when evaluating the statements [45].

Limitations

Our study had several important constraints. We deliberately tested laypersons’ judgments on unfamiliar ideas about multiple sclerosis and showed that literacy errors can have a strong effect. Nevertheless, this effect may be smaller in a cohort that is more
dependent on knowing the information. In particular, if readers are dependent, then preexisting points of view and feeling of homophily [63] will influence perceived credibility, in a way that would not influence the general public with less interest in statements for and about multiple sclerosis.

It is also notable that in this study, the highest mean trustworthiness rating was 62.3 (0-100 scale), despite the statement being medically correct. Multiple factors may account for why this mean rating is not higher for trustworthiness. For example, participants in this psychology experiment saw the statements in vacuo, so that they could not verify the statement, check source credibility, or look for crowd consensus [8]. In real-life situations, other aspects of trustworthiness may dominate, and among some individuals, there may be ceiling and floor effects within this dataset, given the very wide standard deviations.

**Conclusions**

In civility and literacy competence are proposed factors in how lay web users assess the trustworthiness of online health information. These results support Lederman et al’s [8] theory of credibility assessment in online forums; the results also fit with Anderson’s [40] description of integrative assessment of multiple cues. Here, we have shown that literacy competence errors have additive effects. The additive effects are strikingly precise. This implies that when people make seemingly rapid judgments about the trustworthiness of online text—no more than rough estimates—that their intuitive estimates seemingly add up quite accurately, at least at the population level. This completely vitiates binary models of judgment where a writer is judged as either competent or incompetent, with no further penalty for additional errors in writing mechanics [57]. The implication for writers is that for this level of errors (5 in 1 paragraph), multiple errors can add up.

Many other factors also contribute to trustworthiness, notably the argument quality of the content (logic), verification with other sources, reference credibility, and crowd consensus [8]. How these additional factors interplay with literacy competence will require further extensive research. A start would be to determine how persons with multiple sclerosis (with similar education levels to our current cohort) respond to these stimulus excerpts, as those readers would understand the information in a more self-relevant context.
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Abstract

Background: Three main changes were implemented in the Australian National Cervical Screening Program (NCSP) in December 2017: an increase in the recommended age to start screening, extended screening intervals, and change from the Pap test to primary human papillomavirus screening (cervical screening test). The internet is a readily accessible source of information to explain the reasons for these changes to the public. It is important that web-based health information about changes to national screening programs is accessible and understandable for the general population.

Objective: This study aimed to evaluate Australian web-based resources that provide information about the changes to the cervical screening program.

Methods: The term cervical screening was searched in 3 search engines. The first 10 relevant results across the first 3 pages of each search engine were selected. Overall, 2 authors independently evaluated each website for readability (Flesch Reading Ease [FRE], Flesch-Kincaid Grade Level, and Simple Measure of Gobbledygook [SMOG] index), quality of information (Patient Education Materials Assessment Tool [PEMAT] for printable materials), credibility (Journal of the American Medical Association [JAMA] benchmark criteria and presence of Health on the Net Foundation code of conduct [HONcode] certification), website design, and usability with 5 simulation questions to assess the relevance of information. A descriptive analysis was conducted for the readability measures, PEMAT, and the JAMA benchmark criteria.

Results: Of the 49 websites identified in the search, 15 were eligible for inclusion. The consumer-focused websites were classed as fairly difficult to read (mean FRE score 51.8, SD 13.3). The highest FRE score (easiest to read) was 70.4 (Cancer Council Australia Cervical Screening Consumer Site), and the lowest FRE score (most difficult to read) was 33.0 (NCSP Clinical Guidelines). A total of 9 consumer-focused websites and 4 health care provider–focused websites met the recommended threshold (sixth to eighth grade; SMOG index) for readability. The mean PEMAT understandability scores were 87.7% (SD 6.0%) for consumer-focused websites and 64.9% (SD 13.8%) for health care provider–focused websites. The mean actionability scores were 58.1% (SD 19.1%) for consumer-focused websites and 36.7% (SD 11.0%) for health care provider–focused websites. Moreover, 9 consumer-focused and 3 health care provider–focused websites scored above 70% for understandability, and 2 consumer-focused websites had an actionability score above 70%. A total of 3 websites met all 4 of the JAMA benchmark criteria, and 2 websites displayed the HONcode.

Conclusions: It is important for women to have access to information that is at an appropriate reading level to better understand the implications of the changes to the cervical screening program. These findings can help health care providers direct their patients toward websites that provide information on cervical screening that is written at accessible reading levels and has high understandability.
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Introduction

Background

In Australia, the latest figures for cervical screening from 2017 to 2018 show a 2-year participation rate of 53% for women aged 25 to 69 years [1] and an overall incidence of cervical cancer at 7 cases per 100,000 women [2]. Prevention of cervical cancer through the Australian National Cervical Screening Program (NCSP) was first introduced in 1991 and screened women aged 18 to 69 years every 2 years using cytology-based screening (Pap smear). The program was renewed in December 2017, and women aged 25 to 74 years are screened every 5 years using primary human papillomavirus (HPV) screening (Cervical Screening Test) [3]. This renewal was based on a greater understanding of the natural history of HPV and cervical cancer, successful uptake of the HPV vaccination leading to a subsequent reduction in vaccine-related HPV types, evidence that the HPV test is more sensitive than the Pap smear, and economic modeling demonstrating HPV screening to be more cost-effective [3]. Recent modeling studies have predicted that the new program will reduce the incidence and mortality of cervical cancer in vaccinated women by 31% and 36%, respectively [3,4]. A limited understanding of the rationale behind these changes has been demonstrated by the general population [5,6]. This highlights a need for information explaining these changes that is easy to understand and access to not undermine the confidence women have in the screening program.

Almost 80% of Australians now use the internet as a source of health information, suggesting that the internet could be a powerful tool to educate and inform readers, with the potential to alleviate anxiety or concern [7]. As health models lean toward greater patient empowerment, patients may feel a greater sense of responsibility for their health care. However, because of the largely unrestricted nature of the internet and limited governance, there is a risk that users may be exposed to inaccurate, unreliable, biased, or potentially harmful information [8]. Exposure to information that is not presented in an accessible manner may cause unnecessary anxiety and distress. This could result in inappropriate care or people ignoring evidence-based recommendations because of being exposed to contradictory information [9].

Moreover, health information is only useful if it can be understood by the target population. The ability to read and understand written text is key for the comprehension of health information. Readability tools can measure the reading ability needed to understand the information presented. South Australia Health recommends that the readability level for health information is grade 8 (12-14 years old with 8 years of Australian education) [10,11]. In the United States, the National Institutes of Health and the American Medical Association recommend patient education materials to be written at or below the sixth-grade reading level (age 11 or 12 years), whereas the Joint Commission recommends a fifth-grade level (age 10 or 11 years) or lower [12]. There are limitations to using only readability measures to evaluate health care information [13], so it is important to ensure that web-based health information is of sufficient quality and is suitable to people from diverse backgrounds and varying levels of health literacy. Web-based health information may also require higher literacy levels than printed patient education materials, as previous studies have demonstrated that web-based patient education materials are often written above the recommended reading level of grades 6 to 8 [14-17], and these may be perceived as more difficult than print materials [13].

There is little to no value of health information that is trustworthy and credible if it cannot be easily understood and acted upon by the general population. A commonly cited disadvantage of web-based health information is the inability of consumers to evaluate the quality of websites [9,18]. In addition to being able to read health care information, consumers need to be able to understand the information presented, evaluate the credibility of websites, and find the information they are looking for.

Objectives

To the best of our knowledge, no previous research has evaluated the readability of health information provided on websites about cervical screening in Australia, particularly regarding the changes to the NCSP. Therefore, this study aimed to evaluate the information available on the internet regarding the renewal of the NCSP in Australia, with a particular focus on website readability, understandability, design, credibility, and usability.

Methods

Identification of Websites

In April 2019, the term cervical screening was searched for in Australian versions of the 3 most popular search engines: Google, Yahoo, and Bing. The incognito window on Google Chrome was used to conduct the search, and browser history, cache, and cookies were cleared before running the search to ensure that previous searches would not impact the search results. The first 10 relevant results from the first 3 pages of results from each search engine were selected. Relevant websites (in the English language and related to cervical screening) were identified from each search engine, and any duplicate websites were removed and noted. Websites were excluded if they were advertisements, news reports, Wikipedia pages, social media pages, online discussion forums, blogs, videos, books, articles, or private websites.

Measures

Readability

Readability was measured using Flesch Reading Ease (FRE), Flesch-Kincaid Grade Level (FKGL) [19], and the Simple Measure of Gobbledygook (SMOG) index [20].
Flesch Reading Ease and Flesch-Kincaid Grade Level

FRE uses a formula based on the average number of syllables, words per sentence, and the number of sentences to generate a readability score between 0 and 100 (Multimedia Appendix 1). Higher scores indicate greater ease of comprehension. A readability score above 60 is considered easy to follow by the general population [19]. The FRE has high reproducibility and correlation with other readability measures [21].

FKGL is a modified version of the FRE that generates the average US grade level required to understand the information. For example, an FKGL score of 8 indicates that the text can be understood by readers who have completed the equivalent of US grade 8 (Australian year 8; approximate age of 12-14 years) [19,22].

Simple Measure of Gobbledygook Index

The SMOG index assesses 10 consecutive sentences at the beginning, middle, and end of the relevant text and counts the number of polysyllabic words in each sentence [20]. These results are entered into a formula to establish the required grade level. A SMOG score of 3 to 8, 9 to 12, and 13 to 18 indicates that completion of primary, secondary, or tertiary education, respectively, is required to understand the information. For both FKGL and the SMOG index, a higher score indicates that a higher education level is required to understand the information.

The combination of our chosen readability measures (FRE, FKGL, and the SMOG index) is considered optimal, as they have been validated in the context of web-based health information and have high reliability for analyzing biomedical information [21].

Understandability and Actionability

The websites were evaluated for understandability and actionability using the validated Patient Education Materials Assessment Tool (PEMAT) for printable materials [23]. The PEMAT consists of 2 subscales: (1) understandability, which is a measure of the extent to which patient education materials can be understood by people of varying health literacy levels and diverse backgrounds; and (2) actionability, which measures how well a health consumer is able to identify what action to take based on the information provided [23]. Items are given a score of either 0 (disagree) or 1 (agree), with some items having a not applicable option. Final scores are calculated as a percentage of agree responses for all items, excluding those rated as not applicable. Higher percentages indicate higher understandability or actionability. A score higher than 70% indicates that materials are understandable and/or actionable [18]. As actionability was less relevant to this context, it was given less weight when determining the best overall website.

Website Credibility

Health on the Net Foundation Code of Conduct

The Health on the Net (HON) Foundation created a code of conduct that allows certified websites to display the Health on the Net Foundation code of conduct (HONcode) logo as a seal of approval [24]. The HONcode is recognized as an ethical code for websites and is based on 8 principles: authority, complementarity, privacy policy, attribution and date, justifiability, transparency, financial disclosure, and advertising policy. Website developers or information providers can apply for membership and request HONcode certification free of charge. The HONcode seal of approval is given to websites that comply with the principles mentioned earlier. Each website was evaluated for the presence of the HONcode logo.

Journal of the American Medical Association Benchmark

The Journal of the American Medical Association (JAMA) benchmark criteria enable the reader to easily discredit websites that lack reliability and transparency [25]. The criteria are as follows: (1) authorship—provides details about authors, contributors, affiliations, and credentials; (2) attribution—all references, sources, and copyright information to be provided; (3) currency—provision of the dates that content was updated; and (4) disclosure—website ownership, sponsorship, advertising policies, and potential conflicts of interest are prominently disclosed [25]. Websites were evaluated against each of the 4 benchmarks and given 1 point for each criterion met (final score 0-4).

Website Design

We used information on readability from the National Institute of Adult Continuing Education (NIACE) [26] to evaluate the design features that make the content of health care information more accessible and easier to understand (Multimedia Appendix 2). We analyzed the use of clear and distinct font styles (NIACE recommends fonts similar to Helvetica) and the adaptability of text (the ability to change the text size) and responsive web design (ie, the website displays differently according to the type of device, screen size, and orientation). Google Chrome features a toggle device toolbar, which allows the user to view how a website will be displayed on different screen sizes. We tested the responsiveness of each website by emulating different device types. We analyzed whether the font size appropriately reflected the purpose of the text (eg, larger text size for titles and headings). We also assessed whether the information was broken into chunks of text separated by white space as well as the presence and relevance of illustrations.

Usability: Simulation Questions

To emulate real life, 2 researchers, separately and independently, attempted to answer the following questions that women are likely to have related to the renewed NCSP: (1) Why did they change the interval from 2 to 5 years? (2) Why did they change the test? (3) Why did they change the age? (4) What are the benefits of the new test? and (5) Who should have the new test? Each researcher assessed whether the question was answered, and if yes, how well it was answered and how long it took to find the answer. The average time taken by both researchers was reported.

Analysis

Readability statistics were obtained by copying and pasting each website URL into a web-based analysis tool, the Readability Test Tool [27], which uses an algorithm to calculate readability measures. If there were several pages on a website, statistics for each page were obtained, and the mean was calculated. An exception to this was if a website had a publications and resources page; the statistics for this page were
not calculated. The analysis was stratified by the intended audience: consumer focused versus health care provider focused. Websites were categorized according to their primary target audience (i.e., websites with most content aimed toward consumers were treated as consumer focused).

The quality of websites was evaluated by 2 independent researchers using Microsoft Excel. A third researcher independently coded 40% (6/15) of the websites. Descriptive statistics were calculated using IBM SPSS version 25. Means and SDs were calculated for understandability and actionability (PEMAT), readability statistics (FRE, FKGL, and SMOG), and JAMA benchmark criteria. Interrater reliability between the 2 reviewers was assessed using the Cohen kappa coefficient. Correlations between PEMAT and readability measures were calculated using the Pearson correlation coefficient. The Kruskal-Wallis test was conducted to detect differences in mean readability, understandability, actionability, and JAMA benchmark scores between consumer-focused and health care provider–focused websites.

**Ethical Approval**
Ethical approval was not required, as the websites were in the public domain, and no human participants were involved.

### Results

**Search Results**
A total of 49 websites were identified using Google (n=16), Yahoo (n=15), and Bing (n=18; Multimedia Appendix 3). After applying the exclusion criteria, 15 unique websites remained and were included in the evaluation (Figure 1). Duplicates (n=31) were excluded; therefore, a greater number of eligible websites were included from Google (n=10), Yahoo (n=1), and Bing (n=4; full URLs can be found in Multimedia Appendix 3). The included websites were federal (Cancer Australia) or state government–owned (e.g., Cancer Institute NSW), government-funded (Health Direct) or nongovernmental organizations (Cancer Council). Of the 15 included websites, 10 were targeted toward consumers, and 5 were targeted toward health care providers, including National Prescribing Service (NPS) MedicineWise that consisted of training modules for health care providers. In addition, 4 websites had information for both consumers and health care providers but were categorized according to the primary target audience. Abbreviations, target audience, and organizations of websites included in the analysis are described in Multimedia Appendix 4.

**Figure 1.** Flow diagram of inclusion and exclusion of websites for evaluation.
Readability

The mean FRE of consumer-focused websites was 51.8 (SD 13.3; Table 1), which is considered fairly difficult to read. Health care provider–focused websites were considered difficult to read, with a mean FRE of 43.7 (SD 7.3). Of the consumer-focused websites, the Cancer Council Australia Cervical Screening Consumer Site had the highest FRE (70.4; Table 2), and the Cancer Council Australia Main Site had the lowest FRE (37.8). Consumer-focused websites had a mean reading grade level of 7.8 (SD 1.5), compared with a mean reading grade level of 8.1 (SD 1.4; Table 1) for health care provider–focused sites. Health Direct was the only website to score below the US-recommended sixth-grade level using the FKGL (Table 2). The mean SMOG index of consumer-focused sites was 6.7 (SD 1.2), compared with a mean SMOG index of 7.5 (SD 0.7; Table 1) for health care provider–focused sites. The SMOG index ranged from 4.6 (Cancer Australia Cervical Screening) to 9.1 (Victoria Cervical Screening Program [CSP]). Overall, 13 out of 15 (87%) of all included websites (9 consumer focused and health care provider–focused) scored between the sixth and eighth grade reading level using the SMOG index. Victoria CSP had the highest grade level (FKGL and SMOG) and the lowest reading ease (FRE). The differences in the FRE, FKGL, and SMOG index scores of consumer-focused and health care provider–focused websites were not statistically significant.

Table 1. Descriptive statistics of included websites by target audience.

<table>
<thead>
<tr>
<th>Target audience of website</th>
<th>Flesch Reading Ease&lt;sup&gt;a&lt;/sup&gt; (0-100)</th>
<th>Flesch-Kincaid Grade Level&lt;sup&gt;b&lt;/sup&gt; (0-12)</th>
<th>SMOG&lt;sup&gt;c&lt;/sup&gt; index (3-18)</th>
<th>PEMAT&lt;sup&gt;d&lt;/sup&gt; understandability&lt;sup&gt;e&lt;/sup&gt; (0-100)</th>
<th>PEMAT actionability&lt;sup&gt;e&lt;/sup&gt; (0-100)</th>
<th>JAMA&lt;sup&gt;f&lt;/sup&gt; benchmark criteria&lt;sup&gt;g&lt;/sup&gt; (0-4)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Consumers (n=10)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>51.8 (13.3)</td>
<td>7.8 (1.5)</td>
<td>6.7 (1.2)</td>
<td>87.7 (6.0)</td>
<td>58.1 (19.1)</td>
<td>2.4 (0.8)</td>
</tr>
<tr>
<td>Median</td>
<td>50.0</td>
<td>7.6</td>
<td>6.8</td>
<td>90.0</td>
<td>60.0</td>
<td>2.0</td>
</tr>
<tr>
<td>Range</td>
<td>36.4-70.4</td>
<td>5.9-10.4</td>
<td>4.6-9.1</td>
<td>75.0-93.0</td>
<td>20.0-93.3</td>
<td>1.0-4.0</td>
</tr>
<tr>
<td>Health care providers (n=5)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>43.7 (7.3)</td>
<td>8.8 (1.1)</td>
<td>7.5 (0.7)</td>
<td>64.9 (13.8)</td>
<td>36.7 (11.0)</td>
<td>2.6 (1.3)</td>
</tr>
<tr>
<td>Median</td>
<td>44.4</td>
<td>8.6</td>
<td>7.3</td>
<td>69.2</td>
<td>40.0</td>
<td>2.0</td>
</tr>
<tr>
<td>Range</td>
<td>33.0-53.3</td>
<td>7.8-10.7</td>
<td>6.7-8.7</td>
<td>64.3-77.8</td>
<td>20.0-40.0</td>
<td>2.0-4.0</td>
</tr>
<tr>
<td>All (n=15)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>48.9 (11.9)</td>
<td>8.1 (1.4)</td>
<td>7.0 (1.1)</td>
<td>79.0 (14.5)</td>
<td>51.0 (18.2)</td>
<td>2.3 (1.1)</td>
</tr>
<tr>
<td>Median</td>
<td>45.0</td>
<td>8.2</td>
<td>6.9</td>
<td>83.6</td>
<td>85.0</td>
<td>2.0</td>
</tr>
<tr>
<td>Range</td>
<td>33.0-70.4</td>
<td>5.9-10.7</td>
<td>4.6-9.1</td>
<td>64.3-93.0</td>
<td>20.0-60.0</td>
<td>1.0-4.0</td>
</tr>
</tbody>
</table>

<sup>a</sup>A Flesch reading ease score of 60 or higher is considered easy to read by the general public.

<sup>b</sup>Lower Flesch-Kincaid grade level and SMOG index indicate that content is easier to read. It is recommended that information is written between grades 6 and 8 (with grade 6 being easier to read).

<sup>c</sup>SMOG: Simple Measure of Gobbledygook.

<sup>d</sup>PEMAT: Patient Education Materials Assessment tool.

<sup>e</sup>A PEMAT score of 70 or higher indicates that content is understandable and/or actionable.

<sup>f</sup>JAMA: Journal of the American Medical Association.

<sup>g</sup>Scores represent the mean number of JAMA benchmark criteria satisfied. Websites were evaluated against each of the 4 benchmarks (authorship, attribution, currency, and disclosure) and given 1 point for each criterion met.
Table 2. Readability, Patient Education Materials Assessment Tool for Printable Materials (PEMAT-P) scores, and credibility of included websites.

<table>
<thead>
<tr>
<th>Search engine and website</th>
<th>Readability</th>
<th>PEMAT&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Credibility</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Google</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Consumer focused</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NCSP&lt;sup&gt;i&lt;/sup&gt;</td>
<td>60.6</td>
<td>6.9</td>
<td>93.0</td>
</tr>
<tr>
<td>CCA&lt;sup&gt;j&lt;/sup&gt; main site</td>
<td>37.8</td>
<td>8.9</td>
<td>5.7</td>
</tr>
<tr>
<td>CCA cervical screening</td>
<td>70.4</td>
<td>6.3</td>
<td>6.8</td>
</tr>
<tr>
<td>consumer site</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Health Direct</td>
<td>68.1</td>
<td>5.9</td>
<td>6.6</td>
</tr>
<tr>
<td>Jean Hailes</td>
<td>56.2</td>
<td>6.9</td>
<td>6.1</td>
</tr>
<tr>
<td>WA&lt;sup&gt;k&lt;/sup&gt; CSP&lt;sup&gt;l&lt;/sup&gt;</td>
<td>60.4</td>
<td>6.8</td>
<td>6.9</td>
</tr>
<tr>
<td>NSW&lt;sup&gt;m&lt;/sup&gt; CSP</td>
<td>49.5</td>
<td>7.6</td>
<td>6.4</td>
</tr>
<tr>
<td>Victoria CSP</td>
<td>36.4</td>
<td>10.4</td>
<td>9.1</td>
</tr>
<tr>
<td>Queensland CSP (A)</td>
<td>44.4</td>
<td>8.2</td>
<td>6.7</td>
</tr>
<tr>
<td><strong>Health care provider focused</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RACGP&lt;sup&gt;n&lt;/sup&gt;</td>
<td>42.2</td>
<td>8.8</td>
<td>7.2</td>
</tr>
<tr>
<td><strong>Yahoo</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Consumer focused</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cancer Australia cervical</td>
<td>40.7</td>
<td>8.1</td>
<td>4.6</td>
</tr>
<tr>
<td>screening</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Bing</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Health care provider focused</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Queensland CSP (B)</td>
<td>39.2</td>
<td>8.8</td>
<td>6.5</td>
</tr>
<tr>
<td>NPS&lt;sup&gt;o&lt;/sup&gt; MedicineWise</td>
<td>53.3</td>
<td>7.8</td>
<td>7.5</td>
</tr>
<tr>
<td>NCSP clinical guidelines</td>
<td>33.0</td>
<td>10.7</td>
<td>8.7</td>
</tr>
<tr>
<td>NCSR&lt;sup&gt;p&lt;/sup&gt;</td>
<td>45.5</td>
<td>8.6</td>
<td>7.3</td>
</tr>
</tbody>
</table>

<sup>a</sup>PEMAT: Patient Education Materials Assessment Tool.
<sup>b</sup>A Flesch Reading Ease score of 60 or higher is considered easy to read by the general public.
<sup>c</sup>Lower Flesch-Kincaid Grade Level and SMOG index indicate content is easier to read. It is recommended that information is written between grade 6 and 8 (with grade 6 being easier to read).
<sup>d</sup>SMOG: Simple Measure of Gobbledygook.
<sup>e</sup>A PEMAT score of 70 or higher indicates content is understandable and/or actionable.
<sup>f</sup>HONCode: Health on the Net Foundation code of conduct.
<sup>g</sup>JAMA: Journal of the American Medical Association.
<sup>h</sup>Websites were evaluated against each of the 4 JAMA benchmark criteria: authorship (Au), attribution (At), disclosure (D), and currency (C).
<sup>i</sup>NCSP: National Cervical Screening Program.
<sup>j</sup>CCA: Cancer Council Australia.
<sup>k</sup>WA: Western Australia.
<sup>l</sup>CSP: cervical screening program.
<sup>m</sup>NSW: New South Wales.
<sup>n</sup>RACGP: Royal Australian College of General Practitioners.
<sup>o</sup>NPS: National Prescribing Service.
<sup>p</sup>NCSR: National Cancer Screening Register.
Understandability and Actionability

The mean understandability score of consumer-focused websites was significantly higher than that of health care provider–focused websites (87.7%, SD 6.0% vs 64.9%, SD 13.8%; $X^2_1=6.9; P=.01$). Overall, 90% (9/10) of consumer-focused websites and 80% (4/5) of health care-provider focused websites met or exceeded the 70% threshold for understandability. The mean PEMAT actionability score was significantly higher in consumer-focused websites than in health care provider–focused websites (58.1%, SD 19.1% vs 36.7%, SD 11.0%; $X^2_1=4.8; P=.04$). Two consumer-focused websites met the threshold for actionability, whereas no health care provider-focused website was found to have actionable information. The NCSP Main Site and Jean Hailes were the only 2 websites to score over 70% in both the understandability and actionability domains. Interrater reliability was substantial for PEMAT ratings with 0.73 for understandability and 0.75 for actionability.

All 15 websites made their purpose evident and defined terms; however, only 13% (2/15; Table 3) of websites were judged as using visual aids whenever possible, and 53% (8/15) of the websites were judged to use the active voice. All consumer-focused websites, and 60% (3/5; Table 3) of health care provider-focused websites identified at least one action for the reader to take. Overall, 53% (8/15) of websites broke down the action into explicit steps, and 7% (1/15) of websites provided tangible tools whenever possible to help the reader take action. A correlation analysis was conducted between the FRE and PEMAT understandability to determine if websites that were easier to read were also easier to understand. There was no significant correlation found between reading ease and understandability.
Table 3. Percentage of agree responses on Patient Education Materials Assessment Tool (PEMAT) for Printable Materials items of the 15 included websites.

<table>
<thead>
<tr>
<th>PEMATa items</th>
<th>Agree, n (%)b</th>
<th>Consumer-focused websites</th>
<th>Health care provider-focused websites</th>
<th>All websites</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Understandability</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Content</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Makes its purpose completely evident</td>
<td>10 (100)</td>
<td>5 (100)</td>
<td>15 (100)</td>
<td></td>
</tr>
<tr>
<td>No distracting information</td>
<td>10 (100)</td>
<td>5 (100)</td>
<td>15 (100)</td>
<td></td>
</tr>
<tr>
<td><strong>Word choice and style</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Common everyday language</td>
<td>10 (100)</td>
<td>3 (60)</td>
<td>13 (87)</td>
<td></td>
</tr>
<tr>
<td>Medical terms are defined and used only to familiarize readers</td>
<td>10 (100)</td>
<td>3 (60)</td>
<td>13 (87)</td>
<td></td>
</tr>
<tr>
<td>Active voice</td>
<td>6 (60)</td>
<td>2 (40)</td>
<td>8 (53)</td>
<td></td>
</tr>
<tr>
<td><strong>Use of numbers</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Numbers are clear and easy to understandc</td>
<td>5(100)</td>
<td>3(75)</td>
<td>8 (73)</td>
<td></td>
</tr>
<tr>
<td>Does not expect readers to do calculations</td>
<td>10 (100)</td>
<td>5 (100)</td>
<td>10 (100)</td>
<td></td>
</tr>
<tr>
<td><strong>Organization</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Chunks information into short sectionsd</td>
<td>9 (100)</td>
<td>3 (100)</td>
<td>12 (100)</td>
<td></td>
</tr>
<tr>
<td>Sections have informative headingsd</td>
<td>9 (100)</td>
<td>3 (100)</td>
<td>12 (100)</td>
<td></td>
</tr>
<tr>
<td>Presents information in a logical sequence</td>
<td>10 (100)</td>
<td>5(100)</td>
<td>15 (100)</td>
<td></td>
</tr>
<tr>
<td>Provides a summaryd</td>
<td>6 (67)</td>
<td>2 (67)</td>
<td>8 (67)</td>
<td></td>
</tr>
<tr>
<td><strong>Layout and design</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Provides visual cues whenever possible</td>
<td>9 (90)</td>
<td>4 (80)</td>
<td>13 (87)</td>
<td></td>
</tr>
<tr>
<td><strong>Use of VAe</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Uses VA whenever possible</td>
<td>2 (20)</td>
<td>0 (0)</td>
<td>2 (13)</td>
<td></td>
</tr>
<tr>
<td>VA reinforce rather than distractf</td>
<td>4 (100)</td>
<td>1 (100)</td>
<td>5 (100)</td>
<td></td>
</tr>
<tr>
<td>VA have clear titles and captionsf</td>
<td>2 (50)</td>
<td>1 (100)</td>
<td>3 (60)</td>
<td></td>
</tr>
<tr>
<td>VA are clear and unclutteredf</td>
<td>4 (100)</td>
<td>1 (100)</td>
<td>5 (100)</td>
<td></td>
</tr>
<tr>
<td>Tables are simple with short, clear row and column headingsg</td>
<td>3 (100)</td>
<td>1 (100)</td>
<td>4 (100)</td>
<td></td>
</tr>
<tr>
<td><strong>Actionability</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Identifies at least one action for the user</td>
<td>10 (100)</td>
<td>3 (60)</td>
<td>13 (87)</td>
<td></td>
</tr>
<tr>
<td>Addresses the user directly</td>
<td>9 (90)</td>
<td>3 (60)</td>
<td>11 (73)</td>
<td></td>
</tr>
<tr>
<td>Breaks down actions into explicit steps</td>
<td>6 (60)</td>
<td>2 (40)</td>
<td>8 (53)</td>
<td></td>
</tr>
<tr>
<td>Provides tangible tools whenever it could help</td>
<td>0 (0)</td>
<td>1 (20)</td>
<td>1 (7)</td>
<td></td>
</tr>
<tr>
<td>Instructions and examples for calculationsh</td>
<td>N/Ai</td>
<td>N/A</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td>Explains how to use the charts, diagrams etcj</td>
<td>2 (100)</td>
<td>0 (0)</td>
<td>2 (67)</td>
<td></td>
</tr>
<tr>
<td>Uses VA whenever possible to help take action</td>
<td>2 (20)</td>
<td>2 (40)</td>
<td>4 (27)</td>
<td></td>
</tr>
</tbody>
</table>

aPEMAT: patient education materials assessment tool.
bAgree (%) was calculated by the following formula: total number of agrees/total number of applicable websites.
cNot applicable for 4 websites.
dNot applicable for 3 websites.
eVA: visual aids.
fNot applicable for 10 websites.
gNot applicable for 2 websites.
Credibility: Journal of the American Medical Association Benchmark Criteria and Health on the Net Foundation Code of Conduct

Overall, 3 websites met all 4 of the JAMA benchmark criteria (Cancer Council Australia Main Site, NCSP Clinical Guidelines, and the Royal Australian College of General Practitioners [RACGP]). The mean number of JAMA benchmark criteria satisfied was 2.4, ranging from 1 to 4. Overall, currency was the most well-adhered principle, with 8 of 10 consumer-focused and 4 of 5 health care provider–focused websites providing update information (Table 4). Authorship was the most commonly missed criteria, with only 3 consumer-focused and 3 health care provider–focused websites properly attributing the authors of information, including their qualifications and affiliations. There was no significant difference in the mean number of criteria satisfied between consumer-focused and health care provider–focused websites.

The HONcode was only present on 2 websites (NPS MedicineWise and Health Direct; Table 2). No websites displayed an explicit conflict of interest statement (represented as part of the disclosure criteria); therefore, the existence of any actual or potential conflicts cannot be determined. RACGP provided a link to a conflict of interest management policy, which states that no one with a conflict of interest can be involved in the decision-making process. NCSP Clinical Guidelines provided a register of all interests, leaving it up to the end user to determine the presence and significance of any conflict.

Table 4. Number of included websites adhering to the Journal of the American Medical Association benchmark criteria.

<table>
<thead>
<tr>
<th>JAMA benchmark criteria</th>
<th>Consumer-focused websites</th>
<th>Health care provider–focused websites</th>
<th>All websites</th>
</tr>
</thead>
<tbody>
<tr>
<td>Authorship</td>
<td>3 (30)</td>
<td>3 (60)</td>
<td>6 (40)</td>
</tr>
<tr>
<td>Attribution</td>
<td>6 (60)</td>
<td>2 (40)</td>
<td>8 (53)</td>
</tr>
<tr>
<td>Disclosure</td>
<td>7 (70)</td>
<td>4 (80)</td>
<td>11 (73)</td>
</tr>
<tr>
<td>Currency</td>
<td>8 (80)</td>
<td>4 (80)</td>
<td>12 (80)</td>
</tr>
</tbody>
</table>

Notes: aJAMA: Journal of the American Medical Association.

Website Design

All websites had consistent use of white space, separating paragraphs of information into smaller chunks of text. All websites used distinct and easy-to-read font styles and had clear subheadings in a text size larger than the main text. An adaptable font size was available in 2 of 15 websites (Cancer Council Australia Main Site and Cancer Australia Cervical Cancer). All 15 websites used a responsive web design. Of 15 websites, 3 (NSW CSP, Cancer Council Australia Cervical Screening Consumer Site, and Jean Hailes) used illustrations to reinforce key messages.

Simulation Questions

Of 15 websites, 3 (NSC Main Site, Cancer Council Australia Cervical Screening Consumer Site, and NSW CSP) provided answers to all 5 simulation questions. The question most frequently answered by websites was question 5: “Who needs the new test?” NPS MedicineWise, RACGP, National Cancer Screening Register, and Queensland CSP (B) did not provide answers to any of the questions. The time taken to find the answers ranged from approximately 10 seconds to 2 min. The answers were found the fastest on NSW CSP (average time of 34 seconds per question) and the slowest on NCSP Clinical Guidelines (average time of 146 seconds per question).

Discussion

Principal Findings

This study is the first to evaluate web-based information available to consumers about the renewal of the Australian NCSP. Overall, the readability of consumer-focused websites providing information about the renewed NCSP was fairly difficult to read by the general population (ie, below the threshold of 60); however, there was high variability in scores. Overall, the evaluated websites demonstrated a high level of understandability. The Cancer Council Australia Cervical Screening Consumer Site scored highest for understandability assessed using the PEMAT. There was no significant correlation between reading ease and understandability, demonstrating that they measure different constructs. This is in line with previous studies and highlights the importance of using both measures to evaluate quality [17]. Most websites met some criteria to assess their credibility, and all websites demonstrated some thought had been given to the design of the websites. Of the 5 key questions that could be frequently searched by consumers, the following 3 websites provided answers to all questions: NCSP Main Site, Cancer Council Australia Cervical Screening Consumer Site, and NSW CSP. These findings demonstrate great variability in the readability, understandability, and credibility of websites available on the internet, which provide both...
consumers and health care providers with information about the changes to the NCSP.

Across all measures, the Cancer Council Australia Cervical Screening Consumer Site was judged to be the most accessible website overall. This site was considered the easiest to read based on the FRE score and had a reading level between grade 6 and 7 using both the FKGL and SMOG index, which is in line with recommendations from South Australia Health [11]. Furthermore, it scored highly on the understandability criterion of the PEMAT and was one of only three websites to answer all 5 simulation questions. This website was developed by Cancer Council Australia in response to the renewal of the NCSP and has a clear purpose to educate women about the changes to cervical screening and seeks to answer possible frequently asked questions. It provides comprehensive content about the changes in an accessible manner. Australian women with questions or concerns about the renewed NCSP may benefit from being directed to this website by their health care provider.

Strengths and Limitations

This study used validated tools and a combination of several measures to independently evaluate websites providing information about cervical screening. Objective readability measures provide limited data about the health literacy level required to understand information, so by combining this with the PEMAT, this enabled us to determine how well people of various backgrounds and levels of health literacy may be able to understand and act upon the provided health information. These tools were selected because the items were most relevant to the health information we were evaluating. Other available tools, such as DISCERN [28], have a number of items aimed at treatment-related information, which are not relevant for the content of cervical screening information. A limitation of our study is the small number of websites included in the analysis, which may have prevented seeing differences in readability between health care provider-focused and consumer-focused websites. However, the search term cervical screening returned over 50,000,000 results on Google alone, and as internet users rarely look past the first 3 results pages, it is likely that the websites included in our analysis would be those most commonly accessed by consumers [18]. Some of the measures we used are subjective (eg, PEMAT), but by having 2 independent evaluators score all 15 websites and a third evaluator score 40% (6/15) of websites, this will have helped ease any discrepancies, and the intrarater reliability between the evaluators was rated as substantial. The websites in this study were only examined using their content and were not examined for accuracy of the information presented, as this was not an aim of the study. This study was limited to the evaluation of printable material on the websites; therefore, information delivered in video format was excluded.

Comparison With Previous Work

This study is particularly relevant in light of the renewed NCSP and the public misconception about the rationale behind the changes [5,6]. Our findings show that most consumer-focused web-based information on cervical screening in Australia is written at a reading level inaccessible to the general population. This is similar to previous studies that have found web-based health information to often be written above the recommended reading level [29]. This may be because the authors have insufficient awareness of health literacy considerations and readability [30].

In this study, websites with the lowest readability tended to be those targeted toward health care providers. Making the target audience of the website more explicit may help avoid potential confusion for consumers and the frustration of not having questions answered. Although this may be obvious for some websites (eg, NCSP Clinical Guidelines), health consumers should be able to determine at a glance the target audience of the information they are reading for all websites. This may minimize their exposure to inaccessible material. Sites aimed toward health care providers could provide links to guide consumers to reputable consumer-focused websites (eg, NCSP Main Site or Cancer Council Australia Cervical Screening Consumer Site).

The high understandability scores indicate that web-based cervical screening information can be understood relatively easily by consumers of diverse backgrounds and levels of health literacy [23] and demonstrate that the PEMAT and readability tools measure different constructs. Greater awareness of how the mode of delivery may affect consumers’ understanding of the health information could help to create and distribute better patient materials. The low actionability scores suggest that it may be difficult for consumers to act upon the information they read. Most websites failed to provide tangible tools or visual aids and lacked explicit instructions for the user to follow (eg, a tool to help consumers decide whether they are eligible for screening under the new guidelines). The general purpose of these websites is to inform and educate the reader about the changes rather than encouraging an action. Consequently, the actionability domain of the PEMAT may have limited applicability to this context. The large range in PEMAT scores may be partially explained by the fact that some websites were solely targeted toward health care providers. As such, the content on these websites (NCSP Clinical Guidelines, RACGP, and NPS MedicineWise) would not be considered patient education materials, and consequently, the PEMAT score may not be an accurate measure of quality. Most existing literature on web-based health information is related to disease and treatment information, where there may be more explicit actions to take than for cervical screening (eg, different treatment options for a chronic disease). This may, in part, contribute to the low actionability scores for our websites, but because of actionability not being an aim of these websites, less weight was given to these scores.

Noting the presence of the HONCode logo is a simple way for consumers to recognize that the information they are reading is trustworthy, but because HONCode certification is a voluntary registration process, it is possible that websites may comply with the principles despite not being certified [10]. As most of the included websites are federal or state government owned, they would likely be instantly recognized as trustworthy and credible sources of information; therefore, there may be no added benefit of HONCode certification. It is unclear how recognizable the HONCode is among both consumers and
website developers. The only 2 websites displaying the HONcode are government-funded not-for-profit organizations (Health Direct and NPS Medicine Wise). As these sites may not be as easily recognized as reputable sources, HONcode certification may be more valuable; however, there is little value if a consumer does not know what it is or how to interpret it.

Most websites failed to provide adequate detail about the authors of the information or to provide sources and references for information. This information was seldom displayed prominently, often located on the about us or disclaimer pages, which are rarely accessed by consumers [18]. Sources that were provided were rarely primary research and often linked to related websites, raising the potential of consumers to be exposed to inaccurate, inaccessible, or unreliable content if the linked websites are of poor quality or lack credibility. It could be argued, however, that the omission of primary sources on consumer-focused websites may be a deliberate decision by the website developer. Primary research papers are often behind paywalls or written at a reading level inaccessible to the general public. This has the potential to cause greater confusion and may offer little benefit to the reader. Furthermore, consumers generally judge the credibility of websites based on the hosting organization (ie, whether it is from a reputable and recognizable organization such as the Australian Government or Cancer Council Australia), language, and professional-looking design [18]. Web-based information can be biased, with little to no scientific evidence [18]. In addition to providing credit to the original source, appropriate attribution can help the end user evaluate the quality and ensure the trustworthiness of information on the web. This leads to a discussion of whether there should be mandatory criteria to follow when setting up websites to ensure their credibility. Furthermore, it raises the question of whether details about sources, authors, and conflicts of interest can be displayed in a way that is more accessible and meaningful to health consumers.

The 3 websites that satisfied all 4 JAMA benchmarks were targeted specifically toward health care providers. If websites targeted toward health consumers lack the aforementioned principles, it raises potential issues. The general population, particularly those of lower health literacy, may be less equipped than health care providers to evaluate and discredit websites. It is critical that consumer-focused websites are credible, but it may be necessary for a tradeoff between accessibility, readability, understandability, and credibility. This area requires further research to minimize this tradeoff, as each component contributes toward consumers’ experience of accessing health information on the web. Appropriate attribution and references are particularly important credibility indicator of health care provider–focused websites; however, they may be considered less relevant for consumer-focused sites. Existing credibility assessment tools (such as the JAMA benchmark criteria and the HONcode criteria) are limited in their ability to evaluate consumer-focused websites. The development of a new credibility framework for consumer-focused websites could mitigate this limitation. Taking into consideration other factors that influence credibility, such as placing more weight on the hosting organization, could enable consumers to discredit unreliable information without reducing the overall quality.

Owing to an increasing interest in the literature about conflicts of interest, it was interesting to find that none of the websites in this study explicitly disclosed a conflict of interest. It is important to note that the absence of a conflict of interest statement is not equivalent to having no conflict. There is increasing research into the management of conflicts of interest and whether or not disclosure is the most appropriate strategy [31]. Disclosing conflicts merely indicates the possibility of a bias; however, it does not provide guidance for resolving it or how the conflict was managed. For the consumer, a lack of disclosure may hinder their ability to mitigate any potential risk of bias, as conflicts of interest may impact decision making [31].

Simulation questions were helpful in establishing whether these websites explained the changes to the CSP. The majority of these websites did not answer the questions in detail, raising concerns about whether consumers reading the information would be fully informed about the changes. A total of 3 websites provided answers to all the questions (NCSP Main Site, Cancer Council Australia Cervical Screening Consumer Site, and NSW CSP), with the time taken to find answers to these questions being the quickest for the NCSP Main Site. The websites that either did not provide answers to the simulation questions or it took a long time to find the answers were those aimed toward health care providers, further highlighting the need for the target audience of the website to be made more explicit.

Finally, all websites were designed to improve the accessibility of information through the use of white space and appropriate font style. The layout and design of materials can be a contributing factor to how consumers comprehend the information or how accessible the information is [22]. Only 2 websites showed adaptable font size, which may cause potential difficulties for those with impaired sight. An important consideration when designing websites now is also about how the interface looks on mobile phones, given the increasing number of consumers who will view health information on their mobile phones [7]. It was therefore reassuring to observe that all websites used responsive web design. The use of illustrations can reinforce messages and aid interpretation of written text or they can distract away from the purpose [26]. The NSW CSP and Cancer Council Australia Cervical Screening Consumer Site use photographs of culturally and demographically diverse women, which may help consumers understand that the information is relevant to them.

Conclusions

The findings from this study can help health care providers direct their patients toward websites that have information about the renewal of the CSP, which is easy to read and has high understandability (eg, Cancer Council Australia Cervical Screening Consumer Site). Encouragingly, web-based information about the renewed CSP is generally of good quality. There is a need to promote increased awareness of the importance of web-based health information that is credible, user friendly, and easily understood by people with wide levels of health literacy. Web-based information should be produced with particular consideration to people with low health literacy, with those responsible for creating websites to be
accountable for ensuring that this information is accessible, accurate, and credible. There may be potential for web-based health information to be improved through the introduction of mandatory criteria to ensure the credibility and quality of consumer-focused websites.

Authors’ Contributions
RD conceived and designed the study and contributed to the drafting of the manuscript. AT and ST acquired the data set, analyzed the data, and contributed to the manuscript. OM drafted the manuscript and contributed to the analysis.

Conflicts of Interest
None declared.

Multimedia Appendix 1
Description of website evaluation measures.
[PDF File (Adobe PDF File), 95 KB - jmir_v22i6e16701_app1.pdf]

Multimedia Appendix 2
National Institute of Adult Continuing Education tool, Readability: producing clear written materials for a range of readers.
[PDF File (Adobe PDF File), 376 KB - jmir_v22i6e16701_app2.pdf]

Multimedia Appendix 3
Website URLs of all identified websites by search order.
[PDF File (Adobe PDF File), 140 KB - jmir_v22i6e16701_app3.pdf]

Multimedia Appendix 4
Website abbreviations, organisation and target audience of included websites.
[PDF File (Adobe PDF File), 90 KB - jmir_v22i6e16701_app4.pdf]

References


27. WebFX. Readability Test Tool URL: https://www.webfx.com/tools/read-able/ [accessed 2019-04-06]


**Abbreviations**
- CSP: Cervical Screening Program
- FKG1: Flesch-Kincaid Grade level
- FRE: Flesch Reading Ease
- HONcode: Health on the Net Foundation code of conduct
- HPV: human papillomavirus
- JAMA: Journal of the American Medical Association
- NCSP: National Cervical Screening Program
© Olivia A Mac, Amy Thayre, Shumei Tan, Rachael H Dodd. Originally published in the Journal of Medical Internet Research (http://www.jmir.org), 26.06.2020. This is an open-access article distributed under the terms of the Creative Commons Attribution License (https://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution, and reproduction in any medium, provided the original work, first published in the Journal of Medical Internet Research, is properly cited. The complete bibliographic information, a link to the original publication on http://www.jmir.org/, as well as this copyright and license information must be included.
Cigarette Packs With URLs Leading to Tobacco Company Websites: Content Analysis

Caitlin Victoria Weiger¹, MHS; Katherine Smith¹, PhD; Amy Y Hong², MHS; Joanna E Cohen¹, PhD

¹Institute for Global Tobacco Control, Department of Health, Behavior and Society, Johns Hopkins Bloomberg School of Public Health, Baltimore, MD, United States
²Department of Epidemiology, Johns Hopkins Bloomberg School of Public Health, Baltimore, MD, United States

Corresponding Author:
Caitlin Victoria Weiger, MHS
Institute for Global Tobacco Control
Department of Health, Behavior and Society
Johns Hopkins Bloomberg School of Public Health
2213 McElderry St
4th Floor
Baltimore, MD, 21205
United States
Phone: 1 410 614 5378
Fax: 1 410 614 1003
Email: cweiger2@jhmi.edu

Abstract
Background: Tobacco companies include on the packaging of their products URLs directing consumers to websites that contain protobacco messages. Online media tend to be underregulated and provide the industry with an opportunity to present users with protobacco communication.

Objective: The objective of our study was to document the content of websites that were advertised on tobacco packs in 14 low- and middle-income countries.

Methods: We purchased tobacco packs from 14 low- and middle-income countries in 2013 and examined them for the presence of URLs. We visited unique URLs on multiple occasions between October 1, 2016 and August 9, 2017. We developed a coding checklist and used it to conduct a content analysis of active corporate websites to identify types of protobacco communication. The coding checklist included the presence of regulatory controls and warnings, engagement strategies, marketing appeals (eg, description of product popularity, luxury/quality, taste), corporate social responsibility programs, and image management. We coded brand websites separately and also described social media and other website types.

Results: We identified 89 unique URLs, of which 54 were active during the search period. We assessed 26 corporate websites, 21 brand websites, 2 nontobacco websites, and 5 social media pages. We excluded 2 corporate websites and 14 brand websites due to limited accessible content or incomplete content. Corporate social responsibility was discussed on all corporate websites, and marketing appeals were also common. Corporate websites were also more likely to include more nonspecific (12/24, 50%) than specific (7/24, 29%) health warnings. Promotions (6/7, 86%) and sociability appeals (3/7, 43%) were common on brand websites. The small number of social media webpages in our sample used gendered marketing.

Conclusions: URLs appearing on tobacco packs direct consumers to websites where users are exposed to marketing that highlights the “positive” contributions of tobacco companies on corporate websites, and extensive promotions and marketing appeals on brand websites and social media pages. It is essential that marketing regulations become more comprehensive and ban all protobacco communication, a policy that is in line with articles 5.3 and 13 of the World Health Organization Framework Convention on Tobacco Control. For countries that already ban internet tobacco advertising, enforcement efforts should be strengthened. Tobacco companies’ use of URLs on packs may also be compelling for plain packaging advocacy, where all branding is removed from the pack and large graphic health warning labels are the only communication on the tobacco packaging. Future research should consider including tobacco websites in marketing surveillance.
KEYWORDS
advertising; developing countries; product packaging; product labeling; tobacco industry

Introduction

Background
Tobacco is the most dangerous consumer product in the world, and tobacco product marketing has been recognized as a cause of tobacco use initiation and failed quit attempts for over a decade [1-10]. The internet provides an additional platform for protobacco communication via tobacco industry websites. The importance of these websites is highlighted by the millions of dollars the industry spends on them; for example, US tobacco companies have been increasing spending on internet marketing since the early 2000s, spending US $25.1 million in 2017 on company websites [11,12]. The continually evolving nature of the internet and tobacco industry marketing strategies makes these websites a public health surveillance priority [13].

Tobacco companies use these websites to promote both their product branding and their corporate image. Given the broad public awareness of the harms of smoking and their deceptive tactics, tobacco companies have taken steps to try to counteract negative perceptions by engaging in activities that they describe as serving to build credibility [14]. The industry touts green business practices, publicizes support for what they see as reasonable (one might imagine, restricted) approaches to regulation, acknowledges some harms caused by smoking, and promotes the future of “reduced-harm” products in order to manage their corporate image and normalize tobacco companies’ practices [14-16]. Although normalization of the industry is itself harmful, these activities additionally enhance industry access to policy makers, influence the credibility of industry-proposed policy alternatives, and weaken opposing political constituencies [17,18]. While the industry formerly relied on traditional media and opinion leaders to spread these messages, they now also incorporate online content, such as company websites [16,19-22]. Tobacco companies print URLs to their websites on their product packaging, presumably increasing exposure. URLs on packs link consumers to much more protobacco communication than can otherwise be contained on the pack.

There are several types of tobacco websites, which tend to fall into 3 main categories: corporate [20], brand [23,24], and social media [25]. Corporate websites represent the company as a formal business and present their corporate image to the public [26,27]. Brand websites market specific products through “interactivity, multidirectional communication and meaningful engagement” [24]. Social media pages can be associated with either a company or a brand, or may be the product of consumer-generated content [28]. Tobacco companies can make “pages” or accounts on unaffiliated social networking platforms that people can like or follow. As an example, Dunhill, a brand of British American Tobacco cigarettes, had a page on Facebook in 2009 to promote Dunhill events, including parties at nightclubs, where free Dunhill cigarettes were distributed [29]. Nontobacco websites, websites not visibly associated with a tobacco company, are also sometimes listed on tobacco packs. Despite its potential to influence both consumer and policy-maker perceptions of the tobacco industry, online tobacco marketing is still relatively new and underregulated [28,30]. Legislation on tobacco marketing rarely mentions internet marketing specifically, leaving the status of what types of marketing are allowed online up to interpretation (Multimedia Appendix 1). It is also unclear whether corporate marketing for specific companies that promotes the company rather than its products is allowed under advertising and marketing bans.

Tobacco control researchers have already started to document activity on tobacco websites. Previous studies on corporate websites have focused on corporate social responsibility (CSR), the provision of limited health information, and image management [20,26,31,32]. Brand websites were found to tout interactive games, contests, event information, and coupons, and even to allow users to select their own music to enjoy while browsing [22,33-36].

The literature on tobacco internet marketing is, however, somewhat limited. Content analyses of corporate websites have focused on samples of US websites or only the websites of the largest multinational companies [20,26,34]. Research has not investigated websites, even for multinational companies, in low- and middle-income countries (LMICs), where 80% of daily smokers live and where tobacco companies are focusing efforts to expand the cigarette market [37,38]. Research on brand websites also tends to be older and limited to a case study approach, and the constantly changing nature of the internet may make some of those findings less relevant today than when they were originally published [22,23,39,40].

Objective
To help fill these gaps, we conducted a quantitative content analysis of corporate tobacco and brand tobacco websites and described nontobacco websites and social media pages associated with URLs that we found on tobacco packs purchased in 14 LMICs. Our objective was to assess the marketing strategies to which tobacco companies are linking their consumers. This descriptive analysis may inform marketing regulations and further support packaging restrictions and plain packaging initiatives.

Methods

Sample
As part of the Tobacco Pack Surveillance System (TPackSS) study [41], 3307 cigarette, kretek (clove cigarettes common in Indonesia) [42], and bidi (hand-rolled cigarettes common in India and Southeast Asia) [43] country-unique packs were systematically purchased from 14 LMICs in 2013 [41]. We recorded each specific URL using pack photos available from TPackSS [44] and in-person examination of the pack when the URL was not legible from photos (n=56). URLs were located on all sides of the pack (front, back, sides, top, and bottom), as well as on the inside of the packs (inside lid and on paper inserts included in the packs). We entered URLs into an internet search
to locate the website, and downloaded and saved screenshots of the home page and each main tab of the menu that was one click away from the home page. While this approach did not allow for the assessment of all content on each website, we established a limit, as it was not feasible to follow every link to every page. We visited websites multiple times between October 1, 2016 and August 9, 2017 to maximize the number of active websites in our sample, as it was common for websites to go through cycles of inactivity and activity.

Procedure
If an English-language version of the website was not provided, we asked a translator to write the English translation of the text on the saved PDFs of website images. Translators were then present (either physically or via Skype; Microsoft Corporation) while coders coded these PDFs in the event that coders had questions about the meaning of the translation. We used codes from a content analysis of Russian e-cigarette websites [45] and common features found on US tobacco websites during field testing to develop a codebook to quantitatively inventory website content. Categories were engagement strategies, marketing appeals, regulatory controls and warnings, and CSR and image management. We considered graphic content only for codes related to flavor and marketing appeals that could be easily and reliably identified (ie, luxury/quality, sociability, masculinity, and femininity appeals). We programmed the coding checklist into Qualtrics software version 05.2017 to 09.2017 (Qualtrics, LLC) to facilitate coding (Multimedia Appendix 2).

Due to high interrater reliability assessed after coding the first 20 websites, not all of the remaining websites were double coded, resulting in 81% (25/31) of quantitatively coded (ie, corporate and brand) websites being double coded. We coded the websites’ home page and each main tab from the website menu for presence versus absence of each feature. We assessed interrater reliability using percentage agreement, as well as a method to account for the low prevalence of some marketing strategies (prevalence-adjusted and bias-adjusted kappa) [46-48]. Overall percentage agreement was .95 and prevalence-adjusted and bias-adjusted kappa was .89. Discrepancies were reviewed and reconciled via in-person discussion between the coders, with clarifications made to the codebook as needed.

Analysis
Data were exported from Qualtrics into an Excel spreadsheet version 16.6 (Microsoft Corporation) and analyzed using Stata version 15 (StataCorp LP). We calculated the proportion of websites whose content reflected each of the codes.

We assessed brand websites using the same coding checklist used for corporate websites, although we present the results separately due to the limited amount of content visible without registration. We briefly described the social media pages and nontobacco websites, since their characteristics were not adequately captured by the codebook.

Results
Website Characteristics
We noted the presence and location of an URL on 880 packs (857 cigarette packs and 23 kretek packs). Of these, 7 packs included 2 URLs. There were 54 active and unique websites: 26 were corporate websites, 21 were brand websites, 5 were social media websites, and 2 were nontobacco websites. We excluded 2 corporate websites because not all website pages were active (see Figure 1 for details). All brand websites but 1 required the user to register in order to see complete website content. Registration required local addresses, verification of country citizenship, and verification that you were a tobacco product user. We excluded 2 corporate websites because not all website pages were active (see Figure 1 for details). All brand websites but 1 required the user to register in order to see complete website content. Registration required local addresses, verification of country citizenship, and verification that you were a tobacco product user. We excluded 14 brand websites with no content visible prior to registration, as we could not breech the terms and conditions of the websites per university requirements.
Breakdown of coded websites. *37 websites considered inactive for the following reasons: the page could not be found (n=17), the page took too long to respond (n=7), the site was closed for construction (n=5), the domain name had expired (n=4), some parts of the page were inactive (n=2), the company had been sold (n=1), or access was not allowed (n=1).

The 38 websites that were accessible for analysis were from 560 packs, or 63.6% of all 880 purchased packs with URLs. These packs were from 13 countries, and the websites were available in over 20 languages, counting all languages available on each webpage (Multimedia Appendix 3). We found the 24 active corporate websites included in this analysis on 486 packs purchased in 13 countries, or 14.70% of all 3307 purchased packs and 55.2% of all 880 purchased packs with URLs. We categorized 8 websites as multinational and 16 as nonmultinational. In line with work by others, we considered the 4 leading multinational tobacco companies, Philip Morris International, British American Tobacco, Japan Tobacco International, and Imperial Tobacco [49], to be multinational. Other corporate websites were from state-owned and other regional or national companies. The 7 active brand website URLs with at least some content visible were on 52 packs from 6 countries, the 5 social media webpage URLs were on 19 packs from 3 countries, and the 2 nontobacco website URLs were on 3 packs from 2 countries (Multimedia Appendix 3).

Corporate Websites

Regulatory Controls and Warnings

Of the 24 corporate websites, 14 (58%) had statements regarding the legal age for product purchase or website use (Table 1). We found pop-up windows asking whether the user was over the age of 18 years (known as click-through verifications) on 3 (13%) websites, but no website had a specific verification requirement (eg, exact date of birth). Of the 24 websites, 7 (29%) had specific health warnings (eg, from the Turkish Imperial Tobacco website: “Smoking is a cause of serious diseases in smokers, including lung cancer, heart disease and emphysema”), whereas 12 (50%) had only general acknowledgements of the health risks of smoking (eg, from the Tutun company website: “Smoking is negatively impacting your health”).
Table 1. Codebook used for corporate (n=24) websites and proportion of corporate websites by the presence of each code.

<table>
<thead>
<tr>
<th>Domain</th>
<th>Code prevalence on corporate websites, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Regulatory controls and warnings</strong></td>
<td></td>
</tr>
<tr>
<td>Access restrictions</td>
<td>3 (13)</td>
</tr>
<tr>
<td>Age-restricted product usage statements</td>
<td>14 (58)</td>
</tr>
<tr>
<td>General health warning</td>
<td>12 (50)</td>
</tr>
<tr>
<td>Specific health warning</td>
<td>7 (29)</td>
</tr>
<tr>
<td><strong>Engagement strategies</strong></td>
<td></td>
</tr>
<tr>
<td>Link to additional corporate website (eg, parent website)</td>
<td>7 (29)</td>
</tr>
<tr>
<td>Link to a brand website</td>
<td>2 (8)</td>
</tr>
<tr>
<td>Link to a social media page</td>
<td>14 (58)</td>
</tr>
<tr>
<td>Link to another type of webpage</td>
<td>15 (63)</td>
</tr>
<tr>
<td>Option to download an app</td>
<td>2 (8)</td>
</tr>
<tr>
<td>Email alerts</td>
<td>3 (13)</td>
</tr>
<tr>
<td>Contests</td>
<td>1 (4)</td>
</tr>
<tr>
<td>Video</td>
<td>9 (38)</td>
</tr>
<tr>
<td>Scrolling images</td>
<td>15 (63)</td>
</tr>
<tr>
<td><strong>Marketing appeals</strong></td>
<td></td>
</tr>
<tr>
<td>Product popularity</td>
<td>13 (54)</td>
</tr>
<tr>
<td>Luxury/quality</td>
<td>21 (88)</td>
</tr>
<tr>
<td>Femininity</td>
<td>1 (4)</td>
</tr>
<tr>
<td>Masculinity</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Taste/sensation</td>
<td>10 (42)</td>
</tr>
<tr>
<td>Flavor other than menthol</td>
<td>6 (25)</td>
</tr>
<tr>
<td>Menthol flavor</td>
<td>3 (13)</td>
</tr>
<tr>
<td>International appeal</td>
<td>19 (79)</td>
</tr>
<tr>
<td>National appeal</td>
<td>19 (79)</td>
</tr>
<tr>
<td>US appeal</td>
<td>6 (25)</td>
</tr>
<tr>
<td>Trendsetter</td>
<td>1 (4)</td>
</tr>
<tr>
<td>Tradition</td>
<td>16 (67)</td>
</tr>
<tr>
<td>Light</td>
<td>2 (8)</td>
</tr>
<tr>
<td>Low tar</td>
<td>3 (13)</td>
</tr>
<tr>
<td>Other harm reduction term</td>
<td>5 (21)</td>
</tr>
<tr>
<td><strong>CSR and image management</strong></td>
<td></td>
</tr>
<tr>
<td>General mention of CSR</td>
<td>17 (71)</td>
</tr>
<tr>
<td>Educational support</td>
<td>8 (33)</td>
</tr>
<tr>
<td>Investment in community</td>
<td>10 (42)</td>
</tr>
<tr>
<td>Harm reduction technology</td>
<td>5 (21)</td>
</tr>
<tr>
<td>Provider of jobs</td>
<td>14 (58)</td>
</tr>
<tr>
<td>Employee care/support</td>
<td>16 (67)</td>
</tr>
<tr>
<td>Youth smoking prevention program</td>
<td>3 (13)</td>
</tr>
<tr>
<td>General environmental claim</td>
<td>11 (46)</td>
</tr>
<tr>
<td>Specific environmental claim</td>
<td>6 (25)</td>
</tr>
<tr>
<td>Performance or CSR awards</td>
<td>13 (54)</td>
</tr>
</tbody>
</table>
### Engagement Strategies

A few corporate websites offered opportunities for further engagement with their company by offering mobile apps (n=2, 8%) and prompting users to sign up for email alerts (n=3, 13%) (Table 1). British American Tobacco’s website had an app for investors to track company performance. British American Tobacco and Imperial Tobacco both offered email alerts for company media coverage. Some websites also linked to other corporate websites, including the parent company (n=7, 29%), brand (n=2, 8%), and social media websites and webpages (n=14, 58%).

### Marketing Appeals

Every corporate website contained at least one marketing appeal for their products or company (Table 1). Luxury and quality appeals were the most common (n=21, 88%), such as British American Tobacco’s description of its “superior quality next generation products.” National appeals (n=19, 79%) and appeals to company tradition or history (n=16, 67%) were common. Hongta Tobacco Group Co., a Chinese tobacco company, appealed to company tradition by dedicating a page of its website to the history of the company from its founding in 1956 to its “courageous” introduction of advanced foreign technology. We found popularity appeals, such as Altria Group’s boasting of their ownership of Philip Morris USA (“Leading cigarette manufacturing in the U.S. and has been for more than 30 years”) and that of U.S. Smokeless Tobacco Co. (the “World’s leading producer of moist smokeless tobacco”), on 13 (54%) websites. Appeals to the taste or sensation of tobacco were present on 10 (42%) corporate websites. For instance, the Djarum website described how the “exotic flavors of Djarum kretek has captured the imagination of a growing international audience” [50], using both taste or sensation and international appeals. We also observed international appeals (n=19, 79%), including international appeals mentioning American culture or values (n=6, 25%).

### Corporate Social Responsibility and Image Management

All 24 corporate websites mentioned CSR or a specific CSR program at least once. Examples of CSR were providing scholarships or other academic support (n=8, 33%), caring for employees and providing support (n=16, 67%), being a provider of jobs (n=14, 58%), and using or investing in harm reduction technology (n=5, 21%). The website for British American Tobacco Russia stated that they were one of the best employers in Russia and claimed to offer employees “all possibilities for professional and career growth.” Hongta publicized several educational initiatives on their websites, including a ¥4 million (about US $565,000) donation to a middle school and the completion of a dormitory building project for another school. Youth smoking prevention programs were referenced on 3 (13%) websites: 2 British American Tobacco websites and Hongta’s websites. A total of 10 (42%) websites discussed support for communities, including Japan Tobacco International via their ARISE program that is “bringing an end to child labor by working with tobacco farming communities to create new traditions.” A total of 11 (46%) websites contained general references to environmental sustainability, such as British American Tobacco’s “comprehensive environmental management program” [51]. A further 6 (25%) websites provided specific examples of sustainable or environmentally friendly practices, including Shaanxi’s “energy-saving emission reduction program.” Company corporate image was portrayed via mention of company transparency (n=9, 38%), descriptions of the company as innovative (n=19, 79%), discussion of the importance of consumer education (n=6, 25%), and mention of awards won for performance or CSR activities (n=13, 54%). The Russian company Donskoy Tabak endorsed their “principles of openness and transparency” and showcased their awards for “Quality and Technological Effectiveness.” In addition, 9 (38%) websites expressed support for tobacco control legislation or emphasized compliance with such legislation. For example, Imperial Tobacco stated that “We recognize the controversial nature of our product and believe it is important to have it produced and handled by a responsible business. We both comply with and exceed current regulatory standards as we apply our own corporate standards.”

### Brand Websites

Although we coded only 7 brand websites because the other 14 brand websites in the sample set conditions for access incompatible with our university research standards, there are a few observations of note. Of these 7 websites, 6 limited the content visible without registration, while 1 was totally accessible without registration. Despite the limited content visible without registration, we observed promotions such as games, contests, and sponsored events (n=6, 86%), and youth appeals (n=2, 29%). A total of 3 (43%) brands websites included sociability appeals, which were illustrated on Bond Street’s website through images of a small group of attractive young adults playing a guitar by the water. We noted national appeals, including a Marlboro-sponsored event called M-City, which attempted to express the culture of Kiev through art by inviting artists and musicians to the city, on 5 (71%) of the websites. Images of cities at night were common, and some websites included music. Most websites (n=6, 86%) used video or scrolling images, such as scenes of dance parties and cities at night.
night on the Clas Mild websites and videos of “life hacks” on the L&M website.

Social Media
Of the 5 social media pages in this sample, 4 required that users request to join the group or register to see all content. Our requests to join were not accepted, so only a small amount of content was visible. The 2 social media pages for Kiss cigarettes were both characterized by femininity appeals, with flowers and text describing the page as a group for “modern girls.” The Style Super Slim Tumblr-style social media page included posts on makeup, nail art, fashion, decorating, and baking. Another social media page for 21 Bek, however, used explicit masculine appeals, calling the page a group for “real men.” Black Xperience also used masculine messaging and was a Tumblr-style website with images of cars, motorcycles, attractive women, and something called the “Black Innovation Challenge.”

Websites Not Related to Tobacco
Two URLs found on packs led to websites that were not for tobacco companies or for tobacco products. One website was for the Programme for the Endorsement of Forest Certification, which described an agenda of caring for the world’s forests and promoting sustainable forest management. Information on sustainability was available, and there was an option to sign up for newsletters from the organization. The other website was for the Japanese Ministry of Health, and the URL is part of the pack warning label required in Japan, although the 2 packs with this URL in the warning were purchased in Turkey. The Japanese Ministry of Health website contained information about the health hazards posed by tobacco, tobacco cessation, a passive smoke-free society movement, and a discussion of the Japanese Ministry’s involvement with the World Health Organization (WHO) Framework Convention on Tobacco Control (FCTC).

Discussion

Principal Findings
URLs on tobacco packs purchased in LMICs led to corporate, brand, social media, and other websites that linked consumers to protobacco communication, including marketing for tobacco products and the companies that produce them. Several findings regarding the low prevalence of specific health warnings, use of CSR and other image management techniques, and use of marketing and engagement strategies highlight the potential of tobacco websites to communicate positive messages about the tobacco industry and tobacco products to users. These findings highlight the importance of tobacco websites in the tobacco marketing landscape in LMICs. There is a need for focused research on tobacco marketing in LMICs, as this is where the majority of tobacco users reside and where the industry has increasingly marketed its deadly products [37,38]. Tobacco websites should be explicitly included in marketing restrictions and regulations to protect the public from protobacco communication.

Corporate websites largely failed to communicate many of the harmful effects of smoking to website users. While half of the websites in this sample had a health warning, most of these warnings described vague risks associated with using tobacco, and risk of death and specific diseases were uncommon. However, having a health warning, even a nonspecific one, could be a way for a company to mitigate its liability [52] while presenting a more positive and responsible face to the public [32].

The emphasis of CSR programs on corporate websites was also of particular concern, as these programs can increase perceptions that the company is socially responsible, liking for the company, and positive associations with the company’s products [53]. CSR has been used as a reputation and impression management tool to gain access to decision makers and increase tobacco company influence [17], and has been found to directly interfere with attempts to denormalize the tobacco industry and its products [54]. The very act of selling cigarettes, an addictive product that kills half its long-term users, is antithetical to CSR [55]. Additionally, corporate websites describe themselves as transparent, responsible, innovative companies that acknowledge the importance of consumer education, support tobacco control legislation, and even receive awards for their performance and CSR efforts. These strategies are used to promote an image of tobacco companies as socially responsible. This image serves their own monetary gain rather than the well-being of current and future tobacco consumers, who would be better served by the tobacco industry abandoning advertising and promotion of their products, and not opposing government regulation that aims to reduce tobacco-caused death and disease [56]. Articles 5.3 and 13 of the FCTC further recommend that parties mitigate the effect of “commercial and other vested interests of the tobacco industry” by denominizing or regulating tobacco industry CSR or by banning CSR entirely by defining it as a form of sponsorship [57,58].

Corporate websites also promoted youth smoking prevention programs. Industry-funded youth smoking prevention advertising has been associated with increased intentions to smoke [59]. The WHO calls on FCTC parties to decline any industry involvement in tobacco use prevention [60], but our research demonstrated that the industry is still involved in tobacco use prevention online. Efforts should be made to keep the tobacco industry out of all tobacco control initiatives, across all media and both online and offline.

While corporate websites did not have contests, coupons, and games that have been documented on brand websites [22,33,34], corporate websites used other types of engagement strategies such as apps and email alerts. Corporate websites also included additional links to other corporate tobacco websites, brand websites, and social media pages, connecting users with even more protobacco content. This is in line with other recent findings on brand websites, which similarly found that all assessed brand websites contained at least one link to a social media page [34,61]. Tobacco companies used each communication platform left open to them to link to other platforms to further spread their messages.

Although our assessment of brand websites was limited by registration requirements, the high prevalence of promotional material visible even from the registration page is cause for
concern. Exposure to promotions is associated with youth and young adult initiation, as well as lower likelihood of smoking cessation [1,62-65]. The use of music, both playing in the background and as part of some promotions, is also concerning given that the industry has previously employed music as a way to target youth and racial and ethnic minorities [66]. Brand websites frequently used sociability appeals and were often portrayed through images of attractive young people gathering with friends. Such marketing may be more likely to reach young people online, where they are increasingly spending more of their time. The limited amount of information we were able to observe on social media webpages indicated that this type of website may be more focused on marketing to specific subgroups, as evidenced by the explicitly gendered appeals found on parts of the websites that we were able to access.

URLs on cigarette packs can link consumers with corporate and brand marketing that in turn may undermine restrictions imposed on the physical marketing environment. Monitoring how the tobacco industry adapts to an increasingly restrictive physical marketing environment through the use of URLs on packs and other innovations could be used to inform increased packaging restrictions and plain packaging to reduce the industry’s ability to link tobacco users with additional protobacco messaging. Future marketing restrictions should explicitly include the online environment, and surveillance efforts should monitor industry websites to ensure proper enforcement of existing marketing restrictions.

Limitations and Strengths

The codebook for this project assessed a finite number of topics. Additionally, we did not code every webpage, leaving some content undocumented. Given the massive amount of content on websites we would have obtained if we had assessed every possible web component (including both internal and external links), we had to establish a limit on what was possible to code.

A total of 15 websites required translation; while translators were fluent in the translated language and in English, it is possible that there were some inaccuracies. To try to account for any confusion about translation, translators were present either in person or via Skype for clarification. Tobacco packs where the websites were found were purchased in 2013, and at the time of analysis (2016-2017) some websites were inactive, reducing the number of websites in our sample.

We were able to include coding only of corporate websites, nontobacco websites, and a limited number of brand and social media websites due to the terms and conditions regarding who was allowed to register and access website content. This limitation prevented us from deeply exploring brand and social media websites and allowed only a cursory glimpse of the content on these types of websites. There is a need for the research community to recognize and address such restrictions and establish norms for conducting critical public health surveillance research in online spaces.

To our knowledge, this is the most extensive analysis of an international sample of corporate tobacco websites. The sampling frame is unique in that URLs were from cigarette packs purchased in 14 LMICs, therefore covering a broader range of available websites, including state-owned and regional and national company websites in addition to country-specific multinational websites. Research on marketing, specifically internet marketing, in LMICs is rare.

Conclusions

The very existence of tobacco websites, whether corporate, brand, or social media, challenges existing laws concerning tobacco marketing in the countries where packs with URLs were purchased. According to legal analysis from the Tobacco Control Laws website [67] (see Multimedia Appendix 1), at least 7 of the 13 countries where packs were purchased currently ban online tobacco advertising. Bans in China and Thailand were passed after packs were purchased in 2013, but even these 2 later bans were in place before we conducted our content analysis and should have resulted in these websites being removed. An additional 3 countries have legislation that could be interpreted as banning online advertising, and 2 have some restrictions on online advertising. Brand and social media tobacco website URLs appeared on packs purchased in Russia and Vietnam, where online marketing is banned. It’s unclear whether corporate websites, which clearly include marketing appeals and engagement strategies, as well as the promotion of CSR programs, are included in these bans. What is clear is that tobacco companies are taking advantage of this lack of clarity in legislation and lack of enforcement to use the internet to further disseminate both corporate and brand marketing that serves to improve their corporate image and keep people using tobacco products. It is essential that marketing regulations become more comprehensive and ban all protobacco communication, a policy that is in line with articles 5.3 and 13 of the FCTC [57,58]. Plain packaging and other packaging restrictions would also limit the industry’s ability for mass dissemination of their websites and should also be considered. These policy recommendations are especially important for LMICs, where the tobacco industry has concentrated their marketing efforts to take advantage of the looser regulatory environment [37,68,69]. Efforts to monitor tobacco company marketing should consider including online marketing, as well as social media activities, in light of their growing ubiquity.
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Abstract

Background: The Australian Collaboration for Coordinated Enhanced Sentinel Surveillance (ACCESS) was established to monitor national testing and test outcomes for blood-borne viruses (BBVs) and sexually transmissible infections (STIs) in key populations. ACCESS extracts deidentified data from sentinel health services that include general practice, sexual health, and infectious disease clinics, as well as public and private laboratories that conduct a large volume of BBV/STI testing. An important attribute of ACCESS is the ability to accurately link individual-level records within and between the participating sites, as this enables the system to produce reliable epidemiological measures.

Objective: The aim of this study was to evaluate the use of GRHANITE software in ACCESS to extract and link deidentified data from participating clinics and laboratories. GRHANITE generates irreversible hashed linkage keys based on patient-identifying data captured in the patient electronic medical records (EMRs) at the site. The algorithms to produce the data linkage keys use probabilistic linkage principles to account for variability and completeness of the underlying patient identifiers, producing up to four linkage key types per EMR. Errors in the linkage process can arise from imperfect or missing identifiers, impacting the system’s integrity. Therefore, it is important to evaluate the quality of the linkages created and evaluate the outcome of the linkage for ongoing public health surveillance.

Methods: Although ACCESS data are deidentified, we created two gold-standard datasets where the true match status could be confirmed in order to compare against record linkage results arising from different approaches of the GRHANITE Linkage Tool. We reported sensitivity, specificity, and positive and negative predictive values where possible and estimated specificity by comparing a history of HIV and hepatitis C antibody results for linked EMRs.

Results: Sensitivity ranged from 96% to 100%, and specificity was 100% when applying the GRHANITE Linkage Tool to a small gold-standard dataset of 3700 clinical medical records. Medical records in this dataset contained a very high level of data completeness by having the name, date of birth, post code, and Medicare number available for use in record linkage. In a larger gold-standard dataset containing 86,538 medical records across clinics and pathology services, with a lower level of data completeness, sensitivity ranged from 94% to 95% and estimated specificity ranged from 91% to 99% in 4 of the 6 different record linkage approaches.
Conclusions: This study’s findings suggest that the GRHANITE Linkage Tool can be used to link deidentified patient records accurately and can be confidently used for public health surveillance in systems such as ACCESS.

KEYWORDS
medical record linkage; public health surveillance; sentinel surveillance; sensitivity and specificity; data linkage; confidentiality; evaluation studies as a topic

Introduction

Background
The Australian Collaboration for Coordinated Enhanced Sentinel Surveillance (ACCESS) of blood-borne viruses (BBVs) and sexually transmissible infections (STIs) monitors diagnostic testing and other episodes of care for priority BBVs and STIs [1,2]. ACCESS extracts deidentified patient data from a network of laboratories and clinics, including those that manage high caseloads of patients from populations with heightened risk for BBVs and STIs, including gay, bisexual, and other men who have sex with men and people who inject drugs. The main objective of ACCESS is to measure and report key indicators such as disease incidence and prevalence (measured as proportion positive) to monitor and support Australia’s efforts to reduce the transmission of morbidity and mortality caused by BBV and STI [3-5].

A key challenge for ACCESS (and similar sentinel surveillance systems) is that patient outcomes can be inaccurately measured if individuals attend multiple health services, leading to potential reporting bias. For example, markers of testing frequency, an important indicator for BBV/STI prevention and management [3-5], may be underestimated if individuals test at multiple services. Accurate linkage of individuals within and between services in ACCESS provides more accurate measures of (1) the key indicators relating to Australia’s BBV and STI National Strategies and (2) the effect of interventions aimed at reducing the impact of BBVs and STIs.

The linkage of deidentified ACCESS records across sites relies on specialized health data extraction software GRHANITE, which is installed at participating clinics and laboratories. GRHANITE interfaces with patient databases, securely extracting line-listed consultation, demographic, BBV and STI clinical and pathology data [6]. Before data are transferred from ACCESS sites, GRHANITE creates a unique record ID to identify an electronic medical record (EMR) and uses patient-identifying information to generate irreversible hash-coded linkage keys associated with that record. The record ID and linkage keys, rather than the personal identifiers, are transferred with the patients’ clinical and pathology data to a secure data bank, preserving patient privacy [7]. A link ID is then generated [8] when the same patient is linked across different EMRs by matching linkage keys using a companion software called the GRHANITE Linkage Tool [9].

Objectives
The GRHANITE Linkage Tool has been validated to perform large-scale population-level record linkage [10] to achieve similar sensitivity and specificity data linkage profiles as per traditional person-identifiable data linkage mechanisms [9]. Given that there is variation in the available person-identifiable data at clinical and laboratory sites in ACCESS, the focus of this paper is to assess the quality of linkage results by applying different approaches to using the GRHANITE Linkage Tool in ACCESS. To evaluate the GRHANITE Linkage Tool for ongoing public health surveillance, we measured the outcomes of record linkage using the tool against gold-standard linked datasets derived from ACCESS data.

Methods

Australian Collaboration for Coordinated Enhanced Sentinel Surveillance Data Extraction and Linkage via GRHANITE

Electronic Medical Records

Typically, when a patient first attends a medical facility, an EMR is created in the facility’s patient database, containing the patient’s identifying information, including the name, date of birth, contact details, and Medicare number (an Australian government–issued health care card number used for Medicare billing). Most clinics will also have recorded other demographic information, such as preferred language, country of birth, and indigenous background in the EMR.

Every individual’s EMR has a unique medical record number generated by the patient database, linking all of a patient’s consultations, tests, and prescription records. Multiple EMRs may be created for one patient at the same facility if the patient’s details change and are not updated, leading to the creation of a new EMR; if the patient uses an alias; or if the patient attends a clinic that allows anonymous or free testing.

Data Extraction in the Australian Collaboration for Coordinated Enhanced Sentinel Surveillance

Data were extracted from participating ACCESS clinical sites that included an EMR for every patient available in their databases at the time of extraction. GRHANITE generated a new unique record ID and up to four irreversible hash-coded linkage keys for each EMR. Personal identifying information (eg, name, date of birth, Medicare number) in the patient’s EMR was passed through advanced encryption to generate both record ID and linkage keys [7]. The record ID and linkage keys were extracted by GRHANITE alongside the patient demographics, consultation, test request, pathology, and prescription information related to BBV and STI care, without the identifying information. Data extraction was similar for laboratories; however, only BBV and STI test records related to diagnosis and care and a limited set of demographic variables were available for extraction (Figure 1).
Data extraction in the Australian Collaboration for Coordinated Enhanced Sentinel Surveillance: using GRHANITE to deidentify electronic medical records and create linkage keys.

Record Linkage in the Australian Collaboration for Coordinated Enhanced Sentinel Surveillance

The data components used by GRHANITE to create the linkage keys include the following patient identifiers: 5 digits of the Medicare number, date of birth, sex, first name, last name, and residential postcode. However, not all EMRs have the same set of patient identifiers recorded in the same way. For example, a patient name may be recorded as William in one clinic with a full date of birth and Bill in another clinic with only a year of birth recorded. GRHANITE utilizes data preprocessing to remove unwanted characters and words and to resolve nicknames utilizing an Australian national nickname list. Phonetic encoding (double metaphone) is then employed, which permits fuzzy matching based on misspellings of the surname and forename. Transposition of day and month of birth is also supported. After preprocessing, identifiers are combined and then encrypted utilizing secret seeding keys and cryptographic hashing to generate the GRHANITE privacy-preserving cryptographic hashed linkage keys [7,9].

GRHANITE creates up to four linkage keys for each EMR, using combinations of identifying information that is recorded at each site (Textbox 1) [11]. For example, if the Medicare number was not recorded for a patient, then linkage keys that require 5 Medicare digits (Textbox 1: linkage key types 1, 2, and 4) could not be created, resulting in EMRs extracted via GRHANITE having only one linkage key (Textbox 1: linkage key 3 does not require the Medicare number; Figure 1).
**Textbox 1.** Types of linkage keys generated by GRHANITE.

<table>
<thead>
<tr>
<th>Linkage key and components of base identifying information:</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Type 1: 5 Medicare digits; date of birth; and sex</td>
</tr>
<tr>
<td>• Type 2: 5 Medicare digits; postcode; first three characters of first name; and year of birth</td>
</tr>
<tr>
<td>• Type 3: Last name and first name (either order permitted) and fuzzy matching used; date of birth with day/month (transpositions permitted)</td>
</tr>
<tr>
<td>• Type 4: Last name and first name (either order permitted) and fuzzy matching used; 5 Medicare digits</td>
</tr>
</tbody>
</table>

**Applying the GRHANITE Linkage Tool**

There are three steps in the record linkage process in ACCESS when applying the linkage tool. The first step finds pairs of EMRs based on at least one linkage key matching and records the linkage key type/s used to match each record pair. The second step examines the strength of the link using other available data within the matched pair of records to accept or reject linked records as described in Table 1. The third step assigns an identifier (a link ID) to the accepted matched pairs to label all matched records as belonging to the same individual (Figure 2).

<table>
<thead>
<tr>
<th>Table 1. GRHANITE Linkage Tool approaches to accepting matches.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Linkage approach</strong></td>
</tr>
<tr>
<td>----------------------</td>
</tr>
<tr>
<td>Accept all</td>
</tr>
<tr>
<td>Year of birth match</td>
</tr>
<tr>
<td>Sex match</td>
</tr>
<tr>
<td>Year of birth and sex match</td>
</tr>
<tr>
<td>Two or more linkage keys(^a)</td>
</tr>
<tr>
<td>Linkage key type 3 plus sex match(^b)</td>
</tr>
</tbody>
</table>

\(^a\)Given that 3 out of the 4 linkage key types are generated using the Medicare number, this approach requires the Medicare number to be present in the EMR (Textbox 1).

\(^b\)This approach only relies on linkage key type 3, which does not require the Medicare number to be present in the EMR.

**Figure 2.** Record linkage in the Australian Collaboration for Coordinated Enhanced Sentinel Surveillance: using the GRHANITE Linkage Tool to identify and accept matches.
Evaluating the Record Linkage

Creating the Gold-Standard Datasets

To evaluate the record linkage in ACCESS, we generated two gold-standard datasets, using a deterministic record linkage method, where the true match status could be identified [12]. To assess the outcomes of the six linkage approaches described in Table 1, using the GRHANITE Linkage Tool for matching the records in the gold-standard datasets, we measured the sensitivity, specificity, and positive and negative predictive values, where possible.

The PrEPX Gold-Standard Dataset

PrEPX is a population-level intervention study in Victoria in which HIV pre-exposure prophylaxis was made available to eligible individuals, and the study used ACCESS data to monitor participants’ BBV and STI testing [13]. Eight clinical sites and one hospital clinic participating in ACCESS had PrEPX participants enrolled between July 2016 and March 2018. At enrollment, a PrEPX study ID was sequentially assigned and recorded alongside each participant’s enrollment-clinic EMR number in a study database. Following enrollment in PrEPX, if a participant attended a different clinic within the network during the study period, the EMR number from the new clinic was also recorded in the study database. ACCESS had ethics approval to extract the EMR number from the participating clinics for the purpose of matching the records of participants who moved among clinics. To create the gold-standard dataset, EMRs were matched on clinic EMR number, clinic name, and clinic visit date. The gold standard included one record per PrEPX participant who attended only one clinic during the study period and multiple records per PrEPX participant who attended multiple clinics linked by study ID (Figure 3).

Figure 3. Data flow of electronic medical records in PrEPX and deterministic linkage for the gold-standard dataset.

The Pathology Results Gold-Standard Dataset

A second and much larger gold-standard dataset was generated from the EMRs extracted from 7 clinics and 4 laboratories participating in ACCESS between January 2009 and April 2018. To be included in this dataset, patients had to have at least one specimen sent from one of the ACCESS clinics to one of the ACCESS laboratories. A unique laboratory specimen ID was assigned to the specimen at the laboratory, and when laboratories returned pathology results to the clinic, this specimen ID was also recorded at the clinic. To create the gold-standard dataset, clinic and laboratory records were matched using the laboratory specimen ID, year of birth, and test date. We allowed for a 7-day difference in test dates, as in medical records, the recorded date can commonly vary for the same specimen. Only matched records were included in the gold-standard dataset and linked using an arbitrarily assigned link identifier (Figure 4).

An EMR in the pathology results gold-standard dataset may match to many other EMRs for several reasons, including the following: individuals may have had multiple specimens sent to multiple laboratories for testing, individuals may have attended different clinics and therefore had the same test result sent from the laboratory to more than one clinic, or individuals may have had multiple EMRs at the laboratory or clinic as a result of outdated or incomplete personal identifiers.
Data Analysis

Sensitivity

The sensitivity was calculated as the number of correctly linked EMRs, as identified using the GRHANITE Linkage Tool, as a percentage of the total number of linked EMRs in the gold standard dataset.

Specificity

In the PrEPX gold-standard dataset, the specificity was calculated as the number of single EMRs correctly identified as unlinked using the GRHANITE Linkage Tool as a percentage of the total number of unlinked EMRs. The positive predictive value (PPV) and negative predictive value were also calculated to provide probabilities of true matches and missed matches.

Given the deidentified nature of the ACCESS data, it was not possible to include unmatched specimen IDs in the pathology results gold-standard dataset because there was no way to confirm whether they belonged to different individuals (correctly unmatched), making it impossible to calculate specificity. Therefore, to evaluate specificity, we assessed the concordance of chronological HIV and hepatitis C test records to identify EMRs that should not have been linked. By identifying the linked EMRs with discordant results, the PPV (the proportion of linked records with concordant antibody results) could be determined. The specificity was then estimated using the PPV and the sensitivity for each linkage approach as summarized in Figure 5.

Figure 5. Estimating specificity when positive predictive value and sensitivity are known.

<table>
<thead>
<tr>
<th>Arbitrary Link ID</th>
<th>Specimen ID</th>
<th>ACCESS site</th>
<th>GRHANITE record ID</th>
</tr>
</thead>
<tbody>
<tr>
<td>0001</td>
<td>1234567</td>
<td>Clinic 1</td>
<td>ABC123</td>
</tr>
<tr>
<td>0001</td>
<td>1234567</td>
<td>Lab 1</td>
<td>DEF234</td>
</tr>
</tbody>
</table>

Gold-Standard

<table>
<thead>
<tr>
<th>Observed GRHANITE Linkage Result</th>
<th>Linked EMR</th>
<th>Unlinked EMR</th>
</tr>
</thead>
<tbody>
<tr>
<td>Linked EMR</td>
<td>True Positive (TP)</td>
<td>False Positive (FP)</td>
</tr>
<tr>
<td>Unlinked EMR</td>
<td>False Negative (FN)</td>
<td>True Negative (TN)</td>
</tr>
</tbody>
</table>

When PPV is known, the number of false and true positives can be derived:
- FP = (1-PPV) x Observed number of linked EMRs
- TP = Observed number of linked EMRs – FP

When sensitivity is known, the number of false and true negatives can be derived:
- FN = (TP/Sensitivity) - TP
- TN = Observed number of unlinked EMRs – FN

The number of true negative and false positives can then be used to estimate specificity:
- Specificity = [TN/(FP + TN)] x 100
Measuring Incorrect Matches Using Discordant Pathology Results

Following infection, any HIV or hepatitis C antibody test that subsequently occurs should always return a positive result. Using the pathology results gold-standard dataset provided only a small number of HIV and hepatitis C results; therefore, a dataset of linked EMRs was derived using all available EMRs from the same clinic and laboratory sites used to create the gold-standard dataset. Two datasets were created, one that contained any HIV western blot or antibody result and one that contained any hepatitis C antibody result. EMRs containing discordant results before record linkage were excluded from the sample so as not to confuse it with discordance resulting from record linkage. Records within each dataset were then linked using all six approaches (Table 1) of the GRHANITE Linkage Tool. Linked EMRs where there was no history of a positive result were removed from the sample, as a discordant test result can only be determined after an initial positive result. Therefore, in the HIV and hepatitis C datasets, only linked EMRs that contained an antibody result after an initial positive HIV western blot or hepatitis C antibody result were retained for evaluation.

To calculate the PPV, the linked EMRs were then inspected for negative antibody results occurring at least seven days after a positive test result, which were then classified as incorrectly matched. Where most subsequent antibody tests were negative, the initial and any subsequent positive results were considered incorrectly matched records.

Results

Record Linkage Using the PrEPX Gold-Standard Dataset

The PrEPX gold-standard dataset identified 28 joins among 56 EMRs, indicating 28 study participants had attended two different clinical sites during the PrEPX study period. The remaining 3644 EMRs were from participants who only attended a single clinic during the study and therefore did not have any linked records.

Over 99% of EMRs had all four linkage key types present in 8 of the 9 sites, indicating that the patient-identifying information to generate those linkage keys was near fully recorded at the clinics. One site was missing data needed to generate linkage types 1, 2, and 4 (which all require the Medicare number) in 11% (8/76) of their EMRs (Table 2).

In all linkage approaches, except the approach requiring two or more linkage keys, all pairs of EMRs from the 28 individuals who attended two sites were correctly joined (100% sensitivity). With the approach which required two or more linkage keys for matching, one pair was not identified (96% sensitivity). Specificity was 100% using all linkage approaches, without any of the remaining 3644 EMRs in the dataset being falsely linked (Table 3).

Table 2. Percentage of electronic medical records in the PrEPX gold-standard dataset by linkage key type and site.

<table>
<thead>
<tr>
<th>Site</th>
<th>Number of electronic medical records, N</th>
<th>Percentage of electronic medical records with Linkage Key</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Type 1, n (%)</td>
</tr>
<tr>
<td>Site 1</td>
<td>76</td>
<td>68 (89)</td>
</tr>
<tr>
<td>Site 2</td>
<td>853</td>
<td>853 (100.0)</td>
</tr>
<tr>
<td>Site 3</td>
<td>1087</td>
<td>1087 (100.00)</td>
</tr>
<tr>
<td>Site 4</td>
<td>582</td>
<td>582 (100.0)</td>
</tr>
<tr>
<td>Site 5</td>
<td>40</td>
<td>40 (100.0)</td>
</tr>
<tr>
<td>Site 6</td>
<td>135</td>
<td>135 (100.0)</td>
</tr>
<tr>
<td>Site 7</td>
<td>106</td>
<td>106 (100.0)</td>
</tr>
<tr>
<td>Site 8</td>
<td>314</td>
<td>314 (100.0)</td>
</tr>
<tr>
<td>Site 9</td>
<td>507</td>
<td>507 (100.0)</td>
</tr>
<tr>
<td>Total</td>
<td>3700</td>
<td>3692 (99.78)</td>
</tr>
</tbody>
</table>
Table 3. Evaluation measures derived from using the GRHANITE Linkage Tool on the PrEPX gold-standard dataset.

<table>
<thead>
<tr>
<th>Linkage approach</th>
<th>Sensitivity (N=56), n (%)</th>
<th>Specificity (N=3644), n (%)</th>
<th>Positive predictive value (N=56), n (%)</th>
<th>Negative predictive value (N=3644), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accept all</td>
<td>56 (100)</td>
<td>3644 (100.00)</td>
<td>56 (100)</td>
<td>3644 (100.00)</td>
</tr>
<tr>
<td>Year of birth match</td>
<td>56 (100)</td>
<td>3644 (100.00)</td>
<td>56 (100)</td>
<td>3644 (100.00)</td>
</tr>
<tr>
<td>Sex match</td>
<td>56 (100)</td>
<td>3644 (100.00)</td>
<td>56 (100)</td>
<td>3644 (100.00)</td>
</tr>
<tr>
<td>Year of birth and sex match</td>
<td>56 (100)</td>
<td>3644 (100.00)</td>
<td>56 (100)</td>
<td>3644 (100.00)</td>
</tr>
<tr>
<td>Two or more linkage keys</td>
<td>54 (96)</td>
<td>3644 (100.00)</td>
<td>54 (100)(^a)</td>
<td>3644 (99.90)(^b)</td>
</tr>
<tr>
<td>Linkage key type 3 plus sex match</td>
<td>56 (100)</td>
<td>3644 (100.00)</td>
<td>56 (100)</td>
<td>3644 (100.00)</td>
</tr>
</tbody>
</table>

\(^{a}\)N=54.  
\(^{b}\)N=3646.

Record Linkage Using the Pathology Results Gold-Standard Dataset

Using the GRHANITE Linkage Tool on the pathology results gold-standard dataset created 50,484 linked records among 86,538 EMRs, with a maximum of six EMRs identified as belonging to the same individual.

A total of 99.69% (86,273/86,538) of EMRs contained at least one linkage key type, and all four linkage key types were present in 73.51% (63,610/86,538) of records, suggesting that the completion of patient-identifying information in the patient database was very high overall. However, 21.62% (18,709/86,538) of EMRs had only linkage key type 3 available for matching. One or more of linkage types 1, 2, and 4 (which all require the Medicare number) was missing in 97.42% (7914/8124) of EMRs from one public laboratory, 53.95% (5967/11,060) of EMRs from the sexual health clinic, 48.25% (1403/2908) of EMRs from a private laboratory, and 23.42% (6134/26,186) of EMRs from another public laboratory (Table 4).

For the first 4 linkage approaches, the GRHANITE Linkage Tool correctly linked 94% to 95% of EMRs in the pathology results gold-standard dataset, dropping to 66% (57,330/86,538) where two or more linkage keys are needed to form a match (Table 5). In the final linkage approach, where pairs were only accepted when matched on linkage key type 3 (which does not require the Medicare number) and sex, 89% (76,928/86,538) of records were correctly linked.

Table 4. Percentage of electronic medical records in the pathology gold-standard dataset by linkage key type and site.

<table>
<thead>
<tr>
<th>Site</th>
<th>Number of electronic medical records, N</th>
<th>Number of electronic medical records with no linkage keys, n (%)</th>
<th>Percentage of electronic medical records with Linkage Key</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Type 1, n (%)</td>
</tr>
<tr>
<td>Clinic 1</td>
<td>3165</td>
<td>0 (0.00)</td>
<td>3083 (97.41)</td>
</tr>
<tr>
<td>Clinic 2</td>
<td>6342</td>
<td>0 (0.00)</td>
<td>6031 (95.10)</td>
</tr>
<tr>
<td>Clinic 3</td>
<td>2514</td>
<td>0 (0.00)</td>
<td>2493 (99.16)</td>
</tr>
<tr>
<td>Clinic 4</td>
<td>9679</td>
<td>0 (0.00)</td>
<td>9351 (96.61)</td>
</tr>
<tr>
<td>Clinic 5</td>
<td>1369</td>
<td>1 (0.07)</td>
<td>1357 (99.12)</td>
</tr>
<tr>
<td>Clinic 6</td>
<td>2489</td>
<td>5 (0.20)</td>
<td>2315 (93.01)</td>
</tr>
<tr>
<td>Clinic 7 (sexual health)</td>
<td>11,060</td>
<td>9 (0.08)</td>
<td>5097 (46.08)</td>
</tr>
<tr>
<td>Lab 1 (public)</td>
<td>26,186</td>
<td>241 (0.92)</td>
<td>23,705 (90.53)</td>
</tr>
<tr>
<td>Lab 2 (public)</td>
<td>8124</td>
<td>8 (0.10)</td>
<td>215 (2.65)</td>
</tr>
<tr>
<td>Lab 3 (private)</td>
<td>2908</td>
<td>1 (0.03)</td>
<td>1706 (58.67)</td>
</tr>
<tr>
<td>Lab 4 (private)</td>
<td>12,702</td>
<td>0 (0.00)</td>
<td>12,205 (96.09)</td>
</tr>
<tr>
<td>Total</td>
<td>86,538</td>
<td>265 (0.31)</td>
<td>67,558 (78.07)</td>
</tr>
</tbody>
</table>
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Estimating Specificity Using Discordant Test Results

In the derived HIV dataset, the number of linked EMRs containing an initial positive Western blot result ranged from 1090 to 1427 with all linkage approaches except when two or more linkage keys are needed. The linkage approach which requires two or more linkage keys to match resulted in 257 linked EMRs. The PPV was between 87% and 91% for the first 4 linkage approaches and estimated specificity ranged from 90% to 93%. When fewer EMRs were linked because of the different linkage approaches, both PPV and specificity improved (Table 5).

In the derived hepatitis C dataset, with the first 4 linkage approaches, in excess of 3700 linked EMRs contained an initial positive hepatitis C antibody result, with a drop to 2809 records when two or more linkage keys are needed. The PPV was greater than 98.9% and an estimated specificity was over 99% for all six linkage approaches (Table 5).

Discussion

Principal Findings

This paper describes a comprehensive evaluation of a system of probabilistic record linkage using a privacy-preserving software tool within a large-scale health surveillance system. The results showed that this software provides a highly reliable and accurate system for linking routinely collected EMRs through the generation of linkage keys reliant on available identifying information. Optimizing the record linkage involves an appropriate balance between the sensitivity (correctly identifying records belonging to the same person) and specificity (ensuring records that belong to different people are not linked) as well as what will best suit the study design objectives and populations under study without impeding the interpretation of study results.

The high performance of the linkage tool when applied to the relatively small PrEPX gold-standard dataset was related to the data completeness for EMRs in the PrEPX trial compared with the completeness of data in the pathology results gold-standard dataset (Tables 2 and 4). Participants in PrEPX were required to have a Medicare number to be enrolled and have three monthly follow-up visits, which allowed multiple opportunities for the staff at clinics to record any missing identifying information [13]. Where the underlying identifiers are robust and duplication is at a minimum, the probability of missed matches is negligible. In addition, with the PrEPX gold-standard dataset, there was 100% specificity for all linkage approaches, indicating that the linkage tool does not falsely link records in a small sample of EMRs where there was unlikely to be individuals with similar identifying details (name, date of birth, and Medicare number).

When the linkage tool was applied to the larger pathology results gold-standard dataset, sensitivity ranged between 89% and 95% where the linkage approach relied on a single linkage key matching. However, with the approach that requires records to link on two or more linkage key types, sensitivity was reduced to 66%. This is attributable to 22% of EMRs only having a single linkage key type available for linkage, which is mostly because of the Medicare number not being available. The inclusion of laboratory records in the pathology results gold-standard dataset may contribute to a lower sensitivity as a result of patient identifier errors such as mislabeling and recording of laboratory samples [14], compared with the completeness of personal identifiers within clinic EMRs. The final linkage approach where pairs of EMRs were only linked when matched on linkage key type 3 (which does not require the Medicare number) and sex, resulted in 89% sensitivity. This approach was included in the analysis to simulate the performance of the linkage tool when the Medicare number is not available. This is important to evaluate in Australia as a significant proportion of participating sites within ACCESS are funded through jurisdictional governments and do not record patient Medicare numbers [15].

Limitations

The main challenge in evaluating the GRHANITE Linkage Tool was the development of gold-standard datasets given the deidentified nature of EMRs in ACCESS. Researchers rarely have access to gold-standard datasets on which to perform linkage validation outside large administrative health data sources, and our gold-standard dataset of 86,538 records was comparable with other published studies [16]. The gold standards required records with enough supplementary information for deterministic matching where we could be certain that matches belonged to the same individual and duplication is at a minimum, the probability of missed matches is negligible. In addition, with the PrEPX gold-standard dataset, there was 100% specificity for all linkage approaches, indicating that the linkage tool does not falsely link records in a small sample of EMRs where there was unlikely to be individuals with similar identifying details (name, date of birth, and Medicare number).
generate the gold-standard datasets, there were a limited number of records we could use to accurately calculate sensitivity and specificity of the linkage tool. Although the pathology results gold-standard dataset contained over 80,000 records, one limitation of the evaluation was the inability to identify the correctly unmatched EMRs, which meant specificity could not be directly measured. However, given ACCESS is focused on the surveillance of BBV and STI, we were able to evaluate specificity within the pathology results dataset by examining the concordance of linked test results for HIV and hepatitis C. As expected, linkage specificity was inversely related to sensitivity. In addition, using discordant antibody results, we assumed that any discordant result was attributable to incorrect record linkage as opposed to an error in laboratory test results. However, given the very high sensitivity and specificity of the HIV western blot and antibody tests for HIV and hepatitis C, any testing errors would be minimal. The observed difference in PPV and estimated specificity between the HIV and hepatitis C datasets could be attributed to (1) differences in the sensitivity and specificity of the underlying laboratory tests for HIV and HCV and (2) potentially greater rates of anonymous HIV testing, whereby public laboratories do not require full names for HIV testing [15].

Beyond the false-positive record linkages identified by examining the concordance of linked test results for HIV and hepatitis C, there is potential for other false-positives to occur in cases where individuals share common patient identifiers, such as twins. Given the deidentified nature of ACCESS data, without the actual identifying demographic values, these niche cases cannot be identified. The small impact of these false-positives is not expected to impact the main purpose of public health surveillance using ACCESS. For other research projects that require a lower level of false-positive record linkage, particularly if it is known to contain a high proportion of individuals sharing common patient identifiers, then using a linkage approach that only accepts linkage based on a match of multiple linkage keys would minimize false-positives. In addition, ensuring concordance of other extracted data, such as sex, year of birth, HIV, and hepatitis C testing history, can reduce the level of false-positive record linkages to acceptable levels.

Conclusions

Evaluating record linkage is an important part of assessing the utility of surveillance and research systems for answering key population-level research questions or for accurately describing population-level trends using linked data. Our findings suggest that the GRHANITE Linkage Tool is appropriate for accurately linking individuals’ episodes of care and underpins the ability for ACCESS to perform privacy-preserving linkage of patient medical records.
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Abstract

Background: Maintenance of good health and a healthy lifestyle have significant impacts on the lives of university students. However, university students are prone to engage in risky health behaviors, resulting in impaired health status. Electronic health (eHealth) literacy is an important factor in maintaining a healthy lifestyle. However, no studies have assessed the eHealth literacy levels and the associated lifestyle behaviors among university students in Japan.

Objective: The purposes of this study were to clarify the eHealth literacy level, the participant characteristics associated with eHealth literacy, and the association of eHealth literacy with lifestyle behaviors of students in a Japanese university.

Methods: A questionnaire-based cross-sectional study of 3183 students at a national university in Japan was conducted. eHealth literacy was quantified using the Japanese version of the eHealth Literacy Scale (eHEALS). The association between participant characteristics (gender, school year, department of study, and living status) and eHEALS score was assessed using t tests. Additionally, the associations of eHealth literacy with lifestyle behaviors (exercise, smoking, alcohol consumption, etc.) were evaluated using logistic regression analyses.

Results: The mean eHEALS score was 23.6/40 points. The mean eHEALS score for students in medical departments was 27.0/40 points, which was 2.9 points higher than that of nonmedical students (P < .001). Similarly, the graduate school participants had higher scores than the undergraduate students. The proportion of participants who exercised regularly was higher in the high eHEALS score group than in the low score group, with an adjusted odds ratio of 1.39 (P < .001).

Conclusions: The eHealth literacy level of university students in Japan was comparable to that of the general Japanese population. Graduate students, as well as those in medical departments, had higher eHealth literacy. Furthermore, students with higher eHealth literacy had better exercise routines.

(J Med Internet Res 2020;22(6):e18155) doi:10.2196/18155
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Introduction

Healthy lifestyle behaviors, such as exercising regularly, sleeping well, and eating breakfast, have a significant impact on university student life. For example, students with healthy lifestyles achieve higher academic degrees than those without [1,2]. Moreover, an unhealthy lifestyle during university life, including smoking and alcohol use, tends to persist after
graduation and is highly likely to create risk of lifestyle-related diseases in later life [3,4]. However, university students are prone to engage in risky health behaviors [5]. The transition from high school to university involves a drastic change in lifestyle, as students often start living away from their parents, developing new social networks, and having more free time than before [5]. Accordingly, a decline in university students’ health status is associated with these lifestyle changes [6-8]. Therefore, the maintenance of a healthy lifestyle is a challenge for university students.

Health literacy is defined as an individual’s knowledge, motivation, and skills to access, understand, evaluate, and apply health information [9]. Studies have shown that people with high health literacy have healthy lifestyles [10]. Therefore, improving health literacy has been identified as a public health goal and a significant health care challenge globally [11]. Currently, health information is often obtained through the internet, especially by members of the younger generation, including university students [12,13]. Collecting data through the internet is different from collecting data through books and leaflets, and it requires specific skills; people must not only be health literate but must also be able to find, understand, and appraise information using digital services and technology [14]. Accordingly, electronic health (eHealth) literacy—the ability to search for, evaluate and use health information on the internet to solve health problems—is considered to be an essential factor for university students to maintain a healthy lifestyle and good health status [15]. According to the Lily model [16], eHealth literacy consists of six core skills (or literacies), which are classified into two types: analytic skills (traditional, media, and information) and context-specific skills (computer, scientific, and health). Therefore, health literacy is one of the literacies that comprise the concept of eHealth literacy [16]. The eHealth Literacy Scale (eHEALS) is an 8-item questionnaire that was developed based on the Lily model and measures a broad overview of self-perceived eHealth literacy skills [12]. The eHEALS has been translated globally and is widely used to assess eHealth literacy levels [14]. Studies have evaluated the eHealth literacy levels of university students in different countries [15]. However, the eHealth literacy level can vary among countries. Specifically, the eHealth literacy level of Japanese people may be lower than those of people in European countries [17]. The eHealth literacy level of students in Japanese universities has not been studied.

In the general population, many personal and social background characteristics, including age, gender, household income, educational level, and occupation, are associated with health literacy levels [17,18]. Among university students, male gender, higher school year, medical study department, higher academic achievement, and higher family income are associated with higher eHealth literacy levels [19-26]. However, these studies have limitations, such as relatively small numbers of participants [19,21,23,26] and recruitment of student participants from only medical and nursing departments [21,24,25]. Therefore, a study with a larger number of participants, including both nonmedical and medical students, is required to clarify the relationship between student characteristics and eHealth literacy. Studies have shown that people with higher eHealth literacy have healthier lifestyles than those with lower eHealth literacy in the general population [18]. Regarding university students, only a few studies have reported on the association between eHealth literacy and lifestyle behaviors, such as regular exercise, healthy eating, and regular sleep, in Taiwan, Greece, and the United States [20,22,27]. However, the numbers of participants in these studies [20,22,27] were relatively small. Furthermore, the influence of eHealth literacy on lifestyle behavior may vary depending on the country, cultural background, and degree of internet use [17,19,21].

The purposes of this study were to clarify the eHealth literacy level, the participant characteristics associated with eHealth literacy, and the association of eHealth literacy with lifestyle behaviors of students in a Japanese university.

**Methods**

**Recruitment**

This study was a questionnaire-based cross-sectional study performed at Chiba University, Japan. Chiba University is a national university with 13,983 students at the time of the study. Of those, 5306/13,983 (37.9%) were female and 8677/13,983 (62.1%) were male. Furthermore, 10,547/13,983 (75.4%) were undergraduate students, and 2430/13,983 (17.4%) students were studying medical sciences, including medicine, nursing, and pharmacy. Inclusion criteria were students who underwent on-campus medical examinations from April to May 2019. Exclusion criteria were students who declined to participate and who did not understand the Japanese questionnaire. Furthermore, students with incomplete answers to the questionnaire were excluded. We recruited participants during 12/19 checkup days. Of 13,983 university students, 5310 (38.0%) underwent the checkup during the 12 days. Of those, 1918/5310 (36.1%) declined to participate, and the remaining 3392 students (63.9%) answered the questionnaire. No student was excluded because of inability to understand the Japanese questionnaire. After excluding 209 students with incomplete answers, the data from 3183 students were used for analysis. The Chiba University Ethics Committee approved this study (approval number 01-02). The data were collected anonymously. No gifts or payments were given to participants for participating in this study.

**eHealth Literacy Level**

The questionnaire consisted of questions on eHealth literacy, participant characteristics, and lifestyle behaviors.

The Japanese version of the eHealth Literacy Scale (eHEALS) was used to quantify eHealth literacy [12,28]. Both the original and Japanese versions of the scale have sufficient reliability and validity to evaluate the eHealth literacy of adults [12,28]. The eHEALS consisted of eight questions, including four items related to internet capability and four items related to the utilization of health information [12]. Answer options were provided with a 5-point scale from “I totally do not think so (1)” to “I think so quite (5)” for each item. The total score of eight items was calculated, with a higher score indicating a better eHealth literacy level. The participants were divided into two groups using the mean eHEALS score for statistical

**Table 1**

<table>
<thead>
<tr>
<th>Category</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Student Characteristics</td>
<td>Sex, age, family income, household income, academic achievement, study department, family income,</td>
</tr>
</tbody>
</table>
analysis: a high score group (≥24, n=1659) and a low score group (<23, n=1524).

**Participant Characteristics**

The participant characteristics included gender, school year, department of study, and living status. Answers for school year (first to sixth year of undergraduate studies and first to fourth year of graduate school) were dichotomized into undergraduate and graduate [20]. Answers for department of study (undergraduate: education, engineering, science, horticulture, humanities, public affairs, law, politics and economics, liberal arts and sciences, literature, medicine, nursing, pharmacy; graduate: education, horticulture, medical and pharmaceutical sciences, nursing, science and engineering, and law school) were divided into medical (undergraduate: medicine, nursing, pharmacy; graduate: medical and pharmaceutical science and nursing) and nonmedical [19,21]. Answers for living status (living alone, living with parents or partner, living in a dormitory, and other) were classified into living alone and living with others.

**Lifestyle**

Lifestyle behaviors were assessed using the questions on exercise, breakfast, smoking, alcohol consumption, and hours of sleep. Answers for exercise frequency (≥3 days/week, 1-2 days/week, 1-2 days/month, none) were dichotomized into ≥1 day/week and <1 day/week for statistical analysis [18]. Answers for breakfast (every day, 5-6 days/week, 1-4 days/week, none) were divided into ≥5 days/week and <5 days/week [29]. For smoking, the answers for the three choices (yes, no, previously) were divided into nonsmoker (no, previously) and current smoker (yes) [30]. Answers concerning alcohol consumption (do not drink, 1-2 days/month, 1-2 days/week, ≥3 days/week) were categorized into <3 days/week and ≥3 days/week [31]. Answers for hours of sleep (≤6 hours, 7-8 hours, ≥9 hours) were dichotomized into sufficient (7-8 hours, ≥9 hours) and insufficient (<7 hours) [29]. Additionally, the participants' BMI (kilograms per square meter) was recorded as a proxy of lifestyle. The answers were provided with either underweight (<18.5), normal (≥18.5, <25), overweight (≥25, <30), or obese (≥30) [32]. Overweight and obese were combined into one “overweight” category [32]. Although the answer for BMI was self-reported, we assume it was accurate because the participants' BMIs were measured during the health examination immediately before they participated in the questionnaire survey.

**Statistical Analysis**

Demographic data on the participants’ characteristics and lifestyle were expressed using descriptive statistics. Numbers and frequencies were used for categorical variables. Means and standard deviations were used for continuous variables because most of the data had a normal distribution. Participants were dichotomized into two groups depending on the characteristic (eg, undergraduate/graduate). The eHEALS scores were compared between groups using Student t tests. Furthermore, the associations of eHEALS scores with lifestyle behaviors were assessed using logistic regression analysis. The explanatory variable was the eHEALS score group (low/high), and the objective variables were lifestyle behaviors. The odds ratio (OR) was calculated for a healthy lifestyle in the high eHEALS group; the low score group served as the reference. Unadjusted ORs and ORs adjusted for participant characteristics (gender, school year, department of study, and living status) were expressed. Bonferroni corrections were conducted to adjust for multiplicity. Accordingly, statistical significance was set at \( P < 0.013 \) for the association between participant characteristics and eHEALS score and at \( P < 0.007 \) for the association between eHEALS score and lifestyle behavior.

**Results**

**Participant Characteristics**

Of the 3183 participants, 878 (27.6%) were female, and 2549 (80.1%) were undergraduate students (Table 1). Students in medical departments comprised 346/3183 (10.9%) of the survey participants.

For lifestyle behaviors, 1757/3183 (55.2%) participants exercised ≥1 day/week (Table 2). Only 140/3183 (4.3%) were current smokers, and 166 (5.2%) drank alcohol ≥3 days/week. Although 281/3183 (8.8%) participants were overweight, 480 (15.1%) were classified as underweight.
Table 1. Participant characteristics (N=3183).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Participants, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender</strong></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>2305 (72.4)</td>
</tr>
<tr>
<td>Female</td>
<td>878 (27.6)</td>
</tr>
<tr>
<td><strong>School year</strong></td>
<td></td>
</tr>
<tr>
<td>Undergraduate (n=2549, 80.1%)</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>606 (19.0)</td>
</tr>
<tr>
<td>2</td>
<td>622 (19.5)</td>
</tr>
<tr>
<td>3</td>
<td>608 (19.1)</td>
</tr>
<tr>
<td>4</td>
<td>613 (19.3)</td>
</tr>
<tr>
<td>5</td>
<td>45 (1.4)</td>
</tr>
<tr>
<td>6</td>
<td>55 (1.7)</td>
</tr>
<tr>
<td>Graduate (n=634, 19.9%)</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>320 (10.1)</td>
</tr>
<tr>
<td>2</td>
<td>271 (8.5)</td>
</tr>
<tr>
<td>3</td>
<td>28 (0.9)</td>
</tr>
<tr>
<td>4</td>
<td>15 (0.5)</td>
</tr>
<tr>
<td><strong>Department of study</strong></td>
<td></td>
</tr>
<tr>
<td>Medical (n=346, 10.9%)</td>
<td></td>
</tr>
<tr>
<td>Medicine</td>
<td>606 (19.0)</td>
</tr>
<tr>
<td>Nursing</td>
<td>55 (1.7)</td>
</tr>
<tr>
<td>Pharmacy</td>
<td>125 (3.9)</td>
</tr>
<tr>
<td>Graduate school of medical and pharmaceutical science</td>
<td>14 (0.4)</td>
</tr>
<tr>
<td>Graduate school of nursing</td>
<td>13 (0.4)</td>
</tr>
<tr>
<td>Nonmedical</td>
<td>2837 (89.1)</td>
</tr>
<tr>
<td><strong>Living status</strong></td>
<td></td>
</tr>
<tr>
<td>Living alone</td>
<td>1600 (50.2)</td>
</tr>
<tr>
<td>Living with others (n=1583, 49.7%)</td>
<td></td>
</tr>
<tr>
<td>Living with parents</td>
<td>1530 (48.1)</td>
</tr>
<tr>
<td>Living in dormitory</td>
<td>46 (1.4)</td>
</tr>
<tr>
<td>Other</td>
<td>7 (0.2)</td>
</tr>
</tbody>
</table>

*The 2837 nonmedical students were studying education (n=436, 15.4%), engineering (n=887), science (n=257, 31.3%), horticulture (n=68, 2.4%), law, politics, and economics (n=402, 14.2%), liberal arts and science (n=101, 3.6%), literature (n=179, 6.3%), graduate education (n=28, 1.0%), graduate horticulture (n=7, 0.2%), graduate humanities and studies on public affairs (n=34, 1.2%), graduate science and engineering (n=427, 15.1%), and law (n=11, 0.4%).*
Table 2. Lifestyle behaviors of the participants (N=3183).

<table>
<thead>
<tr>
<th>Lifestyle behavior</th>
<th>Participants, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Exercise</strong></td>
<td></td>
</tr>
<tr>
<td>≥1 day/week (n=1757, 55.2%)</td>
<td></td>
</tr>
<tr>
<td>≥3 days/week</td>
<td>657 (20.6)</td>
</tr>
<tr>
<td>1-2 days/week</td>
<td>1100 (34.6)</td>
</tr>
<tr>
<td>&lt;1 day/week (n=1426, 44.8%)</td>
<td></td>
</tr>
<tr>
<td>1-2 days/month</td>
<td>632 (19.9)</td>
</tr>
<tr>
<td>None</td>
<td>794 (24.9)</td>
</tr>
<tr>
<td><strong>Breakfast</strong></td>
<td></td>
</tr>
<tr>
<td>≥5 days/week (n=2132, 67.0%)</td>
<td></td>
</tr>
<tr>
<td>Every day</td>
<td>1651 (51.9)</td>
</tr>
<tr>
<td>5-6 days/week</td>
<td>481 (15.1)</td>
</tr>
<tr>
<td>&lt; 5 days/week (n=1051, 33.0%)</td>
<td></td>
</tr>
<tr>
<td>1-4 days/week</td>
<td>557 (17.5)</td>
</tr>
<tr>
<td>None</td>
<td>494 (15.5)</td>
</tr>
<tr>
<td><strong>Smoking</strong></td>
<td></td>
</tr>
<tr>
<td>Nonsmoker (n=3043, 95.6%)</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>2967 (93.2)</td>
</tr>
<tr>
<td>Previously</td>
<td>76 (2.4)</td>
</tr>
<tr>
<td>Smoker</td>
<td>140 (4.4)</td>
</tr>
<tr>
<td><strong>Alcohol</strong></td>
<td></td>
</tr>
<tr>
<td>&lt;3 days/week (n=3017, 96.1%)</td>
<td></td>
</tr>
<tr>
<td>None</td>
<td>1208 (38.0)</td>
</tr>
<tr>
<td>1-2 days/month</td>
<td>1189 (37.4)</td>
</tr>
<tr>
<td>1-2 days/week</td>
<td>620 (19.5)</td>
</tr>
<tr>
<td>≥3 days/week</td>
<td>166 (5.2)</td>
</tr>
<tr>
<td><strong>Sleep</strong></td>
<td></td>
</tr>
<tr>
<td>Sufficient (n=1878, 59.0%)</td>
<td></td>
</tr>
<tr>
<td>7-8 hours</td>
<td>1822 (57.2)</td>
</tr>
<tr>
<td>≥9 hours</td>
<td>56 (1.8)</td>
</tr>
<tr>
<td>Insufficient (≤6 hours)</td>
<td>1305 (41.0)</td>
</tr>
<tr>
<td><strong>BMI (kilograms per square meter)</strong></td>
<td></td>
</tr>
<tr>
<td>Normal (≥18.5, &lt;25)</td>
<td>2422 (76.1)</td>
</tr>
<tr>
<td>Underweight (&lt;18.5)</td>
<td>480 (15.1)</td>
</tr>
<tr>
<td><strong>Overweight</strong> (≥25, n=281, 8.8%)</td>
<td></td>
</tr>
<tr>
<td>≥25, &lt;30</td>
<td>230 (7.2)</td>
</tr>
<tr>
<td>≥30</td>
<td>51 (1.6)</td>
</tr>
</tbody>
</table>

**eHealth Literacy Level**

The mean eHEALS score was 23.6/40 points (SD 6.8). The mean scores for each item ranged from 2.7 to 3.1. The lowest score for was obtained for Q6: “I have the skills I need to evaluate the health resources I found on the internet,” and the highest score was obtained for Q8: “I feel confident in using information from the Internet to make health decisions.”

**Association Between Participant Characteristics and eHEALS Score**

The mean eHEALS score for medical students was 2.9 points higher than that for nonmedical students (P<0.001, Table 3). The
eHEALS score was higher for graduate students than for undergraduate students ($P=.003$). However, the difference between the groups was 0.9 points. There was no difference between female and male gender ($P=.18$) or between students living alone and living with others ($P=.02$).

### Table 3. Association between participant characteristics and eHEALS score (N=3183).

<table>
<thead>
<tr>
<th>Characteristic (n)</th>
<th>eHEALS(^a) score, mean (SD)</th>
<th>$P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male (2305)</td>
<td>23.6 (7.0)</td>
<td>.18</td>
</tr>
<tr>
<td>Female (878)</td>
<td>23.3 (6.3)</td>
<td></td>
</tr>
<tr>
<td>School year</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Undergraduate (2549)</td>
<td>23.4 (6.8)</td>
<td>.003</td>
</tr>
<tr>
<td>Graduate (634)</td>
<td>24.3 (6.6)</td>
<td></td>
</tr>
<tr>
<td>Department of study</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Medical (346)</td>
<td>27.0 (6.6)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Nonmedical (2837)</td>
<td>23.1 (6.7)</td>
<td></td>
</tr>
<tr>
<td>Living status</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Living alone (1600)</td>
<td>23.8 (6.9)</td>
<td>.02</td>
</tr>
<tr>
<td>Living with others (1583)</td>
<td>23.3 (6.7)</td>
<td></td>
</tr>
</tbody>
</table>

\(^a\) eHEALS: eHealth Literacy Scale.

### Association of eHEALS Score With Lifestyle

Overall, participants in the high eHEALS score group had a healthier lifestyle than those in the low score group (Table 4). In the high score group, 984/1659 students (59.3%) exercised regularly (≥1 day/week), while in the low score group, 773/1524 (50.7%) exercised regularly. The adjusted OR for the high score group was 1.39 ($P<.001$, Table 4). Also, 1141/1659 (68.8%) and 991/1524 (65.0%) participants in the high and low score groups, respectively, had breakfast regularly (adjusted OR 1.42; $P=.007$). Interestingly, the risk of being overweight was higher in the high score group (adjusted OR 1.49; $P<.001$). However, the number of overweight students was low in both groups, namely 176/1659 (10.6%) in the high score group and 105/1524 (6.9%) in the low score group.

### Table 4. Association of eHEALS score with lifestyle (N=3183). OR values are for the high eHEALS score group (n=1659) relative to the low score group (n=1524).

<table>
<thead>
<tr>
<th>Lifestyle behavior</th>
<th>Unadjusted OR(^a) (95% CI)</th>
<th>$P$ value</th>
<th>Adjusted(^b) OR (95% CI)</th>
<th>$P$ value</th>
<th>Model $P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Regular exercise</td>
<td>1.42 (1.23-1.63)</td>
<td>&lt;.001</td>
<td>1.39 (1.21-1.61)</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Regular breakfast</td>
<td>1.18 (1.02-1.37)</td>
<td>.02</td>
<td>1.24 (1.06-1.45)</td>
<td>.007</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>No smoking</td>
<td>1.24 (0.88-1.74)</td>
<td>.22</td>
<td>1.18 (0.8-1.67)</td>
<td>.36</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Alcohol &lt;3 days/week</td>
<td>0.80 (0.59-1.10)</td>
<td>.17</td>
<td>0.82 (0.59-1.12)</td>
<td>.21</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Sufficient sleep</td>
<td>1.10 (0.96-1.27)</td>
<td>.17</td>
<td>0.91 (0.79-1.06)</td>
<td>.22</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Overweight (n=2703)(^c)</td>
<td>1.58 (1.23-2.05)</td>
<td>&lt;.001</td>
<td>1.49 (1.20-2.02)</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Underweight (n=2902)(^d)</td>
<td>0.93 (0.76-1.13)</td>
<td>.47</td>
<td>.94 (0.77-1.15)</td>
<td>.54</td>
<td>.14</td>
</tr>
</tbody>
</table>

\(^a\) OR: odds ratio.
\(^b\) Adjusted for gender, school year, department of study, and living status.
\(^c\) n=1421 (52.6%) and n=1282 (47.4%) in the high and low eHEALS score groups, respectively.
\(^d\) n=1476 (50.9%) and n=1426 (49.1%) in the high and low eHEALS score groups, respectively.

### Discussion

#### Principal Findings

We showed that the average eHEALS score of students at a Japanese national university was approximately 24 points out of 40. Several personal background characteristics, including school year and department of study, were associated with a high eHEALS score. Additionally, students with higher eHEALS scores demonstrated better exercise behaviors. To the best of our knowledge, this is the first such study of Japanese students and one of the largest studies to clarify the eHealth literacy levels and related lifestyle behaviors of university students. Our results provide important information to help university students improve their eHealth literacy and achieve healthier lifestyles.
eHealth Literacy Level

In this study, the mean eHEALS score of the participants was 23.6/40 points. This value is comparable to that of general Japanese adults, whose mean score was 23.5 points [28,29]. However, studies from other countries have reported higher scores. For example, the mean eHEALS score of 192 students at an Iranian medical and health science university was 28.2 points [21]. In a study of 422 American college students, most of whom were undergraduate students, the mean score was 31.9 [27]. The eHEALS scores of the general population in several Asian, American, and European countries were also relatively high, ranging from 28.1-30.5 [33-36]. In addition to the lower eHealth literacy level of Japanese people, the general health literacy level, measured by using the European Health Literacy Survey Questionnaire (HLS-EU-Q47) [37], was lower in Japan than in European countries [17]. Therefore, the health literacy level in Japan appears to be low not only in university students but in Japanese people in general. There are some potential explanations for the lower health literacy of Japanese people. First, accessible and understandable public health information sites, such as the National Institutes of Health website in America [38] and the National Health Service website in Britain [39], are not available in Japan [17]. Therefore, Japanese people may have difficulty acquiring health literacy. Poor accessibility to health information can affect the eHealth literacy levels of college students in other countries as well [21]. Second, surveys by the Japanese Cabinet Office and the Ministry of Education, Culture, Sports, Science and Technology suggest that students and younger people have lower self-esteem in Japan than in other countries [40]. Because we assessed self-reported health literacy levels, the students who participated in this study may have rated their health information skills lower than the actual levels [41]. Further research is needed to clarify the cause of low health literacy in Japanese university students. Additionally, our results indicate that there is significant room for improvement in the eHealth literacy of Japanese university students [15].

Association Between Participant Characteristics and eHEALS Score

In this study, undergraduate and graduate students in the medical sciences (ie, medicine, nursing, and pharmacy) had higher eHEALS scores than those in nonmedical departments. This result was consistent with a study of 566 Taiwanese college students, in which medical students had higher eHealth literacy in all dimensions than nonmedical students [20]. A higher eHealth literacy level in medical students was also observed in a survey of 192 Iranian university students [21]. These results are understandable because medical students are more exposed to medical and health information in their curriculum.

The graduate student participants had higher eHEALS scores than undergraduate students, although the difference in the mean score was only 0.9 points. In studies of medical and nursing students, a higher school year was associated with higher eHealth literacy [19,21,24]. Additionally, a survey of 630 Danish university students showed higher health literacy among students in master’s degree programs than among those in bachelor’s degree programs [26]. Our study showed a similar association between school year and eHealth literacy in a broader range of student populations, including medical and nonmedical students. A possible explanation for our result is that eHealth literacy levels improve during university life. Another explanation is that students with higher eHealth literacy are selected for admission to graduate programs. Further longitudinal studies are necessary to clarify this issue. Combining the results of this study and those of previous studies, education programs to improve eHealth literacy should focus on early-degree and nonmedical students.

Association of eHEALS Score With Lifestyle

This study showed that participants in the high eHEALS score group exercised more frequently than those in the low score group. This association was significant after adjusting for participant characteristics. A relationship between higher eHealth literacy and better exercise behaviors is consistently found in Taiwanese, American, and Greek university students [20,22,27] as well as in adult internet users in Japan [29]. In this study, 1426/3138 participants (44.8%) exercised <1 day/week. Promoting regular exercise to this population would be a fundamental part of healthy lifestyle promotion. The results of this study suggest that eHealth literacy education improves exercise behaviors.

In this study, a higher eHEALS score was associated with regularly eating breakfast. Our result was in line with previous studies, which showed that higher eHealth literacy was correlated with healthy diet behavior among American and Taiwanese college students [20,27]. People who did not eat breakfast reported suboptimal dietary behavior, such as unhealthy food choices and eating snacks [42]. Furthermore, skipping breakfast is associated with several lifestyle-related diseases [43,44] and lower academic achievement in college students [2]. Therefore, regularly eating breakfast serves as an indicator of an overall healthy lifestyle [42]. However, breakfast skipping is prevalent among young adults [45] and university students [46]. In this study, 1051/3183 (33.0%) of participants ate breakfast less than five times a week. Therefore, enhancing eHealth literacy could promote regular breakfast eating among university students.

Smoking and excessive alcohol were not associated with eHEALS score. Our results were consistent with general surveys of Japanese adults, in which the eHEALS score [29] and the general health literacy level [47,48] were not associated with smoking or alcohol consumption but were associated with exercise and balanced nutrition. Similarly, no association of eHealth literacy with smoking or alcohol was found in Greek university students [22]. This may be because the rates of habitual drinkers (166/3183, 5.2%) and current smokers (140/3183, 4.4%) were low in this study; thus, it is difficult to assess the association of eHealth literacy with alcohol and smoking [48]. Indeed, percentages of habitual drinkers and smokers have declined among young Japanese people in the past decade [49]. Another possible reason is that other environmental factors, such as friends, independent living, and family history, may affect the drinking and smoking behaviors of university students more than their eHealth literacy [50].
Limitations

This study has several limitations. First, this study was conducted at a single national university. Therefore, the results may not apply to university students from other backgrounds. For example, the type of university (ie, public or private) could affect the students’ eHealth literacy levels [19]. Although approximately 3400 students from a wide range of school years and departments were enrolled in this study, further studies that include multiple universities are needed. Second, the participants of this study may not represent the general Chiba University student population. For example, only 878/3183 (27.6%) of participants were female, while 38% of Chiba University students are female. Third, we recruited participants who had undergone health checkups. People who undergo health checkups are more health-conscious and have healthier lifestyles than those who do not [51]; the eHealth literacy level may have been even lower if students who did not undergo health examinations had participated in the survey. Fourth, several participant characteristics that can be associated with eHealth literacy, such as academic achievement [22], family income [22], educational level of parents [26], student health history [26], and internet skills [19], were not surveyed because of the practicality limits of administering the questionnaire at the health examination. Fifth, because this study was designed as a cross-sectional study, the causal relationship of eHealth literacy with lifestyle was not clarified. Future studies that evaluate the effects of eHealth literacy education are needed to confirm the causality. Finally, we used eHEALS, which was developed in 2006, to quantify the eHealth literacy levels of the participants. However, the utilization of the internet has changed significantly since the scale was developed. Specifically, social media and mobile devices are among the most popular ways to use the internet among younger people [52]. Therefore, although this scale is a valid measurement and has been used widely, it may not fully represent the eHealth literacy levels of university students [53].

Conclusions

The eHealth literacy level of Chiba University students was comparable to that of the general Japanese population. Graduate students, as well as those in medical departments, had higher eHealth literacy levels. Furthermore, the students with higher eHealth literacy levels demonstrated better exercise behaviors. Interventions to address eHealth literacy could help improve students’ lifestyles, although further research is warranted.
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Abstract

Background: There is a documented need to build capacity for theory- and evidence-informed knowledge translation (KT) and patient engagement (PE) practice in health research. Dissemination of foundational content online coupled with social media promotion may build capacity by increasing awareness, knowledge, and positive attitudes.

Objective: This retrospective study sought to (1) describe exposure and engagement of the KnowledgeNudge KT and PE dissemination strategy (online blog and Twitter profile) over 2 years and (2) identify and compare characteristics of individual posts with the most and least exposure and reach.

Methods: Exposure was assessed by blog site views per month and Twitter profile impressions per month. Engagement was assessed by Twitter profile interactions per month. Descriptive statistics were calculated for 6-month blocks and compared using one-way analysis of variance or Student t test. Individual post exposure was assessed by average post views per week. Individual post reach was assessed by average post reads per week. High- and low-profile blog posts with the highest and lowest 10th percentile for exposure and reach were identified.

Results: A total of 99 posts and 755 tweets were published during the study period. There was a significant increase in exposure ($P=.004$) and reach ($P<.001$) during the final 6 months. Seven high-profile and 6 low-profile posts were identified. High-profile posts had a significantly greater average word count than low-profile posts ($P=.003$). There were no other significant differences between posts.

Conclusions: The increases in KnowledgeNudge exposure and engagement offer preliminary evidence in support of this dissemination strategy for the practice of KT and PE. Variation in individual post exposure and reach warrants further exploration to tailor content to user needs. Future work will include a prospective evaluation strategy to explore the effect of KnowledgeNudge on awareness, knowledge, attitudes, and behavior.

(J Med Internet Res 2020;22(6):e15351) doi:10.2196/15351
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Introduction

Knowledge translation (KT) is an evolving discipline dedicated to advancing the synthesis, exchange, dissemination, and application of knowledge to optimize health, health care delivery, and the health care system [1]. It is a dynamic and iterative process that occurs throughout complex interactions between evidence producers and users [1], including but not limited to people with personal experience of a health issue (as...
a patient, family member, friend, or caregiver). The conceptual and evidence foundation for KT is growing rapidly, alongside growing recognition of the need for meaningful and active involvement of individuals with personal experience of a health issue in all stages of the research process (known in Canada as patient engagement [PE]) [2].

Accordingly, the need to build capacity to practice theory- and evidence-informed KT and PE has been identified in multiple studies [3-8]. For example, in a 2015 qualitative study of health researchers in Manitoba, Canada, KT education and training resources were identified as most needed to support practicing KT [7]. Similarly, in a 2017 survey of Manitoba health researchers, 81% of respondents indicated the need for training and educational resources to practice PE [9]. While the need for training has been consistently demonstrated, potential solutions need to consider known barriers to participation such as competing priorities and cost, which were identified in a 2014 Canadian study of knowledge translation training needs [10].

Dissemination of foundational resource material may help to build capacity for practicing theory- and evidence-informed KT and PE by facilitating distribution and awareness of seminal works, current best evidence and practices, and ongoing critical debates in the field [8]. In turn, dissemination may lead to increased knowledge and positive attitudes toward theory- and evidence-informed KT and PE, ultimately leading to improved skills and stimulation of behavior change [11]. Although effective dissemination strategies specific to KT and PE content have not been determined, online resources that use web-based technologies have emerged as a popular dissemination strategy due to their potential to reach large numbers of users [12] and have been shown to increase self-reported knowledge, skills, and information exchange in a time- and cost-efficient manner [13,14]. The impact of online dissemination resources may be enhanced when coupled with social media, which is rapidly growing in use in health research and care [15]. A 2015 study of 852 health researchers reported that 26.9% used social media for obtaining research evidence and almost all (95.9%) participants considered social media important for obtaining and disseminating research evidence [16]. Disseminating evidence through social media has also been shown to be effective in stimulating behavior change among health research users. For instance, a 2015 study of 317 clinicians found that 70% of participants reported changing or intending to change their practice after receiving evidence-based practice information through social media [17].

To address the established need to build capacity for practicing evidence-informed KT and PE, the KnowledgeNudge dissemination strategy was developed and launched in 2016. KnowledgeNudge consists of an online blog (a web-based collection of self-published content) [18] and accompanying Twitter profile [19]. The objective of KnowledgeNudge is to increase awareness, knowledge, and positive attitudes of KT and PE and related best practice concepts, considerations, and resources. The ultimate goal of KnowledgeNudge is to influence uptake of evidence-informed and/or best practice behaviors in KT and PE. Target audiences include health researchers, practitioners, and people with lived experience of a health issue.

The editorial team comprises an academic KT scientist, KT and PE practice leads, and knowledge brokers with 4 to 10 years of experience. Contributors include a core group of KT scientists, academic trainees, research coordinators, KT and PE practice leads, and knowledge brokers (n=12), as well as guest posts from external health researchers and practitioners, patients/health consumers, and knowledge brokers with related expertise (n=9). Weekly blog posts summarize theoretical concepts, offer practice guidance, and provide opinions on issues of debate. Blog posts are intentionally short (less than 2000 words) and are written in a tone that is engaging, unique, and conversational and uses principles of plain language to appeal to a wide range of readers. Tweets are posted to promote each new blog post. Tweets direct readers to new content on the day of publication and through multiple follow-up posts in the first week. When new posts are not available, tweets promote existing posts.

There is consistent recognition of the need for outcome evaluation in established KT process models [20] and best practice recommendations for online KT tools and dissemination approaches [12]. As an important foundational step in evaluation of the KnowledgeNudge dissemination strategy, the overall goal of this study was to examine spread of KnowledgeNudge during its first 2 years. This concept was operationalized using recommended key performance indicators for social media use in health promotion: exposure, engagement, and reach [21]. Exposure reflects the number of times content has been viewed on a social media application. Engagement has been defined as an indicator of linking social medial to action, at its lowest level indicating some active interaction or participation, with individuals acknowledging agreement or preference for the content [21]. Reach indicates the number of individuals who have contact with the social media application and the related content [21].

The primary objective of this study was to describe and determine changes in exposure and engagement of the KnowledgeNudge blog and Twitter profile over a 2-year period (objective 1). The secondary objective was to identify and compare characteristics of individual posts with the most and least exposure and reach (objective 2). For the purpose of this study, exposure was measured through blog site views and Twitter profile impressions, and engagement was evaluated through Twitter profile interactions. Individual post exposure was evaluated through post views and reach through post reads.

### Methods

#### Study Design

A retrospective descriptive quantitative study was conducted from August 1, 2016, through July 31, 2018. Given the nonidentifiable nature of the secondary data used for analysis, research ethics approval was not sought per Article 2.4 of the 2014 Government of Canada Tri-Council Policy Statement on Ethical Conduct for Research Involving Humans [22].

#### Data Collection

For objective 1 (describe and determine changes in exposure and engagement of the KnowledgeNudge blog and Twitter profile), study data were extracted from standard use metrics.
available for the KnowledgeNudge blog site account (hosted on WordPress from August 2016 to February 2017 and on Medium from March 2017 to July 2018) and KnowledgeNudge Twitter profile. For objective 2 (identify and compare characteristics of individual posts with the most and least exposure and reach), metrics for individual posts were collected on October 1, 2018, allowing the last post in the study period (published on July 25, 2018) to accumulate metrics for 68 days. Individual post data were not available for the period August 2016 to February 2017 due to the change in site host and the inability to retrospectively retrieve individual post data from WordPress once the account was closed.

Outcomes
The primary study outcomes were exposure and engagement of the blog site and Twitter profile (objective 1), as well as individual post exposure and reach (objective 2) [23,24]. Exposure was defined as the total number of KnowledgeNudge blog site page views per month and the total number of Twitter profile impressions per month. Engagement was defined as the total number of Twitter profile engagements per month. Individual post exposure was defined as the average number of views per week, calculated for each post by dividing the total number of post views over the study period by the number of weeks since the post was first published. Individual post reach was defined as the average number of reads per week, calculated for each post by dividing the total number of reads for the study period (a metric provided by Medium, in which a read is counted when someone remains on the post page for the estimated amount of time it takes to read the entire post) by the number of weeks since the post was first published. Secondary outcomes included individual post content characteristics of post topic (knowledge translation, patient engagement, both, or other); post type (conceptual, practice, or other); when each post was published (dividing the study period into 6-month bins); the number of tweets used to share each post during the study period; and the total number of words per post (excluding the title, subtitle, and author information).

Data Analysis
Descriptive summary statistics were calculated for all variables (values reported are mean and standard deviation). To determine characteristics of individual posts, a combination of deductive and inductive coding was used. First, the research team met and developed a coding framework that consisted of two broad coding categories by topic (KT and PE) and three subcategories by type (practical issues or practice, theoretical concepts or conceptual, opinions, or other). Practice posts were defined as those providing information on tools and resources for KT and PE; conceptual posts were defined as those providing evidence-based information on the science of KT and PE based on peer-reviewed literature; and opinion posts were defined as those providing expert opinion on KT and PE science and practice. Two team members independently coded individual posts. An additional category was included for posts that specifically identified as relevant to both KT and PE, and all other posts that did not fit in the developed categories were coded as other (for example, informative posts about staff members). Coding disagreements were resolved through discussion. Kappa scores were calculated to determine interrater reliability of individual post coding, which was found to be strong for post topic (κ = .85) and moderate for post type (κ = .66) [25]. To determine changes in exposure and engagement over time (objective 1), a 1-way analysis of variance was conducted to assess average blog site exposure over time and Twitter profile exposure and engagement for each 6-month block. Post hoc comparisons were completed using the Tukey honestly significant difference (HSD) test. Statistical significance was set at P<.05.

To identify and compare individual posts with the most and least exposure and reach (objective 2), posts were ranked separately by exposure and reach (average weekly views and reads, respectively). High-profile posts were identified as those in the 10th highest percentile for both exposure and reach, and low-profile posts were identified as those in the 10th lowest percentile for both exposure and reach. Posts with missing data (those originally posted on WordPress and imported to Medium) were included in identification of high-profile posts but not in identifying low-profile posts in order to avoid categorizing these posts as low profile when exposure and reach could not be accurately measured for the entire study period. Tweets per post, word count, and exposure and reach of high- and low-profile posts were compared with a Student t test [26]. A 2-sided Fisher exact test was used to compare time of publication (by 6-month block), topic, and type of post for high- and low-profile posts [27].

Results

KnowledgeNudge Production Summary
A total of 99 posts were published during the study period (average 4 posts per month). Average post length was 818 words (range 246 to 1908). Of the total posts, 59% (58/99) were characterized as KT, 29% (29/99) as PE, 5% (5/99) as both KT and PE, and 7% (7/99) as other topics such as providing information about the KnowledgeNudge team. Half of the posts (49/99) were coded as practice, 31% (32/99) as conceptual, 12% (12/99) as opinion pieces, and 6% (6/99) as other. A total of 755 tweets were produced during the study period. Most tweets directly promoted individual posts (599/755, 79.3%), while the remainder promoted related content via retweets.

Objective 1. Exposure and Engagement of KnowledgeNudge
Monthly exposure and engagement are displayed in Figure 1. Average blog site exposure was 1263 (SD 549) site views per month during the study period (range 353 to 2322). There was a significant increase in blog site exposure over time (F3,20=17.9, P<.001). Post hoc comparisons using the Tukey HSD test showed that average blog site exposure was significantly greater in the last 6-month block (2002 [SD 229] views per month) than the first (823 [SD 275] views per month) and second (944 [SD 248] views per month) 6-month blocks (P=.001) and the third (1283 [SD 432] views per month) 6-month block (P=.003). There was no significant difference in average blog site exposure between the first, second, and third 6-month blocks.
Average Twitter exposure was 22,320 (SD 9139) impressions per month (range 1522 to 41,112). A significant increase was seen in exposure over time ($F_{3,20}=9.0, P<.001$). Post hoc comparison using the Tukey HSD test showed that average Twitter exposure significantly increased from the first 6-month block (14,374 [SD 7903] impressions per month) to the third 6-month block (29,190 [SD 6371] impressions per month; $P=.003$) and to the last 6-month block (28,899 [SD 5780] impressions per month; $P=.004$). Post hoc comparison using the Tukey HSD test also revealed a significant increase in Twitter exposure between the second 6-month block (16,818 impressions per month), third 6-month block ($P=.02$), and last 6-month block ($P=.02$).

Average Twitter engagement was 294 (SD 124) engagements per month (range 57 to 554). There was a significant effect of time on average engagement ($F_{3,20}=4.2, P=.02$). Post hoc comparison using the Tukey HSD test showed a significant increase in average Twitter engagement between the first 6-month block (220 [SD 119] engagements per month) and the third 6-month block (418 [SD 131] engagements per month; $P=.02$). There were no other significant differences between the 6-month blocks.

Figure 1. KnowledgeNudge blog site exposure (a), Twitter exposure (b), and Twitter engagement (c) over 2-year period. There was a significant increase in blog site exposure ($P<.001$) and Twitter exposure ($P=.004$) between the first and last 6 months of the study period. No significant difference was seen in Twitter engagement between the first and last 6 months.
Objective 2: Individual KnowledgeNudge Post Characteristics

The average exposure of individual posts was 4.8 (SD 8.8) views per week (range 0.3 to 79). The average reach of individual posts was 1.7 (SD 1.7) reads per week (range 0.1 to 12). The average word count of individual posts was 988.3 (SD 429.3; range 434 to 1908). The average number of tweets per post was 7.1 (SD 2.3; range 3 to 11). Seven posts were identified as high profile, and 6 posts were identified as low profile. Comparison between high- and low-profile posts using a Student t test showed there was a significant difference between high- and low-profile posts for exposure (t₁=2.2, P=.02) and reach (t₁=4.9, P<.001). The word count of high-profile posts was significantly greater than that of low-profile posts (t₁=3.4, P=.003). There was no significant difference in the number of tweets per post between high- and low-profile posts (t₁=1.7, P=.06). There was no significant difference between high- and low-profile posts in terms of time of publication (P=.66), topic (P=.12), or type (P=.44). Characteristics of individual high- and low-profile posts are reported in Table 1.

Table 1. Characteristics of high- and low-profile KnowledgeNudge posts (those within the highest and lowest 10th percentile for both exposure and reach).

<table>
<thead>
<tr>
<th>Title</th>
<th>Publication date</th>
<th>Topic</th>
<th>Type</th>
<th>Word count</th>
<th>Tweets/ post</th>
<th>Exposure (views/week)</th>
<th>Reach (reads/week)</th>
<th>Rank</th>
</tr>
</thead>
<tbody>
<tr>
<td>The Knowledge-to-Action Framework</td>
<td>Nov 15, 2017</td>
<td>KT</td>
<td>Conceptual</td>
<td>1908</td>
<td>8</td>
<td>79</td>
<td>12</td>
<td>High</td>
</tr>
<tr>
<td>Decolonizing Community Engagement</td>
<td>Nov 22, 2017</td>
<td>PE</td>
<td>Conceptual</td>
<td>1411</td>
<td>11</td>
<td>38</td>
<td>9</td>
<td>High</td>
</tr>
<tr>
<td>Infographics: A Primer for Researchers</td>
<td>Jul 25, 2018</td>
<td>KT</td>
<td>Conceptual</td>
<td>1505</td>
<td>5</td>
<td>19</td>
<td>7</td>
<td>High</td>
</tr>
<tr>
<td>Knowledge Translation &amp; Translation Research: Are They One &amp; the Same?</td>
<td>Sep 6, 2017</td>
<td>KT</td>
<td>Conceptual</td>
<td>988</td>
<td>6</td>
<td>11</td>
<td>5</td>
<td>High</td>
</tr>
<tr>
<td>Budgeting for Patient &amp; Public Engagement in Health Research</td>
<td>Oct 18, 2017</td>
<td>PE</td>
<td>Practice</td>
<td>1142</td>
<td>10</td>
<td>10</td>
<td>4</td>
<td>High</td>
</tr>
<tr>
<td>Unpacking KT Theories, Models, and Frameworks</td>
<td>Jan 25, 2017</td>
<td>KT</td>
<td>Conceptual</td>
<td>794</td>
<td>8</td>
<td>9</td>
<td>5</td>
<td>High</td>
</tr>
<tr>
<td>Top 10 Knowledge Translation Resources</td>
<td>Jul 12, 2017</td>
<td>KT</td>
<td>Practice</td>
<td>1072</td>
<td>8</td>
<td>9</td>
<td>4</td>
<td>High</td>
</tr>
<tr>
<td>Top KnowledgeNudge Posts of 2017</td>
<td>Nov 29, 2017</td>
<td>Other</td>
<td>Other</td>
<td>510</td>
<td>3</td>
<td>0.5</td>
<td>0.3</td>
<td>Low</td>
</tr>
<tr>
<td>Photovoice Blog-Series, Blog #2: Community Partnerships &amp; Hard-to-Reach Populations</td>
<td>Aug 16, 2017</td>
<td>PE</td>
<td>Practice</td>
<td>915</td>
<td>4</td>
<td>0.9</td>
<td>0.4</td>
<td>Low</td>
</tr>
<tr>
<td>Everything (So Far) in One Post!</td>
<td>Apr 5, 2017</td>
<td>Other</td>
<td>Other</td>
<td>434</td>
<td>7</td>
<td>1</td>
<td>0.4</td>
<td>Low</td>
</tr>
<tr>
<td>Networks for Knowledge Translation</td>
<td>May 17, 2017</td>
<td>KT</td>
<td>Conceptual</td>
<td>554</td>
<td>9</td>
<td>1.4</td>
<td>0.8</td>
<td>Low</td>
</tr>
<tr>
<td>Sex- and Gender-Based Analysis (SGBA): Importance in Health Research</td>
<td>May 31, 2017</td>
<td>Both</td>
<td>Conceptual</td>
<td>640</td>
<td>7</td>
<td>1.6</td>
<td>0.6</td>
<td>Low</td>
</tr>
<tr>
<td>Part-II: The James Lind Alliance: An Overview of the Process of Priority Setting Partnerships</td>
<td>Apr 11, 2018</td>
<td>PE</td>
<td>Conceptual</td>
<td>975</td>
<td>6</td>
<td>1.8</td>
<td>0.7</td>
<td>Low</td>
</tr>
</tbody>
</table>

Discussion

Principal Findings

The goal of this study was to explore changes in exposure and engagement of the KnowledgeNudge KT and PE dissemination strategy during its initial 2-year period. By formally measuring and documenting changes in exposure and engagement of the KnowledgeNudge strategy, this study adds to the growing body of literature on the use of social media in dissemination science and demonstrates important contributions for building capacity in the practice of high-quality KT and PE practices. The findings establish a foundation for future studies to explore in-depth the impact of KnowledgeNudge content on KT and PE practice behaviors.

An important finding was the significant increase in blog site exposure between the first and last 6-month periods, providing evidence of increased spread of information on foundational issues of KT and PE. The significant increase in Twitter profile exposure during the study also provides evidence of growing network size. The absence of significant changes in Twitter profile engagement between the first and last 6-month periods is arguably less important, as the Twitter profile served to encourage users to visit the primary blog site and was not the primary source of KT and PE content. We also observed considerable variation in reach among the individual posts. Post
topic and type coding did not suggest any trends influencing variation between posts with the highest and lowest reach.

The findings of this study are consistent with published evaluations of exposure and engagement in online dissemination blog strategies and Twitter activity in related domains of health [28-30]. The increase in exposure is a precursor to increase in awareness. The findings also support the goals of KnowledgeNudge by increasing the spread of information on foundational issues relating to the practice of KT and PE. A 2019 scoping review of core competencies for KT identified 19 individual competencies specific to addressing primarily knowledge, skills, or attitudes [31]. Although individual posts were not coded according to this framework, the KnowledgeNudge strategy as a whole seeks to address aspects of each of these competency domains. For example, the KnowledgeNudge dissemination strategy addresses many of these individual competencies related to the domain of knowledge including sharing of knowledge, increasing awareness of evidence resources, and promoting the understanding of research process, KT, and dissemination activities [31]. However, it has yet to be determined whether the KnowledgeNudge dissemination strategy addressed the domains of skills and attitudes.

Moving forward, this core competency framework could be used to guide development of KnowledgeNudge content and evaluation approaches.

Although we did not directly assess factors that contributed to the increase in blog site exposure, using Twitter as a promotional strategy has been associated with increase in website traffic [29,32]. For example, a study of a website and Twitter profile aimed at disseminating resources related to child health found that an increase in Twitter exposure was associated with increased website reach [29]. Other factors that might have contributed to the increase in exposure of the blog site include posting content on a regular basis (on average one post per week) and publishing on subject matter identified as being of interest to readers through annual reader surveys. Similarly, having a team of authors with a wide of range of expertise also contributed to producing content covering a vast range of topics in PE and KT, potentially attracting a wide range of readership. Future studies should more explicitly consider and compare the effects of variables such as post frequency and content on changes in exposure, reach, and engagement.

The findings related to characteristics of high- and low-profile posts have important implications for those planning online dissemination strategies in general and those specifically interested in building capacity for KT and PE practices. Among the blog characteristics tested, the only significantly different variable between high- and low-profile posts was word count. Notably, high-profile posts had significantly more words than low-profile posts. This finding is supported by some evidence suggesting longer blogs are more influential in terms of garnering reader attention and feedback [33]. We found no difference in KT or PE post topic, practice or conceptual type, number of tweets per post, or time period of publication between high and low-profile posts. Other metrics not captured in our study may help to explain differences between high- and low-profile posts. The finding that time period of publication was not significantly different does eliminate two important opposite influencing factors: first, that older posts might accumulate more views and reads compared with newer posts because of the former being posted for a longer period on the website, and second, that more recent posts might have higher views and reads compared with older posts because of recency bias [34].

Limitations

We acknowledge the limitations of this retrospective study and potential for continued evaluation to overcome them. First, we recognize that reliance on online use metrics provides only a proxy indicator of awareness and generally relies on the assumption that the reader is actively interacting with the content. Analysis of related indicators such as Medium comments or claps (Medium’s version of likes) may have provided additional evidence for active engagement and awareness with the KnowledgeNudge strategy, although the inherent difficulty of accessing, measuring, and interpreting social media metrics is recognized in the literature [35].

Retrospective use of standard online metrics also restricted data accessibility to some extent (particularly blog site-level metrics such as unique visitors), and this was compounded by the unanticipated effects of changing host sites during the study period. We recommend those planning similar evaluations ensure in advance that their anticipated metrics are accessible, relevant, and feasible to collect.

Future research opportunities for understanding the effects of the KnowledgeNudge dissemination strategy include (but are not limited to) additional analysis to explore factors influencing variation in individual post engagement (such as author and guest effects; social media influencer effects; tweet content such as hashtags, photos, or language; and timing), social network analysis based on KnowledgeNudge Twitter and/or Medium followers, and a prospective study examining the overall impact of KnowledgeNudge on knowledge, skills, and attitudes toward theory- and evidence-informed KT and PE practice. Recognizing the limitations of dissemination strategies on behavior [36] and given that multifaceted KT strategies have been shown to be more effective [37] the impact of KnowledgeNudge would likely be optimized when coupled with active training and practice-building strategies.

Conclusions

The KnowledgeNudge dissemination strategy demonstrated increased online blog site and Twitter exposure over an initial 2-year period. Growth of KnowledgeNudge resulted mostly from an increase in blog site and Twitter exposures. The outcomes included in this study, based on standard use data, provide evidence of a foundational component for increasing capacity for theory- and evidence-informed KT and PE practice: access to information. Critical next steps include ongoing evaluation to explore the effects of KnowledgeNudge on knowledge, skills, and behavior. Variation in individual post reach warrants further exploration and audience feedback to tailor content to user needs. Future work will include a prospective evaluation strategy to comprehensively explore the effect of KnowledgeNudge on knowledge, attitudes, and behavior, and opportunities to leverage KnowledgeNudge resources in an active training program will be explored.

http://www.jmir.org/2020/6/e15351/
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Abstract

Background: The use of digital technologies is increasing in health care. However, studies evaluating digital health technologies can be characterized by selective nonparticipation of older people, although older people represent one of the main user groups of health care.

Objective: We examined whether and how participation in an exergame intervention study was associated with age, gender, and heart failure (HF) symptom severity.

Methods: A subset of data from the HF-Wii study was used. The data came from patients with HF in institutional settings in Germany, Italy, the Netherlands, and Sweden. Selective nonparticipation was examined as resulting from two processes: (non)recruitment and self-selection. Baseline information on age, gender, and New York Heart Association Functional Classification of 1632 patients with HF were the predictor variables. These patients were screened for HF-Wii study participation. Reasons for nonparticipation were evaluated.

Results: Of the 1632 screened patients, 71% did not participate. The nonrecruitment rate was 21%, and based on the eligible sample, the refusal rate was 61%. Higher age was associated with lower probability of participation; it increased both the probabilities of not being recruited and declining to participate. More severe symptoms increased the likelihood of nonrecruitment. Gender had no effect. The most common reasons for nonrecruitment and self-selection were related to physical limitations and lack of time, respectively.

Conclusions: Results indicate that selective nonparticipation takes place in digital health research and that it is associated with age and symptom severity. Gender effects cannot be proven. Such systematic selection can lead to biased research results that inappropriately inform research, policy, and practice.

Trial Registration: ClinicalTrial.gov NCT01785121, https://clinicaltrials.gov/ct2/show/NCT01785121
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**Introduction**

Increasingly more digital health technologies are evaluated for their potential use in the provision of health care services, with promising results at both individual and organizational levels [1-3]. It is expected that current health care service provision will be progressively restructured around the use of digital health technologies [4,5]. The use of digital technologies in health care service provision involves all users and hence, older people, as they represent one of the main user groups of health care services [6].

Although the number of older people using digital technologies is increasing [7], many are either nonusers or have little experience with using new technologies [8,9], even in countries that show high levels of internet and digital technology use [10]. Differences in the use of digital technologies exist not only between younger and older people but also within the older population [9]. Lower use and nonuse of digital technologies in old age are generally related to material, social, and individual resources [11]. Previous studies have found that lower education levels, less income, and poorer health status are associated with less use or nonuse of digital technologies [12-16]. Limited use or nonuse of digital technologies can also be determined by individual choices [17].

Such digital disparities can lead to disadvantages for some groups and hence contribute to increased risks of social exclusion and widened social inequality. Disparities can be reinforced by the participant selection strategies in studies evaluating new digital technologies [1,18,19]. Evaluations of digital health technologies typically follow the laboratory phases in which the digital technologies are developed and customized and focus on evaluating such tools with future target users via pilot trials or randomized trials [2]. However, such evaluations have some important shortcomings. Among others, the selection of study participants often results in samples that do not reflect the target population of interest [18,19] and hence, predetermines selective nonparticipation in the studies.

Selective nonparticipation in research prevents acknowledging, representing, and recognizing the interests and needs of different people [20,21], leading to biased research results [18,22] and generation of recommendations that are inaccurate for the entire population of interest. Underrepresented groups might be excluded or benefit less from the opportunities provided by the use of digital technologies in health care service provision and, most importantly, be disadvantaged by this change, compared with their digitally engaged counterparts. Such a disadvantage holds the potential to widen existing old-age inequalities [23,24].

Previous research has found that people who participate in studies on digital health technologies are typically younger, with better subjective health and overall quality of life; are more often men; are in better socioeconomic conditions; report more frequent digital access; and have higher digital skills [25-29]. Merkel et al [18] emphasized that vulnerable populations are less likely to be involved in such studies. In addition, refusal rates are often quite high [25,29,30]. Overall, people who agree to participate in studies can differ significantly from those who decline [29].

There are few studies that describe processes that result in selective nonparticipation of older people in digital health research [26,27,29]. Previous studies have mainly focused on individual decision making regarding whether to participate. However, less is known about selective nonparticipation resulting from the combination of two processes: (non)recruitment according to study requirements and self-selection as an individual decision.

The aim of this paper was to understand what predicts (non)participation of older people in digital health research. Here, participation is defined as being involved in digital health research as a study participant, and nonparticipation is defined as not being involved in digital health research. To study this, we conducted an analysis that deconstructs and examines (non)recruitment and self-selection occurring in a study evaluating exergame technology for patients with heart failure (HF); detailed descriptions of both the study and the intervention have been reported previously [31,32]. We investigated whether patients who were not eligible, those who declined, and those who accepted participation differed according to age, gender, and HF symptom severity. We hypothesized that age, gender, and symptom severity predicted individual participation in the HF-Wii study. We expected that participants would be younger, more likely to be men, and have less severe symptoms compared with those who were not eligible and those who declined to participate.

**Methods**

**HF-Wii Study**

This study was conducted within the research program “Supporting Self-Care by Information and Communication Technology for Older People with Long-Term Conditions” (ICT4Self-care; 2015-2018) conducted at Linköping University and funded by the Swedish Research Council for Health, Working Life and Welfare (FORTE; dnr 2014-4100). The analyses are based on data collected from the HF-Wii study [31,33], which contributed to this research program.

The HF-Wii study evaluated the impact of exergaming on the exercise capacity and daily physical activity of patients with HF. Exergame is a term that refers to video games that can be used for exercising, often at home. The HF-Wii study is based on a randomized controlled trial (RCT) approach. The HF-Wii study was developed based on the results obtained from a case study and a pilot study in which patients with HF were involved. Based on the experiences gained from these studies (ie, evaluating the results, experiences of patients with an exergame platform, and experiences of the research staff in conducting an exergame study), the RCT was developed [33,34]. Furthermore, a research partner (a patient with HF) from the Swedish Heart and Lung Foundation was involved in refining the instruction session, questionnaires, and recruitment and data collection strategies.

The target population of the HF-Wii study consisted of patients who were diagnosed with HF by a cardiologist according to...
European Society of Cardiology guidelines [35] and who were older than 18 years. Exclusion criteria in the HF-Wii study were physical or balance problems, visual impairments, severe cognitive impairment(s) or psychiatric illness, a life expectancy shorter than 6 months, and not being able to speak or understand the language of the country where the study took place. Such criteria were assessed by a recruiter in each of the countries. Patients who were eligible according to the criteria were invited to participate in the HF-Wii study.

This study is based on data that refer to the study inclusion from four of the countries involved in the HF-Wii study: Germany, Italy, the Netherlands, and Sweden. Ethical approval for the HF-Wii study was obtained from local ethical committees (in Germany, GERS22(a)/2015; in Italy, IT:0052838/272/UVF/1; in the Netherlands, NL:48647.068.14/METC141085; in Sweden, DNR 2012/247-31).

Data
The study population for this research in the four countries (Germany, Italy, the Netherlands, and Sweden) consisted of 1632 patients with HF who were screened in institutional settings between 2013 and 2017 for participation in the HF-Wii study. For these patients with HF, baseline information on age, gender, and HF symptom severity was completed by the recruiters in the four countries. Information on age was available for 1567 patients. Data on gender were retrieved for 1552 patients, and New York Heart Association (NYHA) class was recorded for 1180 patients.

Furthermore, data on (non)participation in the HF-Wii study based on the recruitment logs and reasons for nonparticipation were collected. No personal nor sensitive data were collected for this analysis.

Selective Nonparticipation
Selective nonparticipation was studied as resulting from two succeeding processes in the recruitment phase of the HF-Wii study: (non)recruitment according to the study requirements and self-selection as an individual decision [36]. The (non)recruitment process refers to the initial screening to select who is eligible to participate and excludes the others (ie, nonrecruited group). In contrast, self-selection is based on individual decision making that results in accepting or declining the invitation to participate and distinguishes between participants and decliners.

Outcome Variable
The outcome variable was constructed as a categorical variable with 3 categories, namely the 3 groups in which patients could alternatively be classified as a result of the recruitment phase: nonrecruited, decliner, or participant. The categories were constructed based on information from the recruitment logs that reported whether a patient was not recruited (ie, ineligible because of exclusion criteria), a decliner (ie, the patient declined the invitation to participate in the study), or a participant in the HF-Wii study.

Predictor Variables
Age, gender, and HF symptom severity were the predictor variables of this study. Age was included as a categorical variable: ≤64 years, 65-69 years, 70-79 years, ≥80 years, or missing. Gender was categorized as male, female, or missing. HF symptom severity was assessed by HF nurses according to the NYHA Functional Classification [37]. This classification is based on a subjective assessment of symptoms ranging between class I (ie, no symptoms and no limitation in ordinary physical activity, but presence of shortness of breath when walking or climbing stairs) and class IV (ie, severe limitations, experience of symptoms even while at rest). For the analyses, a missing value category was used.

Documented reasons for nonrecruitment and self-selection may further explain (non)recruitment and self-selection. Therefore, for those patients who were not eligible based on the HF-Wii study criteria, reasons for nonrecruitment were documented. For those patients who did not want to participate, reasons for declining the invitation were collected as free-text responses and coded into 10 categories: not having time, working or travelling a lot, unwilling to come to follow-up meetings, having other illnesses, already exercising a lot, unwilling to use technical equipment or the exergame device, already have a exergame device, living between different houses (unwillingness to move the exergame equipment from place to place), and shared living. Reasons for declining that did not fall into any of the above listed 10 categories were classified as “other.”

Analyses
First, descriptive analyses were performed to describe the predictor variables in the 3 groups and to illustrate nonrecruitment, declining, and participation rates. One-way ANOVA and Pearson’s chi-squared test were used for testing differences among the 3 groups.

Second, multinomial logistic regression was used to test the association between recruitment group membership (ie, nonrecruited, decliner, participant) and the predictors age, gender, and symptom severity. The participant group was the reference category.

Based on the regression model, we calculated the average marginal effects (AMEs) for each of the categories of the predictor variables. For each category of the predictor variables in the model, the AME showed the probability of being part of the nonrecruited, decliner, or participant groups for an individual who has the same values on every independent variable in the model except one [38]. AMEs were used because they could be compared more easily than odds ratios across groups in the sample [39].

In these analyses, we did not include patients for whom information on age and gender was missing. Inclusion of patients with missing data in the analyses was checked but did not result in a significant improvement of the model. However, we kept the missing value category for the variable NYHA as it concerns a larger number of cases. The sample size for these analyses consisted of 1489 patients (ie, net sample).

Third, to illustrate the selection processes, the reasons why patients were deemed ineligible, and why they decided not to participate in the HF-Wii study were evaluated. Reasons for ineligibility were investigated for all patients in the nonrecruited group.
group, and reasons for individuals not to participate were described for patients in the decliner group.

Analyses were performed using SPSS Statistics version 25.0 (IBM Corp, Armonk, NY) and Stata software version 15 (StataCorp, College Station, TX).

Results

Patient Characteristics

Overall, 1632 patients with HF entered the recruitment phase of the HF-Wii study in the four countries. The mean age of the patients was 70 years (SD 11.9 years). More than half of the patients who entered the recruitment phase were ≥70 years old, representing 55.58% (907/1632) of the sample, and 13.30% (217/1632) of the patients were between 65 and 69 years of age. Around one quarter of the sample (443/1632, 27.14%) was ≤64 years old. No information on age was available for the remaining 3.98% (65/1632) of the patients. Of the 1632 patients screened, 64.83% (1058/1632) were men, and 30.27% (494/1632) were women. Information was missing for 4.90% (80/1632) of patients.

Of all the patients, 35.66% (582/1632) were classified as having mild HF symptoms and somewhat limited ability to exercise (NYHA class II), and 27.76% (453/1632) had marked limitations in activity due to symptoms (NYHA class III). Only 2.39% (39/1632) of patients had severe HF symptoms even at rest (NYHA class IV), and 6.50% (106/1632) had no HF symptoms (NYHA class I). Information on HF symptom severity was missing for 452 patients (452/1632, 27.70%).

Nonrecruitment, Declining, and Participation Rates

Overall, 71.45% (1166/1632) of all patients screened for the HF-Wii study did not participate in the intervention study (Table 1). Among those who did not participate, 37.99% (443/1166) were nonrecruited, and 62.01% (723/11166) declined to participate. The refusal rate for the HF-Wii study, based only on those patients who were invited to the study, was 60.81% (723/1189).

Mean ages were significantly different between the nonrecruited (73 years, SD 12.2 years), decliner (70 years, SD 11.8 years), and participant (67 years, SD 11.2 years) groups ($F_{2,1566}=29.2$, $P<.001$). Participants were significantly younger than patients in the decliner and nonrecruited groups.

Among the different age groups, the participation rate was lowest for patients 80 years old and older (59/361, 16.3%). The highest participation rate was found among patients 65-69 years of age (89/217, 41.0%). On the other hand, it was more common for patients 80 years old and older to be nonrecruited (155/361, 42.9%), compared with all the other groups (70-79 years, 127/546, 23.3%; 65-69 years, 40/217, 18.4%; and ≤64 years, 97/443, 21.9%). Declining to participate in the RCT was more common among patients 70-79 years of age (257/546, 47.1%), compared with the other age groups, for which declining varied from 40.6% to 42.9%.

On average, it was more common for men to participate in the HF-Wii study (332/1058, 30.38%) compared with women (134/494, 27.1%). In contrast, women were more often nonrecruited (168/494, 34.0%) than men (259/1058, 24.48%), while men more often declined participation (467/1058, 44.14%) compared with women (192/494, 38.9%). No information on gender was available for 16 patients in the nonrecruited group and for 64 patients in the decliner group.

On average, participation was lower among patients with marked limitations in activity due to HF symptoms and severe HF symptoms at rest (NYHA class III, 105/453, 23.2%; NYHA class IV, 4/39, 10.3%) compared with patients with no HF symptoms (NYHA class I, 55/106, 51.9%) or mild HF symptoms (NYHA class II, 280/582, 48.1%). Being ineligible for the HF-Wii study was more common among patients with NYHA class IV HF (28/39, 71.8%) than among the other groups for which the rate of nonrecruitment varied from 4.7% to 44.6%.
Table 1. Characteristics of the 1632 patients, by recruitment group.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Recruitment groups</th>
<th>Statistic</th>
<th>$P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Nonrecruited, n (%)</td>
<td>Decliner, n (%)</td>
<td>Participant, n (%)</td>
</tr>
<tr>
<td>Group size</td>
<td>443 (27.14)</td>
<td>723 (44.30)</td>
<td>466 (28.55)</td>
</tr>
<tr>
<td>Age range (years)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>≤64</td>
<td>97 (21.90)</td>
<td>190 (42.89)</td>
<td>156 (35.21)</td>
</tr>
<tr>
<td>65-69</td>
<td>40 (18.43)</td>
<td>88 (40.55)</td>
<td>89 (41.01)</td>
</tr>
<tr>
<td>70-79</td>
<td>127 (23.26)</td>
<td>257 (47.07)</td>
<td>162 (29.67)</td>
</tr>
<tr>
<td>≥80</td>
<td>155 (42.94)</td>
<td>147 (40.72)</td>
<td>59 (16.34)</td>
</tr>
<tr>
<td>Missing</td>
<td>24 (36.92)</td>
<td>41 (63.08)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Age (years)</td>
<td>73 (12.2)</td>
<td>70 (11.8)</td>
<td>67 (11.2)</td>
</tr>
<tr>
<td>Gender</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Men</td>
<td>259 (24.48)</td>
<td>467 (44.14)</td>
<td>332 (31.38)</td>
</tr>
<tr>
<td>Women</td>
<td>168 (34.01)</td>
<td>192 (38.87)</td>
<td>134 (27.13)</td>
</tr>
<tr>
<td>Missing</td>
<td>16 (20.00)</td>
<td>64 (80.00)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>HF symptom severity</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NYHA class I</td>
<td>5 (4.72)</td>
<td>46 (43.40)</td>
<td>55 (51.89)</td>
</tr>
<tr>
<td>NYHA class II</td>
<td>60 (10.31)</td>
<td>242 (41.58)</td>
<td>280 (48.11)</td>
</tr>
<tr>
<td>NYHA class III</td>
<td>202 (44.59)</td>
<td>146 (32.23)</td>
<td>105 (23.18)</td>
</tr>
<tr>
<td>NYHA class IV</td>
<td>28 (71.79)</td>
<td>7 (17.95)</td>
<td>4 (10.26)</td>
</tr>
<tr>
<td>Missing</td>
<td>148 (32.74)</td>
<td>282 (62.39)</td>
<td>22 (4.87)</td>
</tr>
</tbody>
</table>

*a* mean (SD).

*HF:* heart failure.

*c* NYHA class I: no limitation of physical activity. Ordinary physical activity does not cause undue fatigue, palpitation, dyspnea (shortness of breath) [37].

dNYHA class II: slight limitation of physical activity. Comfortable at rest. Ordinary physical activity results in fatigue, palpitation, dyspnea (shortness of breath) [37].

eNYHA class III: marked limitation of physical activity. Comfortable at rest. Less than ordinary activity causes fatigue, palpitation, or dyspnea [37].

*f* NYHA class IV: unable to carry on any physical activity without discomfort. Symptoms of HF at rest. If any physical activity is undertaken, discomfort increases [37].

**Participation in the HF-Wii Study**

A multinomial logistic regression was performed to test the association between recruitment group membership (ie, nonrecruited, decliner, participant) and the predictors age, gender, and HF symptom severity. The reference group consisted of patients who were recruited and agreed to participate (ie, participant group; Table 2).

The model shows that HF symptom severity, according to the NYHA functional classification, significantly predicted the likelihood of participation in the HF-Wii study. Patients with more severe symptoms, namely those in NYHA classes III and IV, had a decreased probability of participating and an increased probability of not being recruited, compared with patients with no or mild symptoms (ie, those in NYHA classes I and II). When compared with patients who displayed no symptoms (ie, NYHA class I), patients who had more severe HF symptoms (ie, NYHA classes III and IV) were significantly more likely to be nonrecruited to the HF-Wii study than to participate in it (NYHA class III, odds ratio [OR] 14.68, $P<.001$; NYHA class IV, OR 56.18, $P<.001$). Average marginal effects showed that more severe HF symptoms increased the probability of not being recruited by 63 percentage points for patients with NYHA class IV and by 35 percentage points for patients with NYHA class III (Figure 1). More severe HF symptoms decreased the probability of participation by 3 percentage points for patients with NYHA class I, by 25 percentage points for patients with NYHA class II, and by 39 percentage points for patients with NYHA class III.
Table 2. Multinomial logistic regression model of the relationship between recruitment group membership and predictors (ie, age, gender, and heart failure [HF] symptom severity) for all the patients for whom information on age and gender was available (n=1489) in the HF-Wii study. Pseudo $R^2$ (McFadden)=0.13.

<table>
<thead>
<tr>
<th>Predictors</th>
<th>Nonrecruited vs participant$^a$</th>
<th>Decliner vs participant$^a$</th>
<th>Non recruited</th>
<th>Decliner</th>
<th>Participant</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>$-2.93$ (.51)</td>
<td>$-0.64$ (.26)</td>
<td>N/A$^c$</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Age range (years)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\leq64$</td>
<td>$0.57$ (.26)</td>
<td>$0.29$ (.20)</td>
<td>$1.34$ (.15)</td>
<td>$0.06$ (.04)</td>
<td>$-0.08$ (.04)</td>
</tr>
<tr>
<td>$65-69$ (ref.)</td>
<td>$0$ N/A</td>
<td>$0$ N/A</td>
<td>$0$ N/A</td>
<td>$0$</td>
<td>$0$</td>
</tr>
<tr>
<td>$70-79$</td>
<td>$0.46$ (.25)</td>
<td>$0.55$ (.20)</td>
<td>$1.74$ (.1)</td>
<td>$0.02$ (.03)</td>
<td>$0.08$ (.04)</td>
</tr>
<tr>
<td>$\geq80$</td>
<td>$1.35$ (.27)</td>
<td>$0.89$ (.24)</td>
<td>$2.44$ (.01)</td>
<td>$0.13$ (.04)</td>
<td>$0.06$ (.04)</td>
</tr>
<tr>
<td>Gender</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Women</td>
<td>$0.19$ (.16)</td>
<td>$0.14$ (.77)</td>
<td>$0.96$ (.02)</td>
<td>$-0.03$ (.03)</td>
<td>$-0.01$ (.02)</td>
</tr>
<tr>
<td>Men (ref)</td>
<td>$0$ N/A</td>
<td>$0$ N/A</td>
<td>$0$ N/A</td>
<td>$0$</td>
<td>$0$</td>
</tr>
<tr>
<td><strong>HF symptom severity$^d$</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NYHA class I (ref)</td>
<td>$0$ N/A</td>
<td>$0$ N/A</td>
<td>$0$ N/A</td>
<td>$0$</td>
<td>$0$</td>
</tr>
<tr>
<td>NYHA class II$^f$</td>
<td>$0.70$ (.49)</td>
<td>$0.23$ (.91)</td>
<td>$1.03$ (.03)</td>
<td>$0.05$ (.03)</td>
<td>$-0.02$ (.05)</td>
</tr>
<tr>
<td>NYHA class III$^g$</td>
<td>$2.69$ (.49)</td>
<td>$0.41$ (.25)</td>
<td>$1.51$ (.11)</td>
<td>$0.35$ (.04)</td>
<td>$-1.10$ (.06)</td>
</tr>
<tr>
<td>NYHA class IV$^h$</td>
<td>$4.03$ (.72)</td>
<td>$0.67$ (.32)</td>
<td>$1.95$ (.08)</td>
<td>$0.63$ (.08)</td>
<td>$-0.24$ (.08)</td>
</tr>
</tbody>
</table>

$^a$Reference category.
$^b$AME: average marginal effect.
$^c$N/A: not applicable.
$^d$The missing value category was included in the analyses but is not reported in this table.
$^e$NYHA class I: no limitation of physical activity. Ordinary physical activity does not cause undue fatigue, palpitation, dyspnea (shortness of breath) [37].
$^f$NYHA class II: slight limitation of physical activity. Comfortable at rest. Ordinary physical activity results in fatigue, palpitation, dyspnea (shortness of breath) [37].
$^g$NYHA class III: marked limitation of physical activity. Comfortable at rest. Less than ordinary activity causes fatigue, palpitation, or dyspnea [37].
$^h$NYHA class IV: unable to carry on any physical activity without discomfort. Symptoms of HF at rest. If any physical activity is undertaken, discomfort increases [37].

Figure 1. Probability of being in one of the 3 recruitment groups (ie, nonrecruited, decliner, participant) based on heart failure symptom severity.
The model also reveals that age was a significant predictor for participation in the HF-Wii study and contributed to explaining both (non)recruitment based on study requirements and self-selection as an individual decision. Being older reduced the probability of participating and of agreeing to participate. Compared with those 65-69 years of age, patients 80 years old and older were more likely to not be recruited than to be participants in the HF-Wii study (OR 3.86, \( P < .001 \)). Probability of being not recruited increased by 13 percentage points for patients 80 years old and older, when compared with those 65-69 years of age (Figure 2). This was also found among patients 64 years of age and younger (OR 1.78, \( P = .03 \)).

**Figure 2.** Probability of being in one of the 3 recruitment groups (ie, nonrecruited, decliner, participant) based on age.

Compared with the patients 65-69 years of age, people in the two older age groups (ie, 70-79 years and \( \geq 80 \) years) were significantly more likely to decline the invitation to participate in the HF-Wii study than to participate in it (OR 1.74, \( P = .01 \); OR 2.44, \( P < .001 \), respectively). Being older increased the probability of declining participation in the study by 8 percentage points for patients 70-79 years of age and by 6 percentage points for those who were 80 years old and older, compared with patients 65-69 years of age.

Gender was not associated with the likelihood of participation in the HF-Wii study. It had no effect on the probability of being in the nonrecruited, decliner, or participant groups.

**Reasons for Non-Recruitment and Declining to Participate**

Of the patients, 27.14% (443/1632) were nonrecruited and thus were not invited to participate in the HF-Wii study. Patients were nonrecruited if they met at least one of the exclusion criteria.

The two most common reasons for being nonrecruited in the HF-Wii study were balance (223/443) and other physical problems (189/443; Table 3). Both reasons were more common among patients with marked and severe HF symptoms (ie, NYHA classes III and IV) than among the other patients. The least common reason for nonrecruitment was having a life expectancy \(< 6\) months (18/443). Age was a major factor for non-recruitment: 84% (187/223) of the nonrecruited patients with balance problems and 79% (149/189) of non-recruited patients with physical problems were 70 years old and older.
Table 3. Reasons for non-recruitment, based on the exclusion criteria and reasons for declining to participate in the HF-Wii study.

<table>
<thead>
<tr>
<th>Reasons</th>
<th>n</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Nonrecruitment (n=443)a,b</strong></td>
<td></td>
</tr>
<tr>
<td>Balance problems</td>
<td>223</td>
</tr>
<tr>
<td>Physical problems</td>
<td>189</td>
</tr>
<tr>
<td>Inability to fill in the questionnaire</td>
<td>107</td>
</tr>
<tr>
<td>Cognitive impairment(s)</td>
<td>79</td>
</tr>
<tr>
<td>Visual impairment</td>
<td>52</td>
</tr>
<tr>
<td>Life expectancy &lt;6 months</td>
<td>18</td>
</tr>
<tr>
<td><strong>Declining to participate (n=723)c,d,e</strong></td>
<td></td>
</tr>
<tr>
<td>Not having time</td>
<td>93</td>
</tr>
<tr>
<td>Working or travelling a lot</td>
<td>82</td>
</tr>
<tr>
<td>Unwilling to come to follow up meetings</td>
<td>48</td>
</tr>
<tr>
<td>Having other illnesses</td>
<td>41</td>
</tr>
<tr>
<td>Already exercising a lot</td>
<td>41</td>
</tr>
</tbody>
</table>

aPatients could be ineligible because of more than one criterion.
bOnly the reasons given by at least 1 patient are reported.
cMultiple reasons for each patient were possible.
dReasons were given by 569 patients (78.7%).
eOnly reasons given by >30 patients are reported in the table.

Among the patients meeting the study criteria and invited to the HF-Wii study, 60.80% (723/1189) decided not to participate, and 79% percent (569/723) gave at least one reason for declining to participate (Table 3).

Among the reasons for declining, the 3 most often reported reasons were: “not having time,” “working or travelling a lot,” and “unwilling to come to follow-up meetings.” Not having time was the most common reason for declining participation in the HF-Wii study among patients 65-69 years of age and younger. It was more common among the youngest age group than among the other age groups to decline to participate in the HF-Wii study because they were already engaged in physical activities. Working or travelling a lot and not having time were the two most common reasons for declining to participate among patients 70 years and older.

Discussion

Evaluations of digital health technologies are affected by selective nonparticipation that can prevent the representation of needs and interests of parts of the target population, bias research results, and generate conclusions that lead to inefficient solutions and new inequalities. The aim of this paper was to understand the predictors of participation in digital health research. For this purpose, an analysis of selective nonparticipation in a study evaluating an exergame technology for patients with HF (ie, the HF-Wii study) was conducted to examine whether and how (non)participation is associated with age, gender, and symptom severity. Selective nonparticipation was deconstructed and analyzed as resulting from two consecutive processes: (non)recruitment based on study requirements and self-selection as the individual decision.

Overall, results show that participants, compared with nonparticipants, had less severe HF symptoms and were younger, but did not differ by gender. The main reasons for nonrecruitment were balance or physical problems, whereas the main reasons for declining participation in the HF-Wii study were related to lack of time and other commitments (ie, working or travelling a lot).

More severe HF symptoms predicted the nonrecruitment of patients in our sample. Patients with such severity of symptoms often show balance problems or severe comorbidities that more often make them ineligible according to study criteria. This result agrees with previous findings on participation in health-related research showing that patients with poorer health status, such as frail patients [40], patients with cognitive impairment [41], and patients with poorer physical functioning [42], are less likely to be participants.

However, among the patients in our sample, HF symptom severity did not significantly affect self-selection. This contrasts with findings of previous research describing individuals who decline participation as being more likely to show worse health than participants [43-45]. One possible explanation is that the patients with more severe HF symptoms were identified as ineligible to participate in the HF-Wii study already in the initial screening phase because of a higher incidence of balance or physical problems and, thus, were not invited to participate in the study.

Age significantly predicted participation in the evaluation of the exergame intervention. Belonging to an older age group reduced the probability of participating through both the processes of (non)recruitment and self-selection. This confirms previous findings on participation in health-related research.
[46] and more specifically in both digital health [25,29] and HF research [47]. Such results are especially relevant in relation to the epidemiology of HF. As HF is more common among older people [48,49], it is crucial that the inclusion of older people in digital health research targeting HF is sustained.

Counter to expectations, patients 64 years old and younger were less likely to participate and more likely to be nonrecruited. This can be due to factors other than age and HF symptoms, which were, on average, not more severe than for other groups.

Gender did not affect the likelihood of participating. However, women represented less than one-third of the overall sample that entered the recruitment process and less than one-third of the participating group. This reflects difficulties in recruiting women with HF. Although the recruitment of women in HF studies has improved over time [50], the participation rate among women does still not reflect disease levels in the population [50,51]. In other studies, women were found to be more likely to decline the invitation to participate in digital health research [26,29]. This was not found for the sample in this study.

This study has some limitations. First, due to ethical clearance on collecting information about nonparticipants, only limited information on the patients was available. Such information did not include factors that can further explain participation in digital health research, such as level of education, digital skills, digital health literacy, and social participation. Future research should investigate the impact of such factors on both (non)recruitment and self-selection. On the other hand, it should be considered that collecting such detailed information, for example through a survey, might itself generate bias based on the nonresponse of some individuals. Therefore, although registered hospital information is limited, it can give an accurate description of selective non-participation. Second, for these analyses, reasons for refusal were only available grouped in main categories, which might have simplified the individual decision-making process for declining the invitation to participate in the HF-Wii study. Detailed reasons for declining the invitation to participate could have provided more insights into, for example, logistics-related and technology-related barriers to participation and allowed for a more elaborated description of the individual decision-making process. For example, in the full HF-Wii study it was found that 4% of the patients reported not wanting to participate because of the use of technology [32]. Future studies should further examine such reasons for refusal in combination with an analysis of the self-selection process. Third, as specific information on digital skills and technology-related aspects is not available, results from this study can also be relevant to the understanding of selective (non)participation in health research.

Selective nonparticipation in digital health research can prevent the production of results that appropriately inform research, policy, and practice on the impact of digital health technologies for the targeted populations. If participants and nonparticipants differ from one another, research results will not represent the target population of interest but rather a part of it. Groups that are often underrepresented in digital health research, such as people of older age and with poorer health, can be the most in need of accessing care and support [6] and can experience more barriers to using digital technologies [9,14]. Underrepresenting such groups implies overlooking their needs and interests, which are not necessarily expressed by their participating counterparts, and, as a result, miscalculating the impact of digital health technologies on the target population as a whole. Implementing digital health technologies that have been selectively evaluated might introduce further sources of exclusion and disadvantages to such groups with respect to their counterparts and contribute to widening old age inequalities.

We therefore recommend that a measure of selective nonparticipation is included in digital health research to identify overestimation and underestimation of the effects of digital health technologies due to the involvement of samples that do not reflect the target population. A measure of selective participation also allows researchers to employ further research strategies, such as focused recruitment of underrepresented groups or post-hoc adjustments of the results by weighting different groups depending on how well they are represented in the study sample.
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Abstract

Background: Education and learning are the most important goals of all universities. For this purpose, lecturers use various tools to grab the attention of students and improve their learning ability. Virtual reality refers to the subjective sensory experience of being immersed in a computer-mediated world, and has recently been implemented in learning environments.

Objective: The aim of this study was to analyze the effect of a virtual reality condition on students’ learning ability and physiological state.

Methods: Students were shown 6 sets of videos (3 videos in a two-dimensional condition and 3 videos in a three-dimensional condition), and their learning ability was analyzed based on a subsequent questionnaire. In addition, we analyzed the reaction of the brain and facial muscles of the students during both the two-dimensional and three-dimensional viewing conditions and used fractal theory to investigate their attention to the videos.

Results: The learning ability of students was increased in the three-dimensional condition compared to that in the two-dimensional condition. In addition, analysis of physiological signals showed that students paid more attention to the three-dimensional videos.

Conclusions: A virtual reality condition has a greater effect on enhancing the learning ability of students. The analytical approach of this study can be further extended to evaluate other physiological signals of subjects in a virtual reality condition.

(J Med Internet Res 2020;22(6):e17945) doi:10.2196/17945
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Introduction

Virtual reality refers to the subjective sensory experience of being immersed in a computer-mediated world. Accumulating evidence [1,2] points to the exciting opportunity and potential of integrating virtual reality technology in education environments, which can add elements of reality to improve understanding of complex subjects such as the life sciences (eg, biology and anatomy) compared to traditional classes in which students must imagine the structures for comprehension. In addition, students have been shown to pay more attention to the lecturer when making direct eye contact [3]. However, a lecturer is only able to look at one or two students at a time during a lecture. Therefore, presenting a virtual image of a lecturer to students might increase their attention and consequently improve their learning ability, which can be applied to an electronic learning environment.

Along with the growing empirical evidence that virtual reality is a valuable learning tool, further investigations are needed to study how the use of virtual reality can improve the learning ability of students. In addition, few studies have focused on changes in physiological signals to understand the effect of virtual reality on the human body. Previous studies in this field have compared the brain reaction of anxious participants at rest and under a virtual reality condition [4], compared electroencephalogram (EEG) signals in virtual reality and the
traditional display condition [5], analyzed brain activity in response to increasing levels of task complexity in virtual reality [6], employed a deep-learning approach to improve the rate of excitement to well above the 90% accuracy level [7], and analyzed reactions of the heart and brain in different virtual reality environments [8].

The aim of the present study was to investigate the attention and learning ability of students using virtual reality technology. We also investigated the variability of students’ physiological state (facial reaction) under the virtual reality condition. To study the attention and learning ability of students, we recorded their brain signals (ie, EEG signals) and to study facial reactions, we recorded their electromyography (EMG) signals. For comparison, we also recorded the brain signals and facial reactions of the students in a traditional classroom learning condition. EMG was used to capture the engagement of facial muscles during visual perception, which we expected to be more strongly affected under the virtual reality condition.

Since both EEG and EMG signals have complex patterns, we adopted complexity theory for our analysis. In other words, the concept of complexity was employed to define the structure of EEG and EMG signals. Complexity theory can help to characterize the behavior of a system with many parts that interact with each other in highly variable manners [9]. Specifically, we analyzed the recorded EEG and EMG signals using fractal theory, which can be used to quantify the complexity of a system (EEG and EMG signals in this case). Fractals are self-similar or self-affine objects that have complex structures [10]. A self-similar fractal has the same scaling exponent at every scale, whereas a self-affine fractal has different values of the scaling exponent at different scales. EEG and EMG signals are self-affine fractals that have a nonlinear structure. An object with a greater fractal dimension (as a measure of complexity) has a greater level of complexity [11]. Several studies have analyzed different types of physiological signals using fractal theory to date, including analyses of magnetoencephalography [12], galvanic skin response [13], heart rate [14], respiration [15], speech-evoked auditory brainstem response [16], eye movement [17], and human DNA [18]. Similarly, many studies have applied fractal analysis to investigate the nonlinear structure of EEG signals under different conditions, including the influence of auditory [19,20], olfactory [21], and visual [22,23] stimuli; brain diseases [24]; body movements [25,26]; and aging [27].

Some previous studies have also applied fractal theory to analyze EMG signals, including a decoded finger [28,29], hand [29-31], and functional movements and force patterns [29], along with analysis of the effect of complexity of walking on a path with respect to the leg muscle reaction [32]. However, to our knowledge, only one study has employed fractal theory to analyze the facial muscle reaction to date [33].

To analyze and compare the physiological conditions of subjects in virtual reality versus traditional class conditions, we used fractal analysis to relate the complexity of EEG and EMG signals to the nature of the viewed videos.

**Methods**

**Study Design**

We aimed to analyze students’ physiological state and learning ability under the three-dimensional (3D) virtual reality condition in comparison to those recorded under the traditional two-dimensional (2D) condition. For analysis of the physiological state, we chose EEG and EMG signals as indicators of the brain and muscle response, respectively. EMG signals were selected for the facial muscle reaction since the subjects were stimulated using visual stimuli. For this purpose, we used fractal theory to analyze the complexity of facial EMG and EEG signals. The fractal dimension, as the main quantitative measure of fractal theory, indicates the complexity of the process in which greater values of a fractal dimension reflect greater complexity of the object.

Various methods have been developed to calculate the fractal dimension, which are mainly based on the entropy concept. In this study, we used the box-counting method to calculate the fractal dimension [34]. In the box-counting algorithm, the object of interest is covered with boxes of the same size (ε). The number of boxes (N) required to cover the object is then counted. This process is repeated several times, while the box size keeps changing in each step. Finally, the slope of the regression line fitted to a log-log plot of the number of boxes versus the scale is calculated as an estimate of the fractal dimension for the object under consideration [35]:

\[ D = \frac{\log N}{\log (1/\epsilon)} \]

Equation (2) defines the so-called generalized fractal dimension of order \( c \) [35]:

\[ c \]

where \( c \) is the Rényi entropy of order \( c \), and the probability of occurrence \( (p_j) \) is defined as:

\[ p_j = \sum_{x \in \text{box}_j} p(x) \]

In Equation (3), the total time of the signal value occurrence within the jth value interval is denoted by \( t_j \), whereas \( T \) represents the total duration of the recorded signal [36].

In this experiment, we showed the students 6 sets of videos (3 videos in the 2D condition and the same 3 videos in the 3D condition), and then investigated the reaction of the brain and facial muscle under both the 2D and 3D conditions using fractal theory to assess the students’ attention to the videos.

In addition, to investigate the learning ability, we designed three questions based on the content of each video (9 questions in total for the 3 videos) that were asked to the students after watching each video in each condition. This questionnaire allowed for assessing the extent to which the students retained and learned the content of the videos.
Data Collection and Analysis

All procedures from recruiting subjects to conducting the experiment were approved by the Monash University Human Research Ethics Committee (MUHREC; approval number 20965). The study was carried out in accordance with the approved guidelines.

We conducted the experiment with 9 healthy students from Monash University Malaysia. We explained the experiment to the participants and then asked them several questions about their health conditions. Since mental disorders, some medications, as well as drinking beverages that contain alcohol or caffeine affect brain activity and cause inconsistent results, we excluded potential participants within these categories. In addition, participants were excluded if they had consumed beverages containing alcohol or caffeine within 24 hours before the experiments. The students who were deemed to be suitable for experiments signed the consent forms and were included in the study.

Figure 1. Representative screenshots of scenes from three different videos.

We conducted the experiment in a quiet room to isolate the participants from other external stimuli that could potentially affect the recorded EEG and EMG signals. The participants were asked to sit comfortably on a chair during the experiment, and were instructed to focus on watching the videos without engaging in any other task.

As mentioned above, we chose 6 sets of videos (3 videos in the 2D condition and the same 3 videos in the 3D condition) for our experiment. The 2D videos were selected from YouTube, which were then converted into 3D videos for our experiment. The first and second videos (same content) were about biology (Multimedia Appendix 1 and Multimedia Appendix 2), the third and fourth videos (Multimedia Appendix 3 and Multimedia Appendix 4) were about architecture, and the fifth and sixth videos (Multimedia Appendix 5 and Multimedia Appendix 6) were about space. Some screenshots from these videos are shown in Figure 1.

The videos were displayed to the participants via a mobile phone. The participants watched the 2D videos with the naked eye, whereas the 3D videos were viewed through VeeR MINI VR Glasses (VeeR, Atlanta, GA, USA) (see Figure 2) in front of the mobile phone. We noninvasively recorded EEG and facial EMG signals from the participants using an EMOTIV EPOC+...
14 Channel Mobile EEG headset (Emotiv, San Francisco, CA, USA) and Shimmer EMG device (Shimmer, Ireland) with a sampling frequency of 128 Hz and 256 Hz, respectively. As shown in Figure 2, the EEG device was placed on the participant’s head and five electrodes of the EMG device were connected to the facial muscles.

**Figure 2.** Data collection from a participant.

First, we recorded EEG and EMG signals from the participants for 2 minutes while they watched the first 2D video. When the video was complete, we then asked the participants three questions related to the content. After a 1-minute rest period, the participants watched the first video again in the 3D condition for 2 minutes. The content of this video was identical to that of the 2D video, except that it was presented in 3D mode. Three questions were then asked about the content of the 3D video, followed by another period of rest for 1 minute. We continued this procedure to collect EEG and EMG signals from the participants (along with the responses to content-related questions) with the third, fourth, fifth, and sixth videos (each video lasted for 2 minutes), providing the participants with 1 minute of rest between watching the videos. The data collection was repeated for each participant in the second session to validate the repeatability of results.

Initially, we preprocessed the raw data to remove noise. For this purpose, we wrote a set of codes in MATLAB (MathWorks, Natick, MA, USA) based on the Butterworth filter. The frequency bands of 1-40 Hz and 25-125 Hz were chosen for filtering the EEG and EMG signals, respectively. Of note, two electrodes of the EEG device had some disconnection problems during data collection; therefore, we processed the collected data only from the other 12 electrodes.

After initial filtering, we proceeded with the analysis by computing the fractal dimension of the recorded EEG and EMG signals. The computation of the fractal dimension was based on the box-counting algorithm using boxes with sizes (1/2, 1/4, 1/8, etc) as the scaling factor. Although we recorded 120 seconds of data during each period of watching the 2D and 3D videos, we analyzed only 118.2 seconds of each dataset. This selection was due to the fact that the devices did not always have a consistent sampling frequency, which caused the data recording to be less than 2 minutes long, leading to a difference of a few seconds in the duration of collected data among some participants.

After confirming the normal distribution of the data, statistical analysis of the computed fractal dimension for EEG and EMG signals was performed to assess the effect of stimulation on variations of the fractal dimension of EEG and EMG signals using one-way repeated-measures analysis of variance (ANOVA). We also conducted the Student *t* test to compare the difference in mean values of EEG or EMG signals between
Results

The variations of fractal dimensions of EEG signals for the first to the sixth visual stimuli are shown in Table 1. As mentioned above, the first, third, and fifth stimuli refer to the 2D condition, whereas the second, fourth, and sixth stimuli refer to the 3D condition.

Table 1. Fractal dimension of EEGa signals with the first to sixth stimuli.

<table>
<thead>
<tr>
<th>Stimulus</th>
<th>Fractal dimension of EEG signal</th>
</tr>
</thead>
<tbody>
<tr>
<td>First</td>
<td>1.7027</td>
</tr>
<tr>
<td>Second</td>
<td>1.7266</td>
</tr>
<tr>
<td>Third</td>
<td>1.7196</td>
</tr>
<tr>
<td>Fourth</td>
<td>1.7222</td>
</tr>
<tr>
<td>Fifth</td>
<td>1.6928</td>
</tr>
<tr>
<td>Sixth</td>
<td>1.7272</td>
</tr>
</tbody>
</table>

*aEEG: electroencephalogram.

Based on the result of ANOVA (F=7.6334, P<.001), the effect of stimulation (2D and 3D) on variations of fractal dimensions of the EEG signal was significant. As shown in Table 1, for all stimuli, the EEG signal recorded from the participants in the 3D condition had a greater fractal dimension compared to that recorded in the 2D condition. Since the fractal dimension reflects the complexity of the signal, this result indicated that the EEG signal is more complex in response to 3D visual stimuli compared to 2D visual stimuli. In other words, the human brain becomes more engaged with a stimulus when it is presented in the 3D condition compared to the 2D condition. Differences between the mean values of the EEG signal from the first and second stimuli (P=.001) and from the fifth and sixth stimuli (P<.001) were greater than the difference between the third and fourth stimuli (P=.72). This suggested that the participants’ brains were more engaged with the second and sixth stimuli compared to the third stimuli. This result is reasonable given that the second and sixth stimuli mainly contained animated scenes, whereas the fourth stimulus included more photos with less animated scenes. Therefore, the difference between the fractal dimension of the EEG signals in the third and fourth stimuli was lower than that observed under the other conditions.

The variations of the fractal dimension of the EMG signals for the first to the sixth visual stimuli are summarized in Table 2.

Table 2. Fractal dimension of EMGa signals with the first to sixth stimuli.

<table>
<thead>
<tr>
<th>Stimulus</th>
<th>Fractal dimension of EMG signal</th>
</tr>
</thead>
<tbody>
<tr>
<td>First</td>
<td>1.2361</td>
</tr>
<tr>
<td>Second</td>
<td>1.2594</td>
</tr>
<tr>
<td>Third</td>
<td>1.2554</td>
</tr>
<tr>
<td>Fourth</td>
<td>1.2580</td>
</tr>
<tr>
<td>Fifth</td>
<td>1.2488</td>
</tr>
<tr>
<td>Sixth</td>
<td>1.2675</td>
</tr>
</tbody>
</table>

*aEMG: electromyography.

Based on the result of ANOVA (F=0.2468, P=.94), the effect of stimulation (2D and 3D) on variations of the fractal dimension of the EMG signals was not significant. Upon receiving a visual stimulus (2D or 3D), the brain processes the stimulus and then sends the impulses to the facial muscles. Therefore, the stimulus should have a greater effect on the brain than on the facial muscles, which explains why there was a significant effect of the stimuli on variations of EEG signals but not on the facial muscles.

As shown in Table 2, for all stimuli, the EMG signal had a greater value of the fractal dimension in response to 3D videos compared to 2D videos, indicating that the EMG signal is more complex in response to 3D videos compared to 2D videos. In other words, the facial muscles are more engaged with stimuli where they are presented in 3D rather than in 2D. In addition, the difference between the mean values of the EMG signal in the first and second stimuli (P=.43) and the fifth and sixth stimuli (P=.56) was greater than that between the third and fourth stimuli (P=.93). This indicates that the participants’ facial muscles were more engaged with the second and sixth stimuli compared to the third stimuli. As mentioned above, this difference can be explained by the content of the videos, in which the second and sixth stimuli contained more animated scenes compared to the fourth video.

Despite these differences among videos, there was no significant difference in the fractal dimension of the EMG signal between the 2D and 3D condition. P<.05 was considered to reflect a statistically significant difference in our analysis.
each pair of stimuli. This suggests that although presenting the videos in 3D caused some changes in the muscle reaction, these changes were not substantial. Comparison of the results for EMG and EEG signals indicates that changing the visual stimulus from 2D to 3D could cause significant variations in the complexity of the EEG signal, but not in the EMG signal. Therefore, changes in the state of the brain are greater when changing a visual stimulus from 2D to 3D.

Moreover, evaluating the relationship between variations of EEG and EMG signals can provide further insight. The brain controls all parts of the human body, including the reactions of the facial muscle. When exposed to 2D or 3D videos as visual stimuli, the brain sends impulses to the facial muscles. Therefore, when the brain is more engaged with the stimuli, the muscle reaction will also be greater, which is reflected in the greater variations in the fractal dimension of the EMG signal.

The rate of correct responses to the questions posed after watching the 3D video was 92.60%, which was higher than that obtained after the 2D videos at 80.87%. This difference suggested that the 3D videos resulted in greater attention paid to the details of videos and therefore increased the learning ability of the students.

**Discussion**

In this study, we compared the effect of virtual reality on students’ learning ability and physiological state with those recorded in a normal 2D condition based on watching 3 sets of videos each presented in 2D and 3D. We simultaneously recorded EEG and facial EMG signals of the participants during stimulation. Overall, the EEG and EMG signals had greater fractal dimensions in the 3D video condition, indicating that both the brain and facial muscles have a greater reaction to 3D videos compared to 2D videos. In addition, videos with more animated scenes resulted in a significantly greater brain reaction compared with that resulting from watching a video with less animated scenes, as reflected by the lack of a significant difference in the fractal dimension of EEG signals between 2D and 3D conditions. For the EMG analysis, although the 3D condition caused greater reaction in the facial muscle, there was no significant difference from the reaction recorded under the 2D condition.

We also examined the learning ability of the students after watching each video by asking them several content-related questions, demonstrating improved learning ability after watching 3D videos than 2D videos (92.60% vs 80.87% correct answers). These results clearly showed that students pay more attention to videos when they are presented in 3D. The present study offers a step forward compared to previous studies that only analyzed the learning ability or brain reaction [4-7] in a virtual reality condition without considering the reaction of facial muscles and investigating how that reaction correlates with brain activity.

The method of analysis employed in this study can be extended to investigate other physiological signals of students in a virtual reality condition. For instance, we can analyze how the heart rate changes in a 3D condition compared to a 2D condition. We can also expand this work by applying other types of stimuli, including olfactory stimuli, while students are watching videos in the virtual reality condition and investigate the effect of these additional stimuli on their learning ability. Developing a model between input (videos) and outputs (human physiological signals) is another important aspect of future work in this regard. For this purpose, we can benefit from different tools such as machine learning [37-39] and fractional-based mathematical equations [40]. Such analysis could allow for predicting human conditions (physiological signals) before exposure to different stimuli, providing guidance on the types of videos and characteristics of videos that are most likely to arouse the attention of students and facilitate learning. These efforts therefore have great importance in advancing research on students’ learning ability and can provide strong recommendations to educational institutions.
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Abstract

Background: A large Midwestern state commissioned a virtual driving test (VDT) to assess driving skills preparedness before the on-road examination (ORE). Since July 2017, a pilot deployment of the VDT in state licensing centers (VDT pilot) has collected both VDT and ORE data from new license applicants with the aim of creating a scoring algorithm that could predict those who were underprepared.

Objective: Leveraging data collected from the VDT pilot, this study aimed to develop and conduct an initial evaluation of a novel machine learning (ML)–based classifier using limited domain knowledge and minimal feature engineering to reliably predict applicant pass/fail on the ORE. Such methods, if proven useful, could be applicable to the classification of other time series data collected within medical and other settings.

Methods: We analyzed an initial dataset that comprised 4308 drivers who completed both the VDT and the ORE, in which 1096 (25.4\%) drivers went on to fail the ORE. We studied 2 different approaches to constructing feature sets to use as input to ML algorithms: the standard method of reducing the time series data to a set of manually defined variables that summarize driving behavior and a novel approach using time series clustering. We then fed these representations into different ML algorithms to compare their ability to predict a driver’s ORE outcome (pass/fail).

Results: The new method using time series clustering performed similarly compared with the standard method in terms of overall accuracy for predicting pass or fail outcome (76.1\% vs 76.2\%) and area under the curve (0.656 vs 0.682). However, the time series clustering slightly outperformed the standard method in differentially predicting failure on the ORE. The novel clustering method yielded a risk ratio for failure of 3.07 (95\% CI 2.75-3.43), whereas the standard variables method yielded a risk ratio for failure of 2.68 (95\% CI 2.41-2.99). In addition, the time series clustering method with logistic regression produced the lowest ratio of false alarms (those who were predicted to fail but went on to pass the ORE; 27.2\%).

Conclusions: Our results provide initial evidence that the clustering method is useful for feature construction in classification tasks involving time series data when resources are limited to create multiple, domain-relevant variables.
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Introduction

Background

According to the Centers for Disease Control and Prevention, motor vehicle crashes (MVC) are the leading cause of death in adolescents aged 12 to 19 years in the United States [1]. MVC risk is disproportionately high among novice drivers, particularly those aged 16 to 17 years, and peaks immediately after licensure during the first months of unsupervised driving [2,3]. Previous studies have demonstrated that the majority of these crashes early in licensure are attributed to critical driving errors because of skill deficits, inexperience, and inattention/distraction rather than recklessness and deliberate risk taking [4-7]. Research has demonstrated initial evidence for the ability of web-based screening tests (eg, web-based assessment of cognitive impairments) to predict poor driving simulator performance [8]. However, there remains a critical need for a screening test to quantify skill level at the time of licensure to identify those who are underprepared to drive safely.

In 2017, a large Midwestern state’s driver licensing agency aimed to address the need to identify underprepared license applicants (likely to fail the on-road examination [ORE]) by developing and deploying a new portable virtual driving test (VDT) as a potential prescreen tool for ORE [9]. The VDT was built on the Ready-Assess platform [10] (Diagnostic Driving, Inc) and was designed as a safe, reliable, and portable method for evaluating novice drivers’ preparedness to respond to common and serious potential crash scenarios [11-13]. Ready-Assess incorporates and expands on the scenarios and metrics of the previously validated simulated driving assessment (SDA) [14] to provide a variety of traffic situations to manage that go beyond what is feasible to assess during an ORE.

Objectives

The VDT assessment (which lasts approximately 7 min) includes both high-risk and common driving scenarios. The potential crash scenarios included in the VDT driving environments were determined by the National Highway Traffic Safety Administration [15,16], including intersections (3- and 4-way, stop sign, and traffic light), curved roads, rear-end events (lead car brakes suddenly), and hazard zones (construction zones, school zones, and pedestrian crosswalks). These typical driving scenarios were specified by subject matter experts from the state’s licensing and motor vehicle safety body encompass a variety of settings (eg, urban and rural) and on-road elements (eg, school buses, ambulances, pedestrians, and hazards) to reproduce local driving environments. As a result, the VDT provides an opportunity for a wide variety of driving responses. Consequently, a large quantity of applicant time series data was generated from the VDT assessment. To efficiently create a prediction (ORE pass/fail) scoring algorithm, steps must be taken to reduce the dimensionality of the data for analysis. Many traditional machine learning (ML) methods (out-of-the-box) require multiple domain-specific features that are well defined and created before being evaluated in an ML pipeline. Given the task of predicting the ORE outcome at the individual level, manually defining features with optimized predictive capabilities is an extremely resource-intensive task and often reliant on subject matter expertise (SME) and considerable domain knowledge.

Therefore, by leveraging data collected from the VDT pilot, this study aimed to develop and conduct an initial evaluation of a novel ML-based classifier using limited domain knowledge and minimal feature engineering to reliably predict applicant pass/fail on the ORE. Such methods, if proven useful, could be applicable to the classification of other time series data collected within the medical field and other settings.

Methods

Apparatus

The VDT used in this pilot was delivered by Diagnostic Driving, Inc [17] in collaboration with Children’s Hospital of Philadelphia (CHOP) and designated state-employed highly experienced driving examiners (SMEs). The VDT software evolved from a prior laboratory-based SDA into a highly scalable, portable, and self-directed tool (Figure 1) that could be delivered on ubiquitous hardware without the need for additional personnel to help facilitate its delivery (eg, research assistants and administrative personnel; Multimedia Appendices 1 and 2).
Virtual Driving Test Implementation Procedure

Applicants were directed to an available VDT workstation in the testing facility by state personnel, and applicants were asked to put on headphones (Multimedia Appendix 2) and enter the provided unique identification number that could be linked to their ORE results (Figure 2).

The VDT is a self-directed workflow (containing both on-screen and voice-directed instructions) that typically takes less than 15 min to complete after the applicant logs in to the VDT workstation with a unique identification number provided by state personnel. A short orientation video introduces the importance of safe driving and provides the applicant with an overview of the stages of the VDT workflow. This is followed by a simulated practice drive, a short orientation drive with built-in instructions to orient the applicant to all VDT controls (eg, turn signals, transmission controls, and navigation system) and to allow the applicant to test drive basic maneuvers (eg, steering, accelerating, braking, and 90° turns) on a course without additional traffic. This drive ends with a brief comprehension test that evaluates the driver applicant’s ability to manage the controls and to follow basic instructions covered in it.

Next, the applicant begins the simulated assessment drive, a planned route through a randomly assigned environment selected from a bank of 10 possible environments (eg, city 1, city 2, ..., city 10), all of which contain variations of common and serious crash scenarios. In all the environments, driver applicants are never explicitly prompted to react to changing traffic conditions or traffic controllers (eg, grant pedestrians in the crosswalk right of way and wait for the light to turn green). They are, however, given navigational instructions to follow a planned route (eg, turn left at the stop sign and shift into the right lane). The assessment drive has no explicit time limit and finishes once the applicant brings his or her simulated vehicle to the end of the planned route.

On completion of the assessment drive, the applicant receives a series of 3 debriefing questions to answer on the screen (using a 5-point Likert scale: 1=strongly disagree and 5=strongly agree) to assess his or her ability to understand VDT directions and general comfort with the VDT controls.
We received a deidentified dataset containing individually linked VDT and ORE performance data for 4643 driver applicants from 3 licensing facilities collected between July 2017 and March 2018. These data were collected by a large Midwestern state during a pilot phase of implementing the VDT in collaboration with Diagnostic Driving, Inc, and CHOP to test its utility as a screening tool in the context of a high-demand and established state government licensing workflow. During this pilot phase, no additional research or demographic information (eg, age and sex) was collected, and all driver applicants who completed the VDT went on to complete the ORE regardless of VDT performance.

In addition, neither the driver applicant nor the licensing examiner had access to the VDT results; therefore, no bias because of VDT performance was introduced when implementing the ORE. Driver applicant ORE outcomes were linked to VDT data and entered into a deidentified dataset that was shared with the research team. CHOP’s institutional review board determined that this study does not meet the criteria for human subjects research primarily because (1) data were not obtained by the researchers through intervention or interaction with the individual and (2) no identifiable private information was included in the dataset received.

Derivation of Sample

Figure 3 shows the derivation of the sample included in the analyzable dataset. Of the 4643 driver applicants who attempted the VDT in the pilot, the vast majority completed it: 58 (1.2%) applicants did not complete the practice drive, 31 (0.7%) did not complete the comprehension test, and 205 (4.4%) did not complete the assessment drive (descriptions of comprehension and assessment drives are given in the Virtual Driving Test Implementation Procedure section). Driver applicants who did not complete the entire VDT workflow, 6.3% (294/4643) were excluded from our analysis. SMEs from the licensing facilities provided information on why some applicants could not complete the workflow, and reasons included applicant had a language barrier, applicant did not understand the instructions, applicant was frustrated with the VDT software, applicant was called for their ORE earlier than expected, applicant walked away from the VDT workstation, applicant experienced symptoms of simulator sickness, and applicant elected not to continue (<1%). In addition to not completing the entire VDT workflow, an additional 41 (0.9%) applicants who completed the workflow did not have their replay files (raw time series information) successfully uploaded to the VDT cloud server (because of internet connectivity issues). These cases were also removed from our analysis, and the final analyzable sample included 4308 (92.8%) driver applicants.
Data Collected: Time Series Channels

The VDT software is fully cloud based and collects raw time series–driving performance data, sampled at 60 Hz, including the driver’s vehicle position; driver inputs (ie, steering wheel, brake, and throttle); additional driver attributes (ie, velocity); and information regarding ambient vehicles, pedestrians, and environmental objects. This raw and rich representation is then downsampled (for the purpose of storage) at approximately 10 Hz with the true elapsed time between contiguous frames recorded, with the added benefit of reducing the replay file size for permanent cloud storage while retaining the faithfulness of the time series representation. As each replay file (the downsampled recording of a VDT assessment) is stored as a multichannel sequence of frames averaging about 8 min in length downsampled to roughly 10 Hz, it provides more than 30,000 data points of information regarding driving performance.

Each frame of the recorded time series data includes several raw values regarding the applicant’s physical interaction with the VDT workstation, including (1) the percentage of complete brake depression (with 1=full depression/stop) and throttle pedals (with 1=full depression/maximal acceleration), (2) the signed percentage of steering wheel rotations both left (negative) and right (positive) of its resting position, and (3) the position and heading of the applicant’s vehicle within the simulated environment. Also recorded in each frame is the use of turn signals and steering wheel buttons that allow the driver to scan left or right to look for oncoming traffic.

The lane offset (sometimes referred to as lane position) [18] of the applicant’s vehicle within its lane on the simulated road is computed for each frame and recorded as one of the time series channels. These channels comprise each applicant’s VDT assessment recording and are used as the basis for feature set construction to represent driving performance.

Outcome Variable

For all driver applicants who completed the VDT, the result of the ORE is provided in a numeric form (score), where a higher score indicates a more severe accumulation of infractions cited by the examiner during their ORE. According to the state licensing agency’s ORE scoring protocol, any driver with a score greater than or equal to 26 fails the ORE and any driver with a score less than 26 passes the ORE (a score of 0 indicates a perfect score). These data (both numerical and dichotomous pass/fail representations) for each applicant are linked to the corresponding VDT record and added to the deidentified dataset. For the purposes of internal analysis, we define the gray zone of ORE scores between 20 and 35, where drivers either barely pass or accumulate just enough infractions to fail the ORE.

Analytical Procedure

To maximize our ability to reliably predict an applicant’s likelihood of failing the ORE, we evaluated 2 alternative ways to represent the time series data. The first, standard approach (which we call the variables feature set) involves the reduction of the driver applicant’s input time series data into manually created variables that represent driver behavior. These variables further represent both continuous features (eg, velocity) and count/dichotomous data (eg, crash). The second method is novel and involves viewing the environments as a series of predefined event zones to which the applicant is exposed (eg, a crosswalk, an intersection, or a school zone). The corresponding applicant’s input time series data (how the applicant responds to each of these event zones) are then partitioned according to these event zones. The range of applicant behaviors (combinations of steering, brake, and throttle on the simulated roadway) is then
clustered for each segment without any preprocessing or manual reduction of the data. This time series clustering feature set has no shared features with the variables feature set.

**Figure 4.** Time Series Clustering for highlighted event zone with cluster centers representing prototypical driving behaviors in that zone.

**Standard Method for Data Reduction: Variables Feature Set**

For every simulated drive, there are events corresponding to common and serious potential crash scenarios. Applicants’ responses that have been tracked and tabulated in real time from within the VDT-simulated environment (eg, reduction of speed entering a construction zone) are augmented with manually created variables from the stored data, which indicate aberrant or hazardous driving behaviors (eg, number of instances applicant ran a red traffic light).

A summary of speed management within a sample is represented by the global maximum, mean, and median of the applicant vehicle velocities as well as the ratio of the applicant vehicle’s velocity to the posted speed limit recorded. The same statistics on velocity and speed ratio are computed for the following event zones: crosswalks, school zones, construction zones, playground zones, and banking curves. To flush out adherence to the posted speed limit, the global percentages of each sample driven more than 10, 15, and 20 mph above and below the posted speed limit are used as potential predictors.

These values, along with other computed driving performance metrics, result in a representation of each sample as a vector of 67 engineered features plus the outcome variable (ORE pass/fail). With this representation of the tabulated data, supervised learning methods are deployed using standard 10-fold cross-validation; we examined the resulting confusion matrices. To evaluate the predictive power of this representation, we examined the resulting confusion matrices.

**Novel Method for Automated Data Reduction: Time Series Clustering Feature Set**

Each applicant’s stored time series data were truncated to begin at the first downsampled frame with a simulated speed above 0.5 m per second to align replay files via a common starting condition. As assessment drives are of nontrivial length (on average, approximately 8 min in duration), relying on global measurements to compare driving behaviors may wash out highly predictive features from smaller segments of the assessment’s planned route.

The time series clustering representation attempts to derive new features from sections of the drives that are designed to elicit specialized behaviors in response to environmental or traffic conditions. Unlike the standard variables approach, this new approach derives features automatically without the need for manual data reduction. Time series samples are grouped by the simulated environment to which the applicant is assigned, where each environment comprises a sequence of stationary event zones defined by entry and exitwaypoints. Given a sample that drives through a particular event zone, a subinterval of the time series is extracted that corresponds to the vehicle traveling between the zone’s entry and exit waypoints. This subinterval is grouped in a set with all other subintervals from the drives that pass through the designated event zone.

The purpose of clustering is to reveal prototypical behaviors so that drivers can be categorized within each event zone (as defined by their lane position, throttle, brake, accelerator, and steering wheel usage in each frame). For example, at a crosswalk, there might be a cluster for those who slow to a stop and another for those who speed through the crosswalk without slowing. The variance in behaviors should be represented in the cluster centers, where all sample subintervals assigned to a given cluster have been determined to be most similar to the cluster center’s prototypical behavior.

Speed and traffic conditions determine each driver’s subinterval length in an event zone. Thus, to compare subintervals of unequal lengths, dynamic time warping [19,20] is used as the (dis)similarity measure, where the time steps of pairs of subintervals are aligned to minimize the time-warped aggregate difference between them. k-Medoids [21], a derivative of k-means, is used to pigeonhole the n samples into k clusters (k=8 in all the reported experiments) by electing k initial subintervals to act as medoids, cluster centers representing...
methods were evaluated using a standard 10-fold cross-validation in an attempt to minimize the overfitting of any model. We evaluated 2 classification methods within the Waikato Environment for Knowledge Analysis [22,23]: logistic regression and support vector machines (SVMs).

### Logistic Regression

Logistic regression ML algorithms classify a given sample based on computing its probability of belonging to one of the binary classes defined by the pass/fail outcome label. Given the predicted probability that a sample has either passed or failed, a decision rule is used to classify the sample:

\[ \text{decision rule} \]

In this example, the outcome label is based on actual ORE pass/fail, and the probability threshold used in the decision rule is derived from 0.0 to 1.0, with a step size of 0.01, to explore the threshold parameter’s effect on performance metrics.

### Support Vector Machines

SVMs attempt to compute the optimal decision surface for partitioning datasets along with binary class values (in our case, pass and fail) by maximizing the margin of separation between samples known to be members of different classes [24]. The core assumption of an SVM model is that there exists a transformed space in which the dataset may be linearly partitioned via a hyperplane. As it is computationally costly to transform every sample, a kernel function was used to relate pairs of samples in the transformed space.

For all results using SVM classification, we elected to use the radial basis function (RBF) as our kernel because our initial experimentation suggested that our feature values resemble Gaussian distributions. A coarse grid search was used to narrow the ranges of parameters considered for building an effective classifier [25]. SVMs for binary classification are primarily configured using 2 different values: a cost parameter (which determines the degree of influence of data points far from the decision surface in the algorithm) and a gamma parameter (which controls the variance of the Gaussian functions that make up the RBF kernel). We dyadically iterated the cost from $2^{-5}$ to $2^{-15}$ by doubling. To perform a grid search in a 2-dimensional parameter space, we also dyadically iterated the gamma parameter from $2^{-10}$ to $2^6$ by doubling.

### Evaluation Metrics

As previously described, the primary goal of the VDT pilot was to reliably assess applicant preparedness before taking the ORE, thereby maximizing the safety of driving examiners and providing an opportunity for prepared applicants to take the ORE. The evaluation metrics described in the following sections were used to evaluate a given model’s predictive ability while addressing the goals of the VDT pilot.

#### Confusion Matrix and Evaluation Metrics

To predict a binary outcome of the ORE with confidence, a confusion matrix (see Table 1) for each classification model was generated to evaluate the predictive ability of our classifiers.
Our evaluation metrics included accuracy, algorithm fail rate, false alarm rate, ratio of false alarm, and risk ratio. Accuracy was defined as the ratio of the total number of correctly classified cases to the total sample population:

Algorithm fail rate was defined as the percentage of total cases the classifier predicted as fail:

False alarm rate was defined as the percentage of total cases the classifier misclassified as fail:

The ratio of false alarms was defined as the ratio of cases of misclassified fail to the total cases where the classifier predicted fail:

The risk ratio was defined as the relative risk (RR) of failing the ORE when the classifier predicted fail versus predicting pass. The 95% CIs were also calculated for risk ratios:

SMEs within the licensing agency recommended that a satisfactory classifier would consist of a model that maximized both accuracy and risk ratio while minimizing the false alarm rate (applicants who failed the VDT but went on to pass their ORE).

### Table 1. A confusion matrix, showing the 4 quadrants: FF (fail-fail), FP (fail-pass), PF (pass-fail), and PP (pass-pass).

<table>
<thead>
<tr>
<th>Confusion matrix</th>
<th>Fail OREa</th>
<th>Pass ORE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fail VDTb</td>
<td>FF</td>
<td>FP</td>
</tr>
<tr>
<td>Pass VDT</td>
<td>PF</td>
<td>PP</td>
</tr>
</tbody>
</table>

aORE: on-road examination.  
bVDT: virtual driving test.

**Fitness of Models**

In addition to the evaluation metrics previously described, we also evaluated model fitness using receiver operator characteristic (ROC) curves to compare our predictions against a random binary classification. An ROC curve illustrates a model’s performance using different parameterizations. Specifically, it plots the model’s true positive rate (TPR) to its false positive rate (FPR). For our data, TPR (also known as sensitivity) is the ratio of driver applicants who are correctly predicted to fail the ORE to the overall population of applicants who went on to fail the ORE:

FPR is the ratio of driver applicants incorrectly predicted to fail the ORE to the overall population of applicants who went on to pass the ORE:

Classifiers that have equal TPR and FPR do not perform well, as there is less certainty that the classification of any particular sample is reliable. ROC curves that deviate significantly from the line TPR=FPR represent classifiers that perform better at distinguishing the 2 classes. A perfect classifier would have a TPR of 1.0 and an FPR of 0.0, where a random binary classifier would have these 2 values be the same. A common metric used to summarize the relationship between TPR and FPR over a range of model parameterizations is the area under the curve (AUC). AUC is the numerical integral of the ROC curve (FPR is the independent variable and TPR is the dependent variable), where a higher percentage of the total area coverable (TPR of 1.0 for all values of FPR) should indicate models that are more fit to reliably predict a class value (eg, ORE outcome) [26].

**Results**

### Classifier Results

We summarize the classifier results with the evaluation metrics previously described in Table 2. In this table, results from 4 classifiers were reported: feature sets generated from 2 methods (variables and the novel approach) and time series clustering, used in 2 ML methods (logistic regression and SVM). Overall, the results from the time series clustering approach provided similar results to the variables approach. More specifically, logistic regression using the time series clustering approach to generate features produced the best classifier based on our evaluation metrics (highest accuracy: 76.2%; highest risk ratio: 3.07; 95% CI 2.75-3.43). In addition, this classifier minimizes the ratio of false alarms compared with the others (27.2%).
Table 2. Summary results of the evaluation metrics obtained from 4 classifiers: variables+logistic regression, variables+support vector machine, time series clustering+logistic regression, and series time clustering+support vector machine.

<table>
<thead>
<tr>
<th>Classifier results</th>
<th>Standard method (variables)</th>
<th>Novel method (time series clustering)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Logistic regression</td>
<td>SVM a</td>
</tr>
<tr>
<td>Accuracy, %</td>
<td>76.1</td>
<td>75.4</td>
</tr>
<tr>
<td>Fail rate, %</td>
<td>6.6</td>
<td>3.4</td>
</tr>
<tr>
<td>False alarm rate, %</td>
<td>2.6</td>
<td>1.3</td>
</tr>
<tr>
<td>Ratio of false alarms, %</td>
<td>38.5</td>
<td>37.7</td>
</tr>
<tr>
<td>Relative risk (95% CI)</td>
<td>2.684 (2.409-2.991)</td>
<td>2.581 (2.250-2.961)</td>
</tr>
<tr>
<td>True positive rate, %</td>
<td>15.9</td>
<td>8.3</td>
</tr>
<tr>
<td>False positive rate, %</td>
<td>3.4</td>
<td>1.7</td>
</tr>
</tbody>
</table>

aSVM: support vector machine.

**Logistic Regression**

Figure 5 highlights the results for logistic regression with the highest observed classification accuracies for both representations (variables and time series clustering). The most promising parameterization of logistic regression using the variables representation as input for the VDT has an FPR of 3.4% and a TPR of 15.9%, whereas the most promising parameterization of logistic regression using the time series clustering representation as input for the VDT has an FPR of 1.3% and a TPR of 10.0%. Moreover, we observed that the time series clustering representation yielded a VDT classifier with a smaller ratio of false alarms (27.2%) than the most accurate VDT classifier using the variables representation (38.5%).

The threshold value yielding the model with the highest classification accuracy is highlighted in Figure 5. The highlighted parameterizations (yielding the highest classification accuracy, marked by the vertical dotted lines in the figure) demonstrate VDTs that show predictive promise, although there is room for improvement. Using logistic regression with different threshold values, the AUC for the variables feature set’s ROC curve is 0.682, whereas the AUC for the time series clustering feature set’s ROC curve is 0.656.

As seen in Figure 6 of Multimedia Appendix 4, logistic regression using the variables representation of the dataset produces a classifier that fails 6.9% of those taking the VDT, where 39% of those predicted to fail the ORE actually went on to pass (ratio of false alarms). The false alarms represent only 3% of all drivers, with 37% of the false alarms having an ORE score between 20 and 25, meaning these drivers nearly failed the ORE. Within the group of drivers misclassified (24% of all driver applicants), 30% of samples have an ORE score in the gray zone (20-35, with a score of ≤25 resulting in a pass). With this model, drivers failed by the VDT are 2.7 times more likely to fail the ORE (RR=2.68; 95% CI 2.41-2.97).

Using logistic regression, the time series clustering representation of the dataset produces a classifier that fails 4% of those taking the VDT, with a ratio of false alarms of 27%. Only 1% of all drivers are false alarms, where 25% of false alarms nearly fail the ORE with scores between 20 and 25. For all misclassified drivers (24% of all driver applicants), 25% of the samples had an ORE score in the gray zone. Using this model, drivers failed by the VDT are more than 3 times more likely to fail the ORE (RR=3.07; 95% CI 2.75-3.43). Overall, the time series clustering representation used as input for the logistic regression algorithm produces a more lax classifier that fails approximately half as many drivers as using the variables representation as input. However, when predicting failure on the ORE, logistic regression using the time series clustering representation is more often correct than with the variables representation (72% correct predictions of fail versus 62%).
Support Vector Machines

As Figure 7 in Multimedia Appendix 5 shows, the most accurate parameterization of SVM using the variables representation as input for the VDT has an FPR of 1.7% and a TPR of 8.2%, whereas the most promising parameterization of SVM using the time series clustering representation as input for the VDT has an FPR of 2.2% and a TPR of 7.8%. Moreover, we observed that the time series clustering representation yielded a VDT with a larger ratio of false alarms (45%) than the most accurate VDT using the variables representation (38%).

Loose grid search of SVM’s 2 parameters reinforces the notion that the 2 classes of ORE pass/fail are highly comingled within both feature spaces. Figure 8 in Multimedia Appendix 6 contains surface plots for both feature sets showing the interpolated landscapes of risk ratio and accuracy (vertical axis) over the SVM gamma and C (horizontal/lateral axes) parameters sampled in bivariate grid search.

The SVM parameterization with the highest observed classification accuracy using the variables representation of the dataset produces a classifier that fails 3.5% of those taking the VDT, with 38% of those predicted to fail the ORE being false alarms. The false alarms comprise 1.4% of all drivers, with 33% of the false alarms having nearly failed the ORE, where scores between 20 and 25 indicate nearly failing the ORE. Of the driver applicants misclassified (24% of all driver applicants), 26% of samples had an ORE score in the gray zone (20-35, with a score of ≤25 resulting in a pass). With this model, drivers failed by the VDT are 2.6 times more likely to fail the ORE, corresponding to the plateau of risk ratios illustrated in Figure 8 of Multimedia Appendix 6.

Using the time series clustering feature set, the SVM parameterization yielding the highest classification accuracy failed 3.6% of people taking the VDT, where 45% of those predicted to fail the ORE are false alarms. With 1.6% of all driver applicants being a false alarm, 13% of the false alarms nearly failed the ORE with scores between 20 and 25. This VDT misclassifies 25% of all driver applicants, where 26% of these drivers have an ORE score in the gray zone. With this model, drivers failed by the VDT are 2.3 times more likely to fail the ORE.

Discussion

Principal Findings

This study specifically aimed to evaluate a novel method for automatically classifying user-generated time series data versus a traditional and resource-intensive approach (classification by manually creating features [variables] using domain knowledge and SME). When compared with the standard method of feature selection (using manually created variables), the clustering method demonstrated a similar to higher accuracy in predicting ORE results. More specifically, it outperformed the standard method by accurately identifying the most underprepared applicants (those applicants who failed the ORE).

Although time series clustering is not a completely new idea, our particular application using a two-stage analysis of critical subintervals (our event zones) is novel. Moreover, our application does not suffer from the known problem of
sliding-window partitioning then cluster methods, which have been shown to be inconsistent in producing meaningful predictions [27]. In this study, we leveraged contextual similarities in scripted scenarios written to elicit specialized driving behavior in response to changes in the environment along the route, including ambient traffic [28]. Clustering the behaviors exhibited in these event zones leads to highly correlated clusters [29] that are quantifiably useful for the task of predicting ORE pass/fail.

The clustering is useful beyond simple binary prediction: Knowing how the data break down into groups allowed us to formulate a profile made of prototypical behavior, which represents the traits exhibited by the cluster members [30]. Only a small portion of the sample (433 of the 4308 drivers) had an ORE score greater than 45 (scores <26 result in passing). As we dealt with a heavily weighted distribution of ORE pass/fail (roughly 3 to 1), we carefully scrutinized the composition of the clusters formed; we also focused on identifying dangerous drivers (higher accumulation of critical driving errors) instead of optimizing overall predictive accuracy for ORE pass/fail.

Although the clusters did not cleanly separate all those who failed from those who passed, the features generated and then classified were able to identify outliers in the data rather easily. In many cases, these outliers presented aberrant driving behaviors, such as collisions with vehicles, collisions with pedestrians, and driving off the road. As it is meant to be a prescreening test, the purpose of VDT was never to identify all those who would go on to fail the ORE but rather to isolate the driver applicants who present a danger to themselves and others on the road. Operationally, the VDT should not restrict eligible driver applicants from taking the ORE; with that in mind, our novel approach shows promise in confidently classifying truly unprepared driver applicants. As a result, we considered evaluation metrics such as risk ratio instead of accuracy to keep state ORE examiners out of harm’s way.

Limitations
This study had some limitations. First, the variables approach that we used did not represent the entire domain set of VDT performance metrics that could be derived and used. Many of the initial variables focused heavily on global measures (eg, measures across the entire simulated drive) rather than focusing on event-specific measures (eg, performance on curves and intersections). Owing to this, our analyses may not have taken into account the full variation in differential VDT performance (as we would expect that event-specific measures would be able to further explain this variability).

Second, the sample size available precluded model formulation specific to the simulated environment (eg, 10 separate models). Although assignment to clusters was performed for each of the 10 unique environments, only 1 dataset determined model formulation: each driver applicant record included a series of cluster assignments and their corresponding ORE score. Future research with larger samples will account for the different simulated environments and evaluate them individually.

Finally, because of restrictions placed on implementing the VDT in a busy licensing workflow, our limited dataset did not include demographic information and confounding variables collected for this sample. Age and sex are known risk factors for crashes among novice drivers [31] and may explain some variability in performances among new drivers seeking a driver’s license.

Conclusions and Future Directions
This study provided initial evidence that the time series clustering feature set when used as input produced classifiers that performed just as well and, in some cases, better than those using the traditional variables approach. Future work will evaluate this method with larger sample sizes and potentially integrate it with other known methods to develop an optimized classifier. We also plan to explore more sophisticated variants of this approach, specifically expanding on a predefined number of clusters and using approaches such as the silhouette method [32] to determine an appropriate number of clusters for grouping behaviors exhibited by driver applicants in each event zone. Alternatively, we may attempt to maximize feature variance between clusters using a secondary analysis of variance clustering refinement procedure [33]. For the purpose of improved differential diagnostic capabilities in time series classification tasks, we intend to pursue several avenues of research that demonstrate potential for producing distinct prototypical user behaviors.
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Multimedia Appendix 2
Virtual driving test workstation.

Multimedia Appendix 3
Time Series Clustering for highlighted event zone with cluster centers representing prototypical driving behaviors in that zone. In the eight sub-plots, “prototypical behaviors” represent the derived cluster medoids for a specific event zone. Plots with more densely congregated and colorized pixels indicate the driver was moving more slowly through the given event zone than a plot with sparser, colorized pixels. The white dashes indicate the road median; time series subintervals begin at the white circle and the position of the driver applicant in each frame is a colorized pixel. Red corresponds to usage of the brakes, green corresponds to the throttle, light blue represents steering, and the spacing of these pixels are determined by the vehicle’s speed in the given zone. Collisions with other vehicle or pedestrians are indicated by red circles, collisions with static environmental objects are indicated by yellow circles. Displayed underneath are the means and standard deviations of actual ORE scores of samples in each cluster. In addition, displayed is the number of samples in each cluster and the average number of collisions with vehicles and pedestrians in a given cluster.

Multimedia Appendix 4
Performance Metrics and Confidence Intervals for Logistic Regression using “Variables” and “Time Series Clustering” representations as feature sets for iterated logistic cut-off threshold values.

Multimedia Appendix 5
The most successful SVM parameterizations for both feature sets learn to distinguish data which is largely homogeneous with high “Cost” penalties for misclassification errors. The optimal trade-off observed between TPR and FPR occurs with a fail rate of approximately 3.5%, about 40% of samples failed are false alarms.

Multimedia Appendix 6
We consistently observed more SVM parameterizations that better predicted ORE pass/fail using the “Variables” feature set as input than for “Time Series Clustering”. Zero is imputed for undefined Risk Ratios in these plots, such results originate from VDTs with parameterizations that fail no one.
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Abstract

Background: Apathy is a common symptom in neurological disorders, including dementia, and is associated with a faster rate of cognitive decline, reduced quality of life, and high caregiver burden. There is a lack of effective pharmacological treatments for apathy, and nonpharmacological interventions are a preferred first-line approach to treatment. Virtual reality (VR) using head-mounted displays (HMDs) is being successfully used in exposure- and distraction-based therapies; however, there is limited research on using HMDs for symptoms of neurological disorders.

Objective: This feasibility study aimed to assess whether VR using HMDs could be used to deliver tailored reminiscence therapy and examine the willingness to participate, response rates to measures, time taken to create tailored content, and technical problems. In addition, this study aimed to explore the immediate effects between verbal fluency and apathy after exposure to VR.

Methods: A mixed methods study was conducted in a sample of older adults residing in aged care, and 17 participants were recruited. Apathy was measured using the Apathy Evaluation Scale (AES), and verbal fluency was used as a proxy measure of improvements in apathy and debriefing interviews to assess feedback from participants. Side effects that can occur from using HMDs were also measured.

Results: We recruited participants from a high socioeconomic status setting with a high education level, and the participation rate was 85% (17/20); most responses to measures were positive. Access to a wide range of freely available content and the absence of technical difficulties made the delivery of a VR reminiscence intervention highly feasible. Participants had improved semantic scores ($t_{14}=-3.27; P=.006$) but not phonemic fluency scores ($t_{14}=0.55; P=.59$) immediately after the intervention. Those with higher levels of apathy demonstrated the greatest cognitive improvements after a VR reminiscence experience, which was indicated by a strong positive relationship between the AES and semantic verbal fluency change scores postminus pre-VR ($r=0.719; 95\% CI 0.327 to 0.900; P=.003$). All participants enjoyed the experience despite 35% (6/17) of participants experiencing temporary side effects.

Conclusions: This study provides initial evidence that it is feasible to use VR with HMDs for therapy to treat symptoms of apathy in older adults in residential aged care. However, there is a need to closely monitor the side effects of HMD use in older adults. Further research is needed using an active control group to compare the use of VR with traditional forms of reminiscence therapy.

(J Med Internet Res 2020;22(6):e17632) doi:10.2196/17632
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Introduction

Background

Apathy is one of the most common symptoms of neurological and psychiatric disorders such as dementia [1-3]. A lack of motivation is the defining feature of apathy, resulting in a reduction of goal-directed behavior [4]. Apathy contributes to a poorer quality of life and a faster rate of cognitive decline [5,6]. In addition, the risk of mortality in those with apathy increases 3-fold compared with those without apathy [7]. Those caring for people with apathy are also affected by reported higher caregiver burden compared with other neuropsychiatric symptoms [8,9].

A high prevalence of apathy of up to 84% has been reported in older adults in residential aged care with cognitive decline [10]. Healthy older adults can also experience symptoms of apathy in varying degrees [11,12]. Significant changes in life circumstances, for example, surviving natural disasters or being institutionalized, may reduce motivation, and increase symptoms of apathy [13]. Changes in specific brain regions have been associated with apathy, including frontal-subcortical structures [14,15]. However, the mechanisms of apathy are not fully understood.

Although symptoms of apathy may overlap with those of depression [16], apathy can also present as a separate clinical symptom [17], and there is increasing evidence supporting this distinction [18,19]. Symptoms of apathy can also differ depending on the type of dementia, with more severe symptoms found in the behavioral variant of frontotemporal dementia [20]. With little evidence supporting pharmacological treatment for apathy [21] and the side effects of current medications [22], alternative interventions are required.

Nonpharmacological approaches have demonstrated evidence in improving the levels of apathy, including music, art, cognitive stimulation, and reminiscence therapy [23]. Reminiscence therapy is commonly used in residential aged care and involves the discussion of a person’s past experiences involving the use of items including photographs, magazines, or music [24]. It can help maintain a person’s sense of identity and improve feelings of self-worth [25,26], an important aspect of improving apathy.

A recent Cochrane review found reminiscence therapy to be effective in some cases [27]. However, the effect sizes found were small and inconsistent. Little or no differences in cognitive outcomes were commonly found when comparing reminiscence therapy–treated groups with nontreatment groups (eg, standardized mean difference 0.11, 95% CI 0.00 to 0.23) [27]. Improving the delivery of tailored reminiscence therapy by increasing how realistic it is may increase the effectiveness of the therapy and the likelihood of attending sessions [28].

The use of technology in reminiscence therapy can provide access to a wide range of content via the internet and make it easy to tailor an intervention specifically for a person [29,30]. In a within-group study comparing the creation of a digital life storybook with a conventional life storybook for people with dementia, additional improvements were seen in the quality of life and autobiographical memory performance when the digital life storybook was used [30]. The traditional version in this study consisted of tangible prompts, including photos and other memorabilia, and the digital version consisted of a movie created and burned onto a DVD for playing on television. iPads have also been used in the delivery of individualized reminiscence therapy with positive results, including improvements in well-being [31,32]. Significantly higher levels of initiating speech and engagement were found using a touchscreen monitor compared with traditional reminiscence therapy using artifacts, including newspapers, books, and photos [33]. Virtual reality (VR) in the form of large-screen displays has also been used and provides an immersive experience [34]. The level of immersion can vary among technologies. iPads or computer screens are classified as nonimmersive, whereas large-screen displays are considered semi-immersive [35]. An increase in the level of immersion can increase the level of presence (the degree to which a person feels they are in the virtual environment) [36]. During a navigation task, an increased sense of presence using highly immersive 3D screens while wearing stereo glasses has been found to recruit additional brain areas compared with less immersive 2D screens [37].

VR using head-mounted displays (HMDs) provides a fully immersive, highly engaging, and realistic experience with the user closed off from external distractions. The use of HMDs is not limited to gaming and has infiltrated many areas, including medical training, rehabilitation, and therapy [38-41]. Advances in technology, production, and reduced costs have made HMDs widely accessible, with little training required to implement and use them. In patients who had previously not reported clinical benefits from other forms of psychotherapy, the use of VR using HMDs has been successful in treating post-traumatic stress disorder (PTSD), with a significant decrease in PTSD symptoms being found while comparing pretreatment symptoms with posttreatment symptoms (d=1.17) [42]. Other successful interventions using HMDs include reducing anxiety [43] and pain management of burn victims during wound care [44,45].

Recent research has found that older adults, including those with cognitive decline, can tolerate using HMDs and has reported positive experiences [46-49]. There has also been success in using HMDs for memory training in older adults with significant improvements in memory tests (d=0.7) compared with a control group receiving music therapy [50]. Other uses of HMDs, including in older adults, have shown an increase in the performance of daily living activities in stroke victims [51] and success with vestibular rehabilitation in older adults with mild cognitive impairment [52]. These findings of HMD use in older adults suggest that expansion into other areas is possible. Research into the use of VR using HMDs in therapy for symptoms of neurological disorders is limited.

In addition to the lack of motivation in apathy [53], executive dysfunction has also been found to be associated with apathy [54,55]. Impairment in executive function is a key cognitive mechanism of apathy. Apathy is negatively associated with the performance of verbal fluency tasks [56]. Similarly, those with dementia and apathy have shown reduced performance on verbal fluency tasks, compared with those without apathy [57]. Specifically, associations have been reported between apathy
and semantic fluency but not phonemic fluency [56,58]. Performance in verbal fluency tasks indicates executive control [59] and initiation [60]. These executive functions of control and initiation are reduced in those with apathy [61,62]. Apathetic participants demonstrated a preference for a VR task over a pen and paper task, as it provided a more engaging experience [63]. In addition, VR (using a projector screen with stereo glasses) has demonstrated the ability to stimulate autobiographical memories [34]. Therefore, VR may improve the performance of executive functions, both directly and indirectly.

Although there is evidence supporting the acceptability of using HMDs in older adults as previously mentioned, some people do experience side effects from using HMDs, including the occurrence of motion sickness such as that induced by air, sea, or land travel. Research on sickness symptoms while using HMDs in older adults has reported conflicting outcomes [64-66]. Many companies are starting to offer VR services for older adults in residential aged care [67-69]. However, the occurrence and prevalence of side effects of using VR HMDs with this age group are uncertain [70]. With the increased use of VR using HMDs in many areas, including older adults, awareness of any side effects from using this technology has become essential.

Objectives
This study aimed to evaluate the feasibility of using tailored content created for viewing in a VR HMD to deliver reminiscence therapy to older adults in residential aged care. Along with establishing the feasibility of this study, the following parameters were also examined: availability and willingness to participate, response rates to measures used, the time needed to create tailored content, and technical problems. Verbal fluency was used as a measure of immediate effects on executive function after exposure to tailored content in VR, and associations with verbal fluency and apathy were also examined. A debriefing interview was used to assess enjoyment and obtain feedback from participants. Side effects of using HMDs were also examined using the Simulator Sickness Questionnaire (SSQ) combined with feedback from the debriefing interview.

Methods
Participants
Participants were recruited from a residential aged care facility in Adelaide, Australia. Potentially suitable participants were identified by senior staff at the residential aged care facility following the inclusion and exclusion criteria. A list of identified participants was then given to the researcher, and the researcher approached participants to request their participation in the study. The current health status of each participant was obtained from the nursing staff on duty before the participants were contacted. Out of 20 participants who were requested to participate in this study, 3 declined; 10 women and 7 men, between the ages of 72 and 95 years with a mean age of 87.3 years (SD 6.3), agreed to participate. All the participants were Australian, of whom 11 were born in Australia, 2 in the United Kingdom, 2 in Africa, and 2 in Europe. The participants born in the United Kingdom, Africa, and Europe had spent most of their lives in Australia. The participants came from a high socioeconomic background and most were well educated; the mean years of education was 13 (SD 3). According to the Psychogeriatric Assessment Scale (PAS), 10 participants had no or minimal cognitive impairment, 3 presented with mild impairments, and 4 had moderate impairments [71]. The mean score for the Apathy Evaluation Scale (AES) was 31.5 (SD 6.3). Using a cutoff score of 36.5 [72], 3 participants met the criteria for a diagnosis of apathy with the highest score being 46; 5 participants scored between 34 and 36. Medication history was available for 14 participants. The most common medication used was for depressive symptoms in 6 out of 14 participants (43%). Participants were excluded if their score on the PAS was 16 or higher indicating severe impairment; had significant neurological disorders; had other conditions, including agitation and aggression at a level that would make assessment difficult; or if their vision could not be corrected by glasses or glass frames that could not fit into the HMD. Informed consent was obtained from all the participants, and no honorarium was offered for participation. Ethics approval was obtained from the University of South Australian Human Research Ethics Committee in accordance with the Australian National Statement on Ethical Conduct in Human Research (2007).

Materials
Virtual Reality Apparatus
The Oculus Go HMD was used [73] to deliver the VR experience to participants. This is a standalone HMD that does not require tethering to a computer or the use of a mobile phone.

Virtual Reality Content
YouTube VR (Google LLC) was used for the playback of 360-degree videos. This is an app that is specifically used for viewing YouTube videos in VR HMDs. All 360-degree videos were downloaded to the HMD to reduce reliance on the internet and improve the reliability of playback. Wander (Parkline Interactive) was used to navigate to places of interest tailored to the participant. This app uses data from Google Street View and has the feature of saving places visited for future access.

Questionnaire for Establishing Virtual Reality Content
An interview was conducted to develop tailored content for each participant and was based on reminiscence therapy guidelines [24]. Questions included the following: “What significant memories do you have from your childhood?” “What significant life events do you have positive memories of?” and “What memories do you have from working, including details about your first job, and work in the home?”

Psychogeriatric Assessment Scale
Cognitive status was obtained from the current records of the residential aged care facility using the PAS [74]. The PAS includes both a subject and informant interview and provides a summary of functioning related to cerebrovascular disease, cognitive status, and behavioral disturbance that can occur in dementia [74]. Scores range from 0 to 21 with a score of ≥4 indicating likely cognitive impairment [75] and the risk of further cognitive decline [76].
Apathy Evaluation Scale Self-Rated Version

Apathy was measured using the AES [4]. This was included to measure the participants’ current level of apathy. The AES contains 18 items measured on a scale ranging from not at all, slightly, somewhat, and a lot. The AES scores range from 18 to 72, with higher scores indicating a higher level of apathy. Rating is based on the previous 4 weeks. The self-rated version of the AES has been found to have satisfactory test-retest reliability of .76 and good internal consistency (α=.86) [4]. The internal consistency for this study was α=.77. Questions included, “Are you interested in having new experiences?” and “Do you spend time doing things that interest you?”

Simulator Sickness Questionnaire

Side effects were measured using the SSQ [77]. This questionnaire is widely used in VR-related research [78]. It consists of 16 items that assess the symptoms in the VR environment using a 4-point rating scale from 0 (indicating no symptoms) to 3 (indicating severe symptoms). The SSQ has 3 subscales, including nausea, oculomotor, and disorientation, and has demonstrated good internal consistency (α=.87) [79]. Internal consistency for this study was α=.69. Both the total and subscale SSQ scores require weighting. The subscale scores were weighted as follows: nausea 9.54, oculomotor 7.58, and disorientation 13.92. Total scores were calculated by adding the 3 unweighted subscale scores and multiplying by 3.74. The 3 subscales include overlapping symptoms, for example, the symptom of blurred vision overlaps both the oculomotor and disorientation subscales. Symptoms measured included headache, nausea, sweating, and eye strain.

Slater-Usoh-Steed Presence Questionnaire

The Slater-Usoh-Steed Presence Questionnaire (SUS) was used to assess how realistic participants thought the VR environment was [80]. The SUS consists of 6 items scored from 1 to 7. Questions include “To what extent were there times during the experience when the virtual environment was reality for you?” and “During the time of your experience, did you often think that the virtual event was real?” This scale has demonstrated acceptable internal consistency (α=.75) [81]. Internal consistency for this study was α=.74.

Verbal Fluency

Both phonemic and semantic verbal fluency tasks were administered to the participants [82]. In the phonemic verbal fluency task, participants had to name as many words as possible starting with the letter F or P. In the semantic verbal fluency task, participants had to list as many words as possible in the category of either animals or fruit/vegetables. The tasks were timed for 1 min each.

Expectations/Enjoyment Measure

Participants were asked about their expectations before the VR experience “What are your expectations about the VR experience, in reference to overall enjoyment?” After the VR experience, they were asked, “How much did you enjoy the experience?” Each question was given a rating ranging from 1 to 10.

Debriefing Questionnaire

A debriefing interview consisting of 8 questions at the end of the VR session (session 2) assessed the feedback from the participants. Interview questions included “Did you find the experience enjoyable?” and “What did you like about the experience?”

Procedure

The study consisted of 2 sessions, with each session lasting for approximately 60 min. Before consent, to ensure that the participants were able to see images satisfactorily in the headset, a short demonstration was performed where participants viewed images in the HMD using the Wander app. Once it was established that the participants could satisfactorily see the images in the headset, and they consented to participate in the study, an appointment was made for the first session. In the first session, basic demographic data were collected. Participants were then asked a series of questions (questionnaire for establishing VR content) to establish topics for sourcing content to be viewed in the HMD. Finally, the participants completed the AES.

Once the researcher had sourced content based on data gathered from the interview in the first session for viewing in the HMD (approximately 3 days apart), an appointment was made for the second session. Before and after the VR session, 2 verbal fluency tests (phonemic and semantic), expectations/enjoyment rating, and the SSQ were administered. Alternate forms of verbal fluency tests were counterbalanced for each participant. Although the SSQ was designed to be used postexposure to VR, it was decided to follow the precondition of screening participants who may have health-related conditions [77]. The sourcing of content was completed between the first and second sessions and took approximately 90 min for each participant. Participants viewed the VR content that was timed for 20 min. The researcher determined the order of the content being viewed, and during the VR session, a conversation occurred between the participant and the researcher about the participant’s past experiences with regard to the content. Participants were not given access to the controllers, and all navigation was performed by the researcher. This was done to minimize frustration and provide a seamless experience for each participant. The HMD image was mirrored to a laptop to enable the researcher to see what the participant was viewing and to allow the researcher to navigate within the apps. Participants remained seated during the VR content exposure, as standing has been found to increase the risk of motion sickness when using HMDs [83]. Remaining seated also reduced the risk of falls while wearing an HMD. A swivel chair was used to enable participants to turn freely when viewing the VR content, thereby limiting neck movement. One participant was restricted to a mobile chair, and the VR content was delivered while they were lying down at a 45-degree angle in the chair. The researcher turned the mobile chair during VR exposure to enable the participant to view the 360-degree videos. Another participant with mobility issues was seated in a lounge-type chair in their room. After VR exposure, the SUS was administered as a measure of presence, followed by the debriefing questionnaire.
Results

Separate Bonferroni corrections for multiple comparisons were applied for each family of tests. For the 2 fluency tasks, alpha was set at <.025 (.05/2). For the 4 SSQ scores, alpha was set at <.013 (.05/4). For the pre-expectations and enjoyment scale, alpha was set at <.05 (.05/1). Assumptions of normality using the Shapiro-Wilk test found both oculomotor and disorientation subscale SSQ scores to significantly deviate from a normal distribution; therefore, the Wilcoxon signed-rank test was performed for all SSQ comparisons. Two-tailed paired samples t tests were used for the remaining comparisons. Means and standard deviations for all pre- and postmeasures are shown in Table 1. Two-tailed paired sample t tests revealed that semantic verbal fluency scores were significantly higher post-VR, which was the only significant difference (Table 1).

Neither pre- nor post-VR comparison between phonemic and semantic fluency reached statistical significance in a two-tailed paired samples t test (pre-VR: mean 0.40 (SD 5.10); 95% CI −2.42 to 3.22; t14=0.30; P=.77. post-VR: mean −2.47 (SD 5.21); 95% CI −5.35 to 0.42; t14=−1.83; P=.09).

Bivariate (Pearson) correlations between the AES scores with either phonemic or semantic verbal fluency taken at baseline were not significant (AES and phonemic: r=0.309; 95% CI −0.241 to 0.709; P=.26; AES and semantic: r=−0.104; 95% CI −0.585 to 0.432; P=.71).

Bivariate (Pearson) correlations between the AES scores taken at baseline and phonemic verbal fluency change scores postminus pre-VR were not significant (r=−0.195; 95% CI −0.643 to 0.352; P=.49. There was a strong positive relationship between the AES and semantic verbal fluency change scores postminus pre-VR (r=0.719; 95% CI 0.327 to 0.900; P=.003; Figure 1).

Correlations between the AES scores and either phonemic or semantic change scores were significant (P=.03). Statistical differences between correlations were calculated using the Steiger method [84]. Figure 2 shows a breakdown of the SSQ scores for each participant pre- and post-VR using SSQ score cutoffs [85]. Figure 3 shows a summary of the total and subscale SSQ scores. Figure 4 shows a breakdown of the pre-expectation/postenjoyment scores for each participant.

Table 1. Means and standard deviations for all pre- and post-VR measures with statistics and effect size.

<table>
<thead>
<tr>
<th>Measures</th>
<th>Pre-VRa, mean (SD)</th>
<th>Post-VR, mean (SD)</th>
<th>t statistic (df)</th>
<th>P value</th>
<th>d value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Phonemic verbal fluency</td>
<td>10.13 (3.78)</td>
<td>9.73 (3.81)</td>
<td>0.55 (14)</td>
<td>.59</td>
<td>0.142</td>
</tr>
<tr>
<td>Semantic verbal fluency</td>
<td>9.73 (4.10)</td>
<td>12.20 (4.54)</td>
<td>−3.27 (14)</td>
<td>.006d</td>
<td>−0.843</td>
</tr>
<tr>
<td>SSQ totalb</td>
<td>12.22 (13.07)</td>
<td>13.46 (11.38)</td>
<td>24.00c</td>
<td>.45</td>
<td>−0.230</td>
</tr>
<tr>
<td>SSQ nausea</td>
<td>15.90 (15.99)</td>
<td>17.17 (17.74)</td>
<td>14.00c</td>
<td>.62</td>
<td>−0.107</td>
</tr>
<tr>
<td>SSQ oculomotor</td>
<td>18.70 (21.98)</td>
<td>20.72 (20.75)</td>
<td>8.50c</td>
<td>.40</td>
<td>−0.174</td>
</tr>
<tr>
<td>SSQ disorientation</td>
<td>7.42 (15.67)</td>
<td>12.06 (14.76)</td>
<td>1.00c</td>
<td>.10</td>
<td>−0.408</td>
</tr>
<tr>
<td>Expectations/enjoyment</td>
<td>6.80 (2.18)</td>
<td>8.07 (1.87)</td>
<td>−2.02 (14)</td>
<td>.06</td>
<td>−0.520</td>
</tr>
</tbody>
</table>

aVR: virtual reality.
bSSQ: Simulator Sickness Questionnaire.
cDenotes the Wilcoxon signed-rank test. The remaining comparisons are paired samples two-tailed t tests.
dSignificant value shown in italics.
Figure 1. Correlation between scores on the Apathy Evaluation Scale at baseline and postminus pre–virtual reality session semantic and phonemic verbal fluency. Two participants scored the same in the semantic verbal fluency correlation.

Figure 2. Pre– and post–Simulator Sickness Questionnaire scores with each line representing 1 participant. Shaded areas indicate Simulator Sickness Questionnaire score cutoffs of <5, 5 to 10, 10 to 15, 15 to 20, and >20. VR: virtual reality.
Figure 3. Distribution of Simulator Sickness Questionnaire total and subscale scores at pre- and post–virtual reality intervention, indicated by boxplots within violin plots, white dots represent medians.
Most participants had some difficulty with the SUS questionnaire; question number 5 had to be repeated or further explained. Four participants did not attempt answering question number 5, and 2 participants could not complete any of the questions. Therefore, data from the SUS were not analyzed.

After the VR session, the participants were asked a set of 8 questions to gain feedback about their experiences. Although some of the questions could be answered with a yes or no response, participants were given the opportunity to elaborate on their answers, if required.

All the study participants found the experience enjoyable. When asked what they liked about the experience, 11 participants said they enjoyed reminiscing, 4 participants reported it was nice to do something different, 1 participant reported how realistic the experience was, and finally, 1 participant liked the colors and clarity of the images shown. Comments included “liked the accuracy, feeling of being there and sites that I wanted to see again,” “taken back to somewhere that I know I will never see again,” “better than looking at a computer,” and “I had a feeling of being there.”

In reference to acceptability, 1 participant reported that the HMD was heavy; however, this was rectified by adjusting the head strap. All remaining participants found everything acceptable. When asked if they would do it again, all responded yes, with 1 participant stating, “only for research purposes.”

There were instances where participants reported negative symptoms or side effects. This included 1 participant with discomfort around the cheekbone and forehead areas. Another participant reported dizziness and the feeling that they were “going to fall off the edge;” a further 2 participants reported the feeling that they were going to fall off the edge. One participant reported eyestrain, and another participant reported nausea 10 min after the VR session, which subsided within 10 min. Therefore, 6 out of 17 participants reported some type of negative symptoms or side effects.

Participants were asked to offer suggestions to improve their experience. One participant stated that they would have liked to use the controller to navigate in the virtual environment on their own; another participant suggested having some type of interaction; a third participant said it would have been good to “show the difference between then and now,” referring to the Wander app; and finally, one participant would have preferred to see the places that they had not been to before. All participants said they would recommend the VR experience to a friend.

Finally, the participants were asked what they thought about the questionnaires. A total of 12 participants reported that they were all acceptable; 1 participant did not like them without giving a reason; 1 participant could not remember enough to comment; 1 participant said there were too many questions; 1 participant thought there was not a lot of relevance; and 1 participant said that the pre-VR measures did “cause some tension.”

**Discussion**

This study found that VR using HMDs to deliver reminiscence therapy is feasible and may be beneficial for aged care residents with apathy. Of the 20 participants who were requested to participate, 17 agreed, indicating a willingness of residents in aged care to participate in research using VR technology. Therefore, the number of available participants for this study was easily achieved. The 3 participants who declined to participate were not interested. It is not known how often exclusion criteria had to be applied, as participants were selected by senior staff at the residential aged care facility following the exclusion criteria. A challenge for future research in apathy is a possible reluctance of those with high levels of apathy to participate because of a lack of interest and motivation, similar to reduced involvement in therapeutic activities found in those with higher levels of apathy [86]. The response rates to measures used in this study were positive. The SUS was the only measure that caused difficulties in understanding the questions, with 2 participants not completing any of the questions. The SUS was chosen because of the small number of items (6) and quick completion time compared with other measures of presence [81] to reduce participant burden. It was validated in a younger sample of university-based students with a technical background, who had no difficulties in completing the questionnaire [81].
As per the qualitative feedback received by this study, older adults may have difficulties in understanding some questions of the SUS. All other measures were fully completed, and all participants adhered to the procedure of the research. It should be noted that the reliability values for measures reported in the literature may not generalize to this study because of sample differences, that is, older adults with neurological and other chronic diseases.

The time taken to create content varied depending on the participant’s previous experiences. In this study, the researcher prepared the content before the VR session. It was found that by using readily available apps, the content could easily be sourced for all participants for a VR exposure time of 20 min. This finding is of importance for this study, as individualized reminiscence therapy can be resource intensive [87]. The accessibility of content utilizing the apps in this study reduces the resources required for creating content and places fewer demands on staff if applied in aged care lifestyle activities.

In this study, the preparation of VR content took approximately 90 min for each participant. This time can be substantially reduced once a library of 360-degree travel or music videos has been created. In addition, in this study, the content was compiled before the VR session to maximize the amount of time the participant would reminisce. Sourcing of VR content could also be done during a reminiscence session, working together with the participant while they are viewing images in the HMD, and an area for future research. Working together with the participant not only reduces the preparation time but also allows sessions to be tailored and flexible depending on participants’ responses [88]. Traditional methods, including making up a life history book, can require substantial resources and are also limited [88]. Using the Wander and YouTube apps reduces the preparation time and provides a wide range of content that can be easily changed. The use of a group reminiscence therapy format that is more generic can be a preferred approach because of the ability to improve social interaction [89] and can also be less resource intensive [90]. However, each person has a unique history, and using individualized content has been demonstrated to be more effective than using generic content [91]. In addition, an individualized approach is person-centered, focusing on a person’s strengths, thereby helping maintain a sense of self and identity [92].

No technical problems with conducting the sessions were encountered. To enable successful delivery of the content, it is recommended that the VR headset be mirrored to an external screen and controlled by the person delivering the content. Thus, the focus is on viewing the content rather than trying to learn to navigate or use the controllers. Although 2 participants would have liked to interact in some form with the virtual environment, this study was designed to provide a seamless experience. As the VR exposure consisted of one session, the intention was to reduce any frustration that could occur because of pressing the wrong buttons on the controller. We cannot draw any conclusions about the extent to which aged care residents could navigate within the app and use the controllers themselves, as this was not attempted. However, the feasibility of controller usage and navigation in VR in this population is an avenue for future research for studies conducted over a longer period.

Providing the ability to interact allows the user to act independently and may improve the sense of presence. Recent research has found that the use of VR in providing interaction may be an alternative way of delivering stimulation to people with dementia who do not participate in other lifestyle activities [93].

Verbal fluency was used as a proxy measure to assess improvements in apathy. Both semantic and phonemic verbal fluency results were similar at baseline, despite phonemic fluency being known to be more difficult [94]. This could be because of the level of education in this group of participants (mean 13 years, SD 3), as higher education has been correlated with increased performance in phonemic fluency [95]. In pre-VR sessions, both phonemic and semantic fluency scores were not associated with the participants’ level of apathy. In post-VR sessions, not only did semantic fluency increase but the results were positively correlated with participants’ level of apathy at baseline. This suggests that the greatest cognitive improvements were seen in participants with higher levels of apathy. What is unclear is why these differences were seen only in semantic fluency. Similar improvements in verbal fluency have been reported in a study using traditional reminiscence therapy in a sample of dementia patients [96] in a short number of sessions. However, in this study, increases were seen in both phonemic and semantic fluency, and apathy was not measured. The executive function of initiation required for verbal fluency may be low in persons with apathy [97], and the reliving of autobiographical memories in an immersive environment may have stimulated the process of initiation.

The results from the debriefing questionnaire were positive and in agreement with previous research, finding acceptance of using HMDs in older adults [46-48]. This study further expands the knowledge of acceptability by demonstrating that VR using HMDs can be used to deliver reminiscence therapy with participants of varying levels of cognitive impairment, including minimal, mild, and moderate impairment, as assessed by the PAS. All participants reported enjoying the VR experience, despite 6 participants reporting a side effect. Another indicator of positive response was that all participants stated they would do it again (although 1 said “for research purposes only”). The most common response about what the participants liked about the experience was related to reminiscence and the enjoyment of seeing places from their past, indicating that this is something this age group wants to experience in a VR environment. An important aspect of reminiscence is maintaining a person’s sense of identity [87]. As loss of identity can be a key feature of Alzheimer disease that can increase apathy [98], participating in tailored reminiscence therapy may help in maintaining a person’s sense of self and identity and therefore improve levels of apathy. The expectations questions asked pre-VR compared with the enjoyment level post-VR, although in a positive direction, failed to reach a significant level. There were 2 participants in pain because of pre-existing conditions during the VR session, which may have contributed to this result.

Although quantitative findings of short-term side effects from VR were not significant, the debriefing questionnaire raised some concerns. Six participants reported side effects, 4 of which were symptoms related to items measured by the SSQ, including...
nausea, eyestrain, and dizziness. These symptoms dissipated quickly. In one instance where a participant experienced nausea, it occurred 10 min after the VR experience with symptoms subsiding within 10 min. This after-effect highlights the importance of monitoring participants both during and after VR to avoid health and safety implications.

Moreover, 3 participants had the feeling of “falling off the edge” in VR. This symptom was not captured by the SSQ and did create some discomfort, with 2 of the participants requesting to be moved back to their original position, when they had not actually moved. This could not be associated with the type of content. One explanation could be that sometimes the camera shooting the VR content is elevated, and a high sense of presence may have given a realistic feeling of their position in the virtual environment. Another factor that may have contributed to this symptom is the common occurrence of balance problems in older adults with neurological diseases [99]. This symptom will need to be monitored in future studies when working with this population.

The importance of taking pre- and post-SSQ measures was demonstrated in this study, with some participants reporting symptoms before the commencement of VR. This was usually because of pain from existing conditions. It is also interesting to note that in 4 participants, the SSQ scores decreased post-VR; this included a participant with the highest pre-VR SSQ score. This reduction in the SSQ scores could be a similar effect seen in the successful use of VR for distraction-based therapies [44,45]. Despite all participants finding the experience enjoyable, it is important to consider that 6 out of 17 participants (35%) had some type of negative response when viewing the VR content and the importance of monitoring symptoms. When using cutoff scores for the SSQ (negligible symptoms: <5, minimal symptoms: 5-10, significant symptoms: 10-15, concerning symptoms: 15-20, and problematic symptoms: >20 [85]), it can be seen in Figure 2 that the majority of participants scored >5, with 4 participants experiencing problematic symptoms (>20). However, these cutoffs were created with military personnel using flight simulators, and how these cutoff scores relate to the general population and, in the case of this study, older adults is unknown.

This study aimed to assess feasibility; therefore, a control group was not included, and we could not compare results using a traditional reminiscence therapy approach. However, the aim was first to establish if HMDs could be used in this population for reminiscence therapy. Although alternate forms of both phonemic and semantic verbal fluency were used to reduce practice effects, the lack of a control group receiving no VR intervention warrants a caveat when interpreting the results. It must remain open to what degree the pre-post comparisons are the result of the VR exposure versus a pure retest effect. It is also not known how long the verbal fluency improvements would last and if other aspects of apathy were reduced. Anecdotally, staff members providing services to participants involved in the research reported positive mood changes during the research process, and there were also instances where positive changes in behavior were reported by family members of participants involved in the research.

As the self-rated version of the AES was used, it needs to be considered that people with apathy will normally underestimate their condition [4]. Therefore, true scores may be higher than reported. This study did not specifically recruit participants with apathy, and a challenge with future research is the difficulty of recruiting participants who do have apathy because of their lack of interest and motivation.

This study demonstrated that VR using HMDs can be used to deliver tailored content about a person’s past and that residents in aged care enjoyed this experience. The aged care site in this study was in an area of high socioeconomic status, and study participants had a relatively high education level. Higher levels of education have been associated with an increased willingness to participate in research [100]. The sample was also selected by the staff and therefore was not a random sample, possibly introducing a selection bias [101]. How these factors would generalize to a random sample with an average or lower education level is unknown and needs to be considered when determining generalizability as participation rates, adherence to sessions, and therefore feasibility may differ. Immediate effects on cognition for those with higher levels of apathy after 1 session is an interesting finding and highlights the importance of continuing this research. The VR experience can be implemented and incorporated into current lifestyle activities in aged care with the correct protocols in place. VR is being increasingly used in older adults in areas including assessment, cognitive training, and rehabilitation; therefore, it is critical to monitor side effects, particularly after the VR experience, to avoid any health and safety implications and assess whether the benefits of using HMDs outweigh the risk of side effects. This study provides initial evidence that it is feasible to use VR with HMDs for therapy to treat symptoms of apathy in older adults in residential aged care. Further research over multiple sessions using an active control group to compare with traditional reminiscence therapy will help establish the advantages of using VR with HMDs.
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Abstract

Background: Technology is a potentially powerful tool to assist patients with transitions of care during and after hospitalization. Patients with low health literacy who are predisposed to poor health outcomes are particularly poised to benefit from such interventions. However, this population may lack the ability to effectively engage with technology. Although prior research studied the role of health literacy in technology access/use among outpatients, hospitalized patient populations have not been investigated in this context. Further, with the rapid uptake of technology, access may no longer be pertinent, and differences in technological capabilities may drive the current digital divide. Thus, characterizing the digital literacy of hospitalized patients across health literacy levels is paramount.

Objective: We sought to determine the relationship between health literacy level and technological access, use, and capability among hospitalized patients.

Methods: Adult inpatients completed a technology survey that asked about technology access/use and online capabilities as part of an ongoing quality of care study. Participants’ health literacy level was assessed utilizing the 3-question Brief Health Literacy Screen. Descriptive statistics, bivariate chi-squared analyses, and multivariate logistic regression analyses (adjusting for age, race, gender, and education level) were performed. Using Bonferroni correction for the 18 tests, the threshold P value for significance was <.003.

Results: Among 502 enrolled participants, the mean age was 51 years, 71.3% (358/502) were African American, half (265/502, 52.8%) were female, and half (253/502, 50.4%) had at least some college education. Over one-third (191/502, 38.0%) of participants had low health literacy. The majority of participants owned devices (owned a smartphone: 116/173, 67.1% low health literacy versus 235/300, 78.3% adequate health literacy, P=.007) and had used the Internet previously (143/189, 75.7% low health literacy versus 281/309, 90.9% adequate health literacy, P<.001). Participants with low health literacy were more likely to report needing help performing online tasks (133/189, 70.4% low health literacy versus 135/303, 44.6% adequate health literacy, P<.001). In the multivariate analysis, when adjusting for age, race, gender, and education level, we found that low health literacy was not significantly associated with a lower likelihood of owning smartphones (OR: 0.8, 95% CI 0.5-1.4; P=.52) or using the internet ever (OR: 0.5, 95% CI 0.2-0.9; P=.02). However, low health literacy remained significantly associated with a higher likelihood of needing help performing any online task (OR: 2.2, 95% CI 1.3-3.6; P=.002).

Conclusions: The majority of participants with low health literacy had access to technological devices and had used the internet previously, but they were unable to perform online tasks without assistance. The barriers patients face in using online health information and other health information technology may be more related to online capabilities rather than to technology access.
When designing and implementing technological tools for hospitalized patients, it is important to ensure that patients across digital literacy levels can both understand and use them.

**Introduction**

Technology-based interventions have the potential to improve care transitions; however, they can also exacerbate existing health disparities. For instance, hospitalization represents a time of vulnerable care transitions [1] when technology-based interventions could improve patient engagement and outcomes. Examples include patient portals [2], educational videos [3,4], mobile apps [5], telehealth [6], and remote monitoring [7], which have the possibility of improving patient-provider communication and patient education at the time of hospitalization and discharge, when patients may be coping with a new diagnosis or needing assistance with controlling a chronic disease. However, these interventions can only be broadly effective if all patients are able to access, use and effectively understand them. Historically, the digital divide concept was characterized by differences in access to technology and largely driven by socioeconomic status (SES), age, and race [8]. Currently, with increasing access to technology-based devices, a shift to a digital capability divide may be even more salient [9].

Prior research has shown that health literacy is an important contributor to the digital capability divide, with patients with lower health literacy being 7%-47% less likely to access and have the ability to use technology [10,11]. At the same time, patients with low health literacy have worse health outcomes [12], increased risk of poor vision [13], longer hospital stays [14], increased hospital-to-home transitional care needs [15], and increased readmission risk, especially among older patients [16]. Therefore, technology-based interventions could be a mechanism to improve long-term outcomes for hospitalized patients with low health literacy, while adding complexity for some patients. Research investigating the relationship between health literacy and technology has been primarily conducted among community-dwelling and outpatient populations but has not been evaluated among hospitalized patients.

The relationship between health literacy and technology use may be particularly relevant for hospitalized patients, since many care transition interventions rely on technology. Prior research has also suggested that health literacy is dynamic, with hospitalization representing a period when health literacy may acutely decrease [17]. It is also very likely that technology access and capabilities are not static, but dynamic. Hospitalization provides an important assessment time point to understand if and how technology can be utilized to improve health. Finally, hospitalized patients likely differ from those in community-dwelling or outpatient settings, making them an important population to characterize. Therefore, we sought to determine the relationship between health literacy level and technology access, use, and digital capabilities among hospitalized adult general medicine patients.

**Methods**

We performed a cross-sectional observational study among adult inpatients at the University of Chicago Medicine as part of a large, ongoing study of inpatient quality of care [18]. Inclusion criteria included being hospitalized on a general medicine service, 18 years or older, and English-speaking. Exclusion criteria included an inability to provide consent and prior participation in the study. The University of Chicago Biological Sciences Division Institutional Review Board approved this protocol (#IRB16-0763).

We used a survey that was comprised primarily of national benchmarked Pew Research Center survey questions [19] that were categorized into 3 domains of technology: access, use, and capabilities. All variables in these domains were binary (yes/no). To assess technology access, participants were asked whether they owned a smartphone, computer, or tablet; whether they had a texting plan; and whether they had Wi-Fi at home. To assess technology use, participants were asked if they used the internet and whether they used the internet for health-related reasons. To assess digital capabilities, participants were asked if they knew how to perform a given online task or if they would need help. A summary measure was constructed for needing help with any online task, in which participants were categorized as needing help if they responded yes to needing help with one or more tasks. Participants were assigned as having either low or adequate health literacy based on the 3-question Brief Health Literacy Screen (BHLS). Each item in the BHLS is scored on a Likert scale from 0 to 4, with a score of 2 or less on any item identifying a participant as having low health literacy [20]. The BHLS and technology survey were orally administered.

Differences in technology access, use, and capabilities by health literacy level were analyzed using chi-squared tests. Multivariate logistic regression analyses were conducted to determine differences in technology access, use, and capabilities adjusting for health literacy (binary), age (continuous), gender (binary), race (white, non-Hispanic black, other), and education (less than any college versus some college or more). All analyses were performed using STATA version 15.0 (StataCorp), with \( P<.003 \) defining statistical significance based on Bonferroni correction.

**Results**

From January 30, 2014 through May 10, 2018, 502 participants were enrolled in the study and completed the survey. Of these 502 participants, the mean age was 51 years, 358 (71.3%) were Black (non-Hispanic), 265 (52.8%) were female, and 253
(50.4%) had at least some college education. Out of 502 participants, 191 (38.0%) had low health literacy. Compared to participants with adequate health literacy, participants with low health literacy were less likely to own a desktop (49/191 [25.7%] low health literacy versus 130/311 [41.8%] adequate health literacy, P<.001) or laptop (63/191 [33.0%] versus 173/311 [55.6%], P<.001). In contrast, there was no significant difference in ownership of tablets (64/191 [33.5%] versus 139/311 [44.7%], P=.01) or smartphones (116/173 [67.0%] versus 235/300 [78.3%], P=.007) by health literacy level. Participants with low health literacy were less likely to report using the internet ever (143/189 [75.7%] versus 281/309 [90.9%], P<.001), daily internet use (91/189 [48.1%] versus 210/309 [68.0%], P<.001), or searching for health information online (95/155 [61.3%] versus 222/288 [77.1%], P<.001). Participants with low health literacy were more likely to report needing help for all online tasks queried (Figure 1).

Figure 1. Percent of participants that report needing help with online tasks by health literacy (HL) level. ** demonstrates significance of P<.003 for Bonferroni correction. Raw numbers of participants needing help with each task are as follows: Need help with any online task – adequate HL 135/303 (44.6%), low HL 133/189 (70.4%); Need help printing online – adequate HL 95/303 (31.4%), low HL 116/189 (61.4%); Need help uploading images – adequate HL 119/303 (39.3%), low HL 107/189 (56.6%); Need help opening attachment – adequate HL 96/303 (31.7%), low HL 99/189 (52.4%); Need help using video – adequate HL 61/257 (23.7%), low HL 81/172 (47.1%); Need help using search engine – adequate HL 59/303 (19.5%), low HL 82/189 (43.4%).

In multivariate analysis, we found that health literacy remained significantly associated with some aspects of technology access/use, but not others (Table 1). For example, low health literacy was still associated with a lower likelihood of owning a laptop (P<.001), but not with owning a smartphone (P=.50). Low health literacy level was not significantly associated with a lower likelihood of internet use (P=.02) or searching for health information online (P=.10). Low health literacy was associated with a higher likelihood of needing help with online tasks overall. Further results from multivariate logistic regression analyses are provided in Multimedia Appendices 1 and 2.
**Table 1. The relationship of low health literacy and technology access, use, and capabilities.**

<table>
<thead>
<tr>
<th>Low health literacy&lt;sup&gt;b&lt;/sup&gt;</th>
<th>OR&lt;sup&gt;c&lt;/sup&gt; (95% CI)</th>
<th>P value</th>
<th>AOR&lt;sup&gt;d&lt;/sup&gt; (95% CI)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Technology access</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Own desktop</td>
<td>0.5 (0.3-0.7)</td>
<td>&lt;.001</td>
<td>0.6 (0.4-0.98)</td>
<td>.04</td>
</tr>
<tr>
<td>Own laptop</td>
<td>0.4 (0.3-0.6)</td>
<td>&lt;.001</td>
<td>0.5 (0.3-0.8)</td>
<td>.001</td>
</tr>
<tr>
<td>Own tablet</td>
<td>0.6 (0.4-0.9)</td>
<td>.01</td>
<td>0.8 (0.5-1.2)</td>
<td>.33</td>
</tr>
<tr>
<td>Own smartphone</td>
<td>0.6 (0.4-0.9)</td>
<td>.01</td>
<td>0.8 (0.5-1.4)</td>
<td>.52</td>
</tr>
<tr>
<td>Wi-Fi at home</td>
<td>0.4 (0.3-0.7)</td>
<td>&lt;.001</td>
<td>0.7 (0.4-1.0)</td>
<td>.07</td>
</tr>
<tr>
<td>Text messaging plan-any</td>
<td>0.3 (0.2-0.6)</td>
<td>&lt;.001</td>
<td>0.3 (0.2-0.7)</td>
<td>.002</td>
</tr>
<tr>
<td>Unlimited text plan</td>
<td>0.5 (0.3-0.8)</td>
<td>.007</td>
<td>0.6 (0.3-1.0)</td>
<td>.05</td>
</tr>
<tr>
<td><strong>Technology use</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ever internet use</td>
<td>0.3 (0.2-0.5)</td>
<td>&lt;.001</td>
<td>0.5 (0.2-0.9)</td>
<td>.02</td>
</tr>
<tr>
<td>Daily internet use</td>
<td>0.4 (0.3-0.6)</td>
<td>&lt;.001</td>
<td>0.6 (0.4-0.97)</td>
<td>.04</td>
</tr>
<tr>
<td>Search health info online</td>
<td>0.5 (0.3-0.7)</td>
<td>&lt;.001</td>
<td>0.7 (0.4-1.1)</td>
<td>.11</td>
</tr>
<tr>
<td>Post health info online</td>
<td>0.6 (0.3-0.997)</td>
<td>.05</td>
<td>0.6 (0.4-1.0)</td>
<td>.07</td>
</tr>
<tr>
<td>Download app</td>
<td>0.6 (0.3-0.9)</td>
<td>.02</td>
<td>0.8 (0.5-1.4)</td>
<td>.40</td>
</tr>
<tr>
<td><strong>Technology capabilities</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Need help with any online task&lt;sup&gt;e&lt;/sup&gt;</td>
<td>3.0 (2.4-4.3)</td>
<td>&lt;.001</td>
<td>2.2 (1.3-3.6)</td>
<td>.002</td>
</tr>
<tr>
<td>Need help to print online materials</td>
<td>3.5 (2.4-5.1)</td>
<td>&lt;.001</td>
<td>2.7 (1.7-4.4)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Need help to upload images</td>
<td>2.0 (1.4-2.9)</td>
<td>&lt;.001</td>
<td>1.4 (0.9-2.2)</td>
<td>.20</td>
</tr>
<tr>
<td>Need help to open attachment</td>
<td>2.4 (1.6-3.4)</td>
<td>&lt;.001</td>
<td>1.7 (1.1-2.8)</td>
<td>.03</td>
</tr>
<tr>
<td>Need help to use video</td>
<td>2.9 (1.9-4.3)</td>
<td>&lt;.001</td>
<td>2.5 (1.4-4.2)</td>
<td>.001</td>
</tr>
<tr>
<td>Need help to use search engine</td>
<td>3.2 (2.1-4.7)</td>
<td>&lt;.001</td>
<td>2.1 (1.3-3.5)</td>
<td>.003</td>
</tr>
</tbody>
</table>

<sup>a</sup>Using Bonferroni correction for the 18 tests, the P value threshold for significance is <.003.

<sup>b</sup>Low health literacy is a binary variable where low HL = 0 denotes participants with adequate health literacy and low HL = 1 denotes participants with low health literacy.

<sup>c</sup>OR: unadjusted odds ratio.

<sup>d</sup>AOR: best fit adjusted odds ratio (adjusted for age [continuous], gender [binary], race [white, black, other], and education [less than any college versus some college or more]).

<sup>e</sup>Compilation of all items beginning with “Need help…”, with participants categorized as needing help if they responded Yes to needing help with 1 or more of the online tasks listed.

**Discussion**

We found that despite most participants having access to smartphones and using the internet, hospitalized patients with low health literacy were significantly more likely to need help with online tasks. This raises the question of whether inpatients with low health literacy are able to effectively utilize technology, even if they have access to do so. Although our study suggests that certain devices, such as smartphones, may have appealing interfaces for patients across literacy levels, it also underlines that access is not synonymous with ability. This is consistent with a recent study showing disparities in hospitalized patients’ interest in patient portals [21]. Patients who were older, African-American, non-English speaking, or homeless were less likely to want to use patient portals and the second most commonly cited reason for this was an inability to use the internet. If technology is to be implemented more broadly during and after hospitalization for patient use, we must do so in a way that is palatable, engaging, feasible, and equitable for diverse populations. It is not enough to design these resources in a health-literate manner; we must also ensure that patients have the necessary digital skills to utilize them. Interestingly, results from multivariate analyses suggested that in the cases where health literacy is no longer associated with certain technological capabilities (specifically, using a search engine and uploading images), age and education are significantly associated. This suggests that in years to come, as more people are raised with technology, the digital divide will likely shrink. Examining trends of digital capabilities over the period of our study would be interesting future work.

Some hospitals are measuring health literacy among their patients to identify those who may be at high risk for nonunderstanding and poorer health outcomes [22]. In addition, our findings suggest that it may be important to assess digital literacy if hospitals are promoting the use of technology for patients’ self-care. It is also possible that a universal approach...
to digital literacy could be useful. Health literacy universal precautions have been proposed; they encourage providers and health care systems to approach all patients with the assumption that they may not understand health information. This is based on the idea that health literacy is a dynamic process that is not only determined by individuals’ abilities but also the complexities of the system [17]. In the same manner, hospitals could approach all patients with universal digital literacy precautions, ensuring that interventions are designed to be accessible and usable for patients across literacy levels and that patients have the ability to utilize technology as part of implementation. Although this requires up-front increased personnel to educate patients, long-term, technological resources could be cost-saving [23].

Recently, electronic health (eHealth) literacy has gained traction as an important aspect of patients’ ability to obtain and use information from online sources. eHealth literacy represents a complex interplay between multiple literacies, including health literacy and digital literacy [24], which we measured in this study. However, these two literacies alone likely do not adequately encompass all the skills necessary to effectively utilize technology-based health resources. Future studies could use eHealth literacy assessment tools to determine if and when eHealth literacy should be assessed prior to prescribing technology-based interventions in the hospital setting. Additionally, a recent study found that health literacy and eHealth literacy were not significantly correlated [25], suggesting that both may need to be studied to determine patients’ abilities to use technology-based health resources. Future studies could aim to examine eHealth literacy among hospitalized patients and whether health literacy, digital literacy, and eHealth literacy are correlated.

Limitations of our study include being a single-site study and using self-reported measures of technology access, use, capabilities, and health literacy. Further, our study did not measure eHealth literacy directly. Future studies could focus specifically on the eHealth literacy of hospitalized patients and how it relates to their ability to use health technologies during and after hospitalization.

In summary, our results indicated that health literacy is an important contributor to the digital capability divide among hospitalized patients and helped to identify areas of future research. Technology provides both opportunities for improvement during care transitions and potential pitfalls. To mitigate these pitfalls, health literacy and digital literacy should be accounted for when considering how best to implement technology-based interventions across hospital-to-home transitions of care.
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Abstract

Background: Increased access to the internet has facilitated widespread availability of health information. Thus, electronic health (eHealth) literacy—the ability to seek, find, understand, and appraise health information from electronic resources and apply that knowledge in making a health-related decision—is a crucial skill. Despite the increasing use of the internet as a source of health information in developing countries, only a few studies have examined the eHealth literacy of young adults, who frequently use the internet to access health information in these developing countries.

Objective: The aim of this study was to assess the patterns of internet use and eHealth literacy levels among university students pursuing a non–health-related degree in Pakistan. We also examined the association of the eHealth literacy levels of these young adults with their physical activity levels and dietary supplement intake.

Methods: Students from 2 leading engineering universities in Pakistan were invited to participate in a cross-sectional anonymous web-based survey in order to collect data on their internet use, eHealth literacy, and dietary supplement intake. Of the 900 eligible university students who were invited to participate, 505 (56.1%) students who completed the questionnaire were included in the analysis. The findings were converted to median values and frequency analyses were performed. The associations between the variables were determined using the chi-square test; P≤.05 was considered significant.

Results: In this study, the median eHealth literacy scale (eHEALS) score was 29, which did not vary across gender. The most common type of health-related information that was searched by the participants was that related to maintaining a healthy lifestyle (305/505, 60.4%). Participants with high eHEALS scores were those who used the internet frequently for finding people with similar health issues (P<.001). The use of specific social media platforms was not associated with the perceived eHealth literacy levels. Neither the frequency of physical activity nor the dietary supplement use was associated with the eHealth literacy of the participants.

Conclusions: University students in non–health-related disciplines in Pakistan expressed high confidence in their skills to find health-related information on the internet, as indicated by the aggregate eHEALS scores. However, the findings of our study show that the perceived eHealth literacy was not associated with health behaviors such as physical activity and dietary supplement intake. Further research is necessary to investigate the extent to which eHealth literacy can be considered as a panacea for solving public health challenges in developing countries.

(J Med Internet Res 2020;22(6):e17014) doi:10.2196/17014

KEYWORDS
internet; digital health; eHealth; eHealth literacy; internet use; physical activity; university students; Pakistan
**Introduction**

The role of internet and smartphone ubiquity in health care improvement, particularly in a resource-constrained developing world, has gained global interest in the past decade [1]. Under the umbrella terms of electronic health (eHealth) and mHealth, researchers have investigated possible ways in which the proliferation of smartphone devices and internet platforms can be used to improve health education and health outcomes in the developing world [2].

In developed countries such as the United States and Japan, more than 70% of the population has reported the use of internet as the primary source of information, especially for self-care management; similarly, in developing countries, the use of internet for accessing health information has been rapidly increasing [3,4]. This trend is not surprising, considering the tech savviness of young adults and the easy accessibility to the internet. However, these web-based health interventions or programs cannot be executed as technical programs in a vacuum, ignoring the complex contexts in which they are implemented [5]. Therefore, in digital health literacy, it is important that consumer-focused electronic resources are designed such that they are aligned with the literacy levels of the intended audience.

EHealth literacy is identified as an important skill set for eHealth users, and it refers to the ability of an individual to seek, find, understand, and appraise health information from electronic resources and apply such knowledge to addressing or solving a health problem [6]. The eHealth literacy scale consists of several levels, which show the set of skills that are required to effectively engage the use of information technology for improving health. The lower levels of the scale comprise operational and navigational skills, while the higher levels require the ability to choose and critically evaluate the available information [7]. EHealth literacy can help developing countries access web-based health information resources effectively. Studies examining eHealth literacy [4,8-11] have largely been performed in developed countries such as the United States, Finland, China, and Japan—with particular emphasis on young adults and college students. However, only a few studies have identified an association between eHealth literacy and health behaviors, while even fewer studies have examined the association between eHealth literacy and the health behaviors of young adults in developing countries [12].

Despite the increasing use of the internet as a source of health information in developing countries, eHealth literacy is an unexplored entity, which has been created and refined by the developed world [13]. While technology-based health information is being proposed as the solution to elevate the health literacy levels of the Pakistani population [14], there is very limited investigation of the eHealth literacy of the health seekers—with focus only on those seeking health-related education [15]. The latest National Human Development Report of Pakistan [16] highlighted that only little is known about the health literacy and the health behaviors of Pakistani youths—especially among those who are well-educated and frequent users of the internet.

Therefore, in this study, we aimed to examine the association between the patterns of internet use for seeking health information and the eHealth literacy of university students in Pakistan. Further, we investigated the possible association of eHealth literacy with the health behaviors (physical exercise and dietary supplement intake) of these university students.

**Methods**

**Participants**

Eligible participants in this study were Pakistani university students aged 18 years or above and they were enrolled in an undergraduate or a postgraduate course primarily in any degree other than in medical or health sciences. The convenience sample of the participants was approached using the university group email lists (N=900) of 2 leading engineering universities in Pakistan by one of the investigators (AB). Participants were expected to have adequate computer skills as they studied in engineering universities with sophisticated technical infrastructure.

**Measurements**

A quantitative cross-sectional design was used to conduct this research. Students enrolled in the universities had to meet the English language requirements prior to admission, as the mode of instruction in the anonymous web-based survey was English. Therefore, all the participants had to comprehend and answer the questions in English. The survey instrument was developed based on a review of previous studies consisting of validated items [8,17,18]. The questionnaire consisted of the following key items.

1. **Demographic data and patterns of internet use:** This item consisted of questions on participant age, gender, and education level. The internet use patterns were explored by asking questions on the frequency of internet use for browsing health information and common health-related topics. These questions were designed on the basis of previous studies exploring the patterns and reasons for seeking web-based health information [17]. Finally, participants rated their frequency of using Google and other social media platforms as a venue for seeking health information on a scale of 1 to 5 (1=Never, 5=Very Often). The participants rated the following social media platforms: Google, WhatsApp, Twitter, Snapchat, Instagram, and Facebook [8].

2. **Perceived eHealth literacy:** eHealth literacy was measured using the English version of the eHealth literacy scale (eHEALS) [18], which is an 8-item instrument measured on a 5-point Likert-type scale ranging from 1 (strongly disagree) to 5 (strongly agree). The eHEALS scores ranged from 8 to 40, wherein a high score indicates high perceived eHealth literacy and a low score indicates low perceived eHealth literacy.

3. **Health behaviors:** Physical activity was assessed through questions on the weekly frequency of moderate physical activity. Supplement intake was assessed through questions on the use of dietary supplements. For those who used dietary supplements, further information was requested on the type of supplement used.
Survey Validation and Administration

A pilot test of the survey was completed with a sample of 14 undergraduate university students in Pakistan to ensure that the target audience understood the meaning of each question and response. The pilot feedback was used to edit the survey accordingly. The revised survey was administered using the web-based Key Survey tool. We believed that a web-based survey would be appropriate for this study because responders to such surveys can use the computer and internet effectively. The identified eligible participants were sent the link to the web-based survey via their university group email and 1 reminder was sent to give them the opportunity to complete the survey if they had not already done so. The participation in this survey was voluntary and no incentives were offered for participation. The survey remained open for 6 weeks (December 2017 to January 2018).

Data Analysis

A data matrix was produced from the completed questionnaires by using SAS 9.4 for Windows (SAS Institute Inc). Qualitative variables were expressed as numbers and percentages. The percentages were calculated based on the valid cases only. The chi-square test was performed to determine the association between the variables. \( P \leq 0.05 \) was considered significant. The total scores of the eHEALS were summed to a range from 8 to 40, with high scores representing high self-perceived eHealth literacy. We divided the eHEALS score into one of the 2 categories (high or low) relative to the median group value (median 29, IQR 26-32); we did this in accordance to that done in previous studies [4,8] that used eHEALS to analyze the associations between the frequency of seeking health information, eHealth literacy, and health behaviors.

Results

Participants’ Demographic Data and Internet Use Patterns

Of the 900 eligible students invited to participate, 559 (62.1%) students logged onto the web-based questionnaire platform and 505 (56.1%) students completed the questionnaire by providing all the demographic information; thus, 505 students were included in the final analysis (Table 1). Of these 505 students, 211 (41.8%) students were females; 88.1% (445/505) of the participants were younger than 25 years and 85.3% (431/505) of them were pursuing an undergraduate degree. We found that 79.6% (402/505) of the participants were identified as frequent users of the internet (almost every day); 11.1% (56/505) of the participants were younger than 25 years and 85.3% (431/505) of them were pursuing an undergraduate degree. We found that 79.6% (402/505) of the participants were identified as frequent users of the internet (almost every day); 11.1% (56/505) of the participants reported using the internet for searching health-related information almost every day, while 46.1% (233/505) used it once a week or more.

Table 1. Demographic data and internet use patterns of the participants (n=505).

<table>
<thead>
<tr>
<th>Demographic data and internet use patterns of the participants (n=505).</th>
<th>Value, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
</tr>
<tr>
<td>16-25</td>
<td>445 (88.1)</td>
</tr>
<tr>
<td>26-30</td>
<td>38 (7.5)</td>
</tr>
<tr>
<td>30+</td>
<td>22 (4.2)</td>
</tr>
<tr>
<td><strong>Gender</strong></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>294 (58.2)</td>
</tr>
<tr>
<td>Female</td>
<td>211 (41.8)</td>
</tr>
<tr>
<td><strong>Education level</strong></td>
<td></td>
</tr>
<tr>
<td>Undergraduate degree</td>
<td>431 (85.3)</td>
</tr>
<tr>
<td>Postgraduate</td>
<td>74 (14.6)</td>
</tr>
<tr>
<td><strong>Frequency of internet use</strong></td>
<td></td>
</tr>
<tr>
<td>Almost everyday</td>
<td>402 (79.6)</td>
</tr>
<tr>
<td>Several days a week (≥1 day)</td>
<td>88 (17.5)</td>
</tr>
<tr>
<td>Less than once a week or never</td>
<td>15 (3.0)</td>
</tr>
<tr>
<td><strong>Frequency of internet use for health-related information</strong></td>
<td></td>
</tr>
<tr>
<td>Almost everyday</td>
<td>56 (11.1)</td>
</tr>
<tr>
<td>Several days a week (≥1 day)</td>
<td>233 (46.1)</td>
</tr>
<tr>
<td>Less than once a week or never</td>
<td>216 (42.7)</td>
</tr>
</tbody>
</table>
Internet Use Patterns and eHealth Literacy

With regard to eHealth literacy, only 399 participants who used the internet for finding health-related information answered the 8 standard eHEALS questions. The median eHEALS score was 29 and this value did not vary with gender or the education level. Based on the eHEALS score, the participants were divided into 2 groups: the first group had scores higher than the median eHEALS score (191/399, 47.8%) while the second group had scores lower than the median eHEALS score (208/399, 52.1%). The most common type of health-related information searched by the participants (305/505, 60.4%) was that related to healthy lifestyle (weight, exercise, etc)—this was common among both high and low eHealth literacy groups. However, those with high perceived eHealth literacy reported that they used the internet over the last 12 months more often for finding people with similar health issues ($P<.001$) (Table 2). Google was the most widely used search engine. Of the 401 participants who reported frequent use of Google, 365 (91.0%) used Google to obtain health-related information. With regard to other social media platforms, 64.0% (199/311) of the participants who used Facebook, 59.6% (171/287) of the participants who used Wikipedia, and 15.0% (40/265) of the participants who used Twitter reported that they used these platforms to obtain or share health-related information. The use of any of these specific social media platforms was not associated with the perceived eHealth literacy.

Health Behaviors and eHealth Literacy

Overall, 25.9% (119/459) of the participants reported engaging in moderate physical activity more than five times a week, while 23.5% (108/459) of the participants engaged in moderate physical activity less than once a week. The perceived level of eHealth literacy was not associated with the reported levels of physical activity (Table 3). Some form of supplement was taken by 48.7% (220/452) of the participants. Vitamin D supplements were reported as the most commonly used supplement (177/413, 42.9%). Dietary supplement use was significantly associated with gender ($P=.002$), with females more likely to use supplements as compared to males. The perceived level of eHealth literacy was not associated with the reported supplement use patterns (Table 3).
Table 2. Association between internet use patterns and eHealth literacy (n=399).

<table>
<thead>
<tr>
<th>Internet use patterns and eHealth literacy</th>
<th>Value, n (%)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>eHEALS^a Low</td>
<td>eHEALS High</td>
</tr>
<tr>
<td><strong>Frequency of internet use for health-related information</strong></td>
<td></td>
<td>.02</td>
</tr>
<tr>
<td>Several days a week or more</td>
<td>62 (44.3)</td>
<td>78 (55.7)</td>
</tr>
<tr>
<td>Once a week or less</td>
<td>146 (56.4)</td>
<td>113 (43.6)</td>
</tr>
<tr>
<td><strong>Types of health-related information searched on the internet</strong></td>
<td></td>
<td>.33</td>
</tr>
<tr>
<td>Healthy lifestyle</td>
<td>149 (50.7)</td>
<td>145 (49.3)</td>
</tr>
<tr>
<td>Medication</td>
<td>69 (52.3)</td>
<td>63 (47.7)</td>
</tr>
<tr>
<td>About a particular disease</td>
<td>84 (51.5)</td>
<td>79 (48.5)</td>
</tr>
<tr>
<td>Find a care provider or hospital</td>
<td>26 (52.0)</td>
<td>24 (48.0)</td>
</tr>
<tr>
<td>Peer support forums/other</td>
<td>12 (26.7)</td>
<td>29 (73.3)</td>
</tr>
<tr>
<td><strong>Frequency of using internet over the last 12 months for finding people with similar health issues</strong></td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td>Often</td>
<td>43 (20.7)</td>
<td>76 (39.8)</td>
</tr>
<tr>
<td>Rarely (less than once a month)</td>
<td>124 (59.7)</td>
<td>93 (48.7)</td>
</tr>
<tr>
<td>Never</td>
<td>41 (19.7)</td>
<td>22 (11.5)</td>
</tr>
<tr>
<td><strong>Social media platforms used to obtain/share health information or discuss health problems</strong></td>
<td></td>
<td>.91</td>
</tr>
<tr>
<td>Google</td>
<td>No</td>
<td>17 (51.5)</td>
</tr>
<tr>
<td></td>
<td>Yes</td>
<td>187 (52.5)</td>
</tr>
<tr>
<td>Facebook</td>
<td>No</td>
<td>57 (53.8)</td>
</tr>
<tr>
<td></td>
<td>Yes</td>
<td>87 (45.1)</td>
</tr>
<tr>
<td>Twitter</td>
<td>No</td>
<td>106 (49.1)</td>
</tr>
<tr>
<td></td>
<td>Yes</td>
<td>18 (46.2)</td>
</tr>
<tr>
<td>Wikipedia</td>
<td>No</td>
<td>57 (51.4)</td>
</tr>
<tr>
<td></td>
<td>Yes</td>
<td>79 (47.6)</td>
</tr>
<tr>
<td>WhatsApp</td>
<td>No</td>
<td>81 (50.6)</td>
</tr>
<tr>
<td></td>
<td>Yes</td>
<td>56 (47.5)</td>
</tr>
<tr>
<td>Others (eg, Reddit)</td>
<td>No</td>
<td>63 (50.8)</td>
</tr>
<tr>
<td></td>
<td>Yes</td>
<td>25 (45.5)</td>
</tr>
</tbody>
</table>

^a eHEALS: eHealth literacy scale.
Table 3. Association between eHealth literacy and health behaviors.

<table>
<thead>
<tr>
<th>Health behaviors</th>
<th>Value, n (%)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>eHEALS Low</td>
<td>eHEALS High</td>
</tr>
<tr>
<td>Frequency of moderate physical activity (30-min activity)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>More than 5 times a week</td>
<td>54 (52.9)</td>
<td>48 (47.1)</td>
</tr>
<tr>
<td>1-4 times a week</td>
<td>91 (49.7)</td>
<td>92 (50.3)</td>
</tr>
<tr>
<td>Less than once a week</td>
<td>46 (52.3)</td>
<td>42 (47.7)</td>
</tr>
<tr>
<td>Dietary supplement intake (Vitamin D and others)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>99 (54.4)</td>
<td>83 (45.6)</td>
</tr>
<tr>
<td>Yes</td>
<td>93 (48.4)</td>
<td>99 (51.6)</td>
</tr>
<tr>
<td>Types of supplements</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Vitamin D</td>
<td>74 (47.1)</td>
<td>83 (52.9)</td>
</tr>
<tr>
<td>Calcium</td>
<td>26 (59.1)</td>
<td>18 (40.9)</td>
</tr>
<tr>
<td>Vitamin C</td>
<td>25 (62.5)</td>
<td>15 (37.5)</td>
</tr>
<tr>
<td>Vitamin B complex</td>
<td>12 (48.0)</td>
<td>13 (52.0)</td>
</tr>
<tr>
<td>Iron</td>
<td>21 (63.6)</td>
<td>12 (36.4)</td>
</tr>
<tr>
<td>Mineral supplements (zinc, magnesium, etc)</td>
<td>11 (52.4)</td>
<td>10 (47.6)</td>
</tr>
<tr>
<td>Multivitamins (not containing vitamin D)</td>
<td>8 (42.1)</td>
<td>11 (57.9)</td>
</tr>
</tbody>
</table>

*eHEALS: eHealth literacy scale.

Discussion

To our knowledge, this study is one of the very few studies that have examined the eHealth literacy levels among young adults in developing countries and the association of eHealth literacy with internet use patterns and health behaviors. After controlling for the sociodemographic variables, we found that eHealth literacy was not associated with health behaviors such as physical activity and dietary supplement intake. Although there is evidence that eHEALS may consist of several subscales, we analyzed the eHEALS as a unidimensional factor, following Hyde’s recommendation [20]. Therefore, our analysis considers the full eHEALS, which also allows us to compare our results with those of other studies [8].

Our population consisted of university students pursuing an engineering degree in Pakistan; the median eHEALS score in our study was similar to that reported among young adults seeking a health-related degree in Pakistan [15]. Further, the median eHEALS score in this study was comparable to that reported previously in an adult population in the United States (mean eHEALS score, 29.0), slightly higher than that reported in the adult populations of Korea, Iran, and Kuwait (mean eHEALS scores, 28.0, 28.2, and 28.6, respectively), and much higher than that reported in an adult population in Japan (mean eHEALS score, 23.4) [4,8-10]. Similar to that reported in previous studies, most sociodemographic variables (eg, gender, age) examined in this study were not significant predictors of eHealth literacy [4,8-10]. As reported previously [4,10], it is possible that the geographical location and cultural and language barriers could affect the eHEALS scores because of limited availability of health-related information in languages other than English. This may not be the case for the population in this study as English is the official medium of instruction in the Pakistani university educational system and participants in this study are frequent users of the internet.

Unlike the findings of recent studies from the United States and Japan [4,21] that showed a significant association between eHEALS scores in young adults and health behaviors such as exercise, we found no association between eHEALS scores and the reported physical activity levels. In Pakistan, very few studies have investigated how digital health literacy can improve health behaviors. In 2018, Saeed et al [22] evaluated the digital health literacy of patients with type 2 diabetes (N=204) in Lahore, Pakistan, and they reported that patients with high socioeconomic status agreed that access to digital medical content via smartphones and tablets helped them improve their health. However, only the use of internet and the high eHealth literacy levels among educated young adults cannot translate into health behavior improvements (eg, increase in the physical activity levels) if the communities that they live in lack the needed infrastructure to facilitate the required physical activity programs. It is important to note that developing countries such as Pakistan—unlike Japan and the United States—lack culturally suitable infrastructure (eg, safe outdoor facilities for young women) and civic amenities such as playgrounds, parks, and gyms (even within universities) [23,24]. The lack of such facilities inhibits the realization of positive health behaviors and encourages indoor sedentary lifestyles [16].

We also found that there was no significant association (P=.25) between eHealth literacy and dietary supplement intake. Recent studies from developed countries have reported internet as the primary source of information to inform attitudes toward the use of dietary supplements among young adults [25,26]. Recent evidences have shown that eHealth literacy influences the food
choices of adolescents [27]. In the last few years, Pakistan has witnessed a rise in the demand for nutraceuticals; dietary supplements attained a compound annual growth rate of 14% in 2016 [28]. These nutraceuticals are mostly used by the educated population [29]. In light of these interesting preliminary trends, future research should focus on the effects of the patterns of internet searches and social behaviors on supplement intake. The aspects around eHealth literacy and its association with health behaviors such as dietary supplement use have not been reported in any developing country to date, to the best of our knowledge. This study presents a valuable contribution to establish evidence, in particular, for a country facing pressures to improve health literacy and public health outcomes.

This study has several limitations. First, the participants were recruited from a convenience sample of university students in Pakistan; thus, the relationships assessed may have been biased because of the potentially non-representative nature of this sample. However, this approach was viable because it provided us with a sizable sample in a reasonable amount of time for a population wherein such investigations have not been performed previously. Our study presents the needed ground to build on future studies that explore the eHealth literacy of broad population groups so that the findings can be applied to other developing countries. Second, as in previous studies, health behavior and eHealth literacy were examined using a self-administered questionnaire. Thus, inaccuracies in estimating the health behavior and eHealth literacy level were unavoidable, and data of some of the participants were missing. In addition, we did not investigate the specific health status of the participants or whether they were searching for health-related information for another family member. Moreover, this study was limited to only examining supplement use as a dietary behavior. Future studies should explore additional dietary behaviors (eg, nutritional intake, smoking) and the context for using the internet for health-related information. Our findings revealed high eHEALS scores among the participants. This high confidence shown by the university students presents a myriad of opportunities to better engage people digitally and conveniently. As internet is being increasingly used as a source of health information, further research is needed to identify the mechanisms linking eHealth literacy with health behaviors toward designing contextually effective strategies for improving self-care in developing countries.
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Abstract

Background: Although online physician rating information is popular among Chinese health consumers, the limited number of reviews greatly hampers the effective usage of this information. To date, little has been discussed on the variables that influence online physician rating from the users’ perspective.

Objective: This study aims to investigate the factors associated with the actual behavior and intention of generating online physician rating information in urban China.

Methods: A web-based cross-sectional survey was conducted, and the valid responses of 1371 Chinese health consumers were recorded. Using a pilot interview, we analyzed the effects of demographics, health variables, cognitive variables, and technology-related variables on online physician rating information generation. Binary multivariate logistic regression, multiple linear regression, one-way analysis of variance analyses, and independent samples t test were performed to analyze the rating behavior and the intentions of the health consumers. The survey instrument was designed based on the existing literature and the pilot interview.

Results: In this survey, 56.7% (778/1371) of the responders used online physician rating information, and 20.9% (287/1371) of the responders rated the physicians on the physician rating website at least once (posters). The actual physician rating behavior was mainly predicted by health-related factors and was significantly associated with seeking web-based physician information (odds ratio [OR] 5.548, 95% CI 3.072-10.017; P<.001), usage of web-based physician service (OR 2.771, 95% CI 1.979-3.879; P<.001), health information-seeking ability (OR 1.138, 95% CI 0.993-1.304; P=.04), serious disease development (OR 2.699, 95% CI 1.889-3.856; P<.001), good medical experience (OR 2.149, 95% CI 1.473-3.135; P<.001), altruism (OR 0.612, 95% CI 0.483-0.774; P<.001), self-efficacy (OR 1.453, 95% CI 1.182-1.787; P<.001), and trust in online physician rating information (OR 1.315, 95% CI 1.089-1.586; P=.004). Some factors influencing the intentions of the posters and nonposters rating the physicians were different, and the rating intention was mainly determined by cognitive and health-related factors. For posters, seeking web-based physician information (β=.486; P=.007), using web-based medical service (β=.420; P=.002), ability to seek health information (β=.193; P=.002), rating habits (β=.105; P=.02), altruism (β=.414; P<.001), self-efficacy (β=.102; P=.06), trust (β=.351; P<.001), and perceived ease of use (β=.275; P<.001) served as significant predictors of the rating intention. For nonposters, ability to seek health information (β=.077; P=.003), chronic disease development (β=.092; P=.06), bad medical experience (β=.047; P=.02), rating habits (β=.085; P<.001), altruism (β=.411; P<.001), self-efficacy (β=.171; P<.001), trust (β=.252; P<.001), and perceived usefulness of rating physicians (β=.109; P<.001) were significantly associated with the rating intention.

http://www.jmir.org/2020/6/e14417/
Conclusions: We showed that different factors affected the physician rating behavior and rating intention. Health-related variables influenced the physician rating behavior, while cognitive variables were critical in the rating intentions. We have proposed some practical implications for physician rating websites and physicians to promote online physician rating information generation.

(J Med Internet Res 2020;22(6):e14417) doi:10.2196/14417
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Introduction
With the development of user-generated content and prevalent use of mobile devices, some industries (ie, food service, travel, and e-commerce) have begun gathering web-based reviews, because of which many websites of these industries have now become reliable and effective [1]. The health care system has also started garnering web-based reviews, even though the development of the review platform was slow in the initial years. Similar to how people review products, health consumers can post their opinions on the health care received and have access to other patients’ opinions on the care they received from physicians. In particular, information on physician rating websites seems to play an increasingly important role in the life of health consumers and has attracted the attention of medical practitioners. A study [2] showed that in 2007, only 3%-7% of the health consumers in the United States used physician rating websites, but the proportion increased to 23% in 2012 [3], 25% in 2013 in Germany [4], 42% in 2014 in the United States [5], and 43.6% in 2016 in Germany [6]. Online physician rating information is an important factor that seems to increasingly influence a patient’s choice of medical practitioners [7]. On the contrary, physicians have always reported a negative attitude toward online physician rating information [8-10] because they fear that limited reviews could produce bias and negative web-based reviews could ruin their reputation [11,12]. Previous studies have shown the content analyses of physician rating websites in different clinical specialties [13-16], and the average number of reviews per physician was found to be low [17-19], even though the number of reviews has increased rapidly in the past few years [20]. Emmert et al [4] reported that only 11.03% of the Germans had posted ratings on a physician rating website in 2013, while this percentage increased to 23% in 2016 [6]. The limited number of reviews is the key factor that has affected the adoption of online physician rating information by both physicians and consumers. Thus, it is important to investigate the factors that predict the generation of online physician rating information from the perspective of health consumers.

Previous studies have mainly focused on the usage of online physician rating information and the related factors. Terlutter et al [21] reported that women, young adults, and people with higher education levels or chronic diseases used physician rating websites more than their counterparts. Galizi et al [22] found that white British people and people with high incomes were less likely to use physician rating websites. Further, female participants, widows, and those with high health care utilization showed a significantly high likelihood of being aware of physician rating websites [4]. In China, due to the promotion of the “internet + health care” strategy by the government, physician rating websites are becoming increasingly popular among urban citizens. Hao et al [23-25] conducted a content analysis of Chinese physician rating websites and identified factors that were related to physician ratings. Zhang et al [26] analyzed the negative comments on physician rating websites to identify the possible solutions for improving patient satisfaction. Li et al [27] developed a hierarchical topic taxonomy to uncover the latent structure of the physician reviews and illustrated its application in mining data on patients’ interests. Deng et al [28], Han et al [29], and Li and Hubner [30] investigated how web-based ratings and other factors influence the selection of physicians by the Chinese consumers. However, studies on physician rating websites in the Chinese context are still limited and little is known about the factors influencing the generation of online physician rating information.

To fill this research gap, we first conducted a web-based pilot interview and recruited 30 Chinese citizens with different education levels, occupational backgrounds, and hometowns. We introduced several Chinese physician rating websites at the beginning of the interview; thereafter, the participants reported their experience of using the physician rating websites. Only 5 of the 30 participants generated online physician rating information. Finally, participants were asked why they did or did not generate online physician rating information. Following the procedure of qualitative analysis, 3 researchers transcribed and coded the data, and we finally identified the factors related to the generation of online physician rating information. These factors were divided into three dimensions, namely, health and habit-related factors (ie, usage of web-based physician service, ability to seek health information, health conditions, experience of medical service, and rating habits in the e-commerce context), cognitive factors (ie, altruism, self-efficacy, and trust in online physician rating information), and technology-related factors (ie, perceived usefulness and perceived ease of use). Cognitive factors were often reported to be associated with knowledge-sharing behavior [31], and technology-acceptance factors were often associated with system adoption [32]. The use of physician rating websites to rate physicians signifies knowledge-sharing and system- adoption behavior. In this study, we applied a similar procedure used by Terlutter et al [21], Galizi et al [22], and Emmert et al [4] to empirically explore the significant factors that predict the actual behavior and intention of rating the physicians on the physician rating websites. The results of this study will be useful for understanding the web-based rating behavior of health consumers and for further promoting the development of physician rating websites.

http://www.jmir.org/2020/6/e14417/
Methods

Participant Recruitment
Since physicians in rural areas are seldom rated on physician rating websites [23], our study focused on physicians in the urban regions of China. We used the snowball sampling method to recruit participants through web-based social networking. First, we selected 160 WeChat friends with varying gender, education levels, and occupational backgrounds to complete the web-based questionnaire. Second, we requested these participants to invite friends with varying genders, education levels, and occupational backgrounds to participate in the web-based survey. In total, we received 1556 responses from September 2018 to October 2018 and from August 2019 to October 2019. Among the total number of responders, 185 were excluded from the analysis because of inconsistent answer patterns (eg, flatliners, contradictions) or because the participants tried to complete the questionnaire quickly with incomplete answers in a short span of time. Finally, this study considered the responses of 1371 valid respondents. We paid each participant 2 RMB (US $0.3) to compensate for their time.

Questionnaire Design
The researchers designed a survey based on the existing literature [21,22] and their pilot interview. All items, except categorical variables, were measured using a 7-point Likert scale, with the options ranging from “strongly disagree” to “strongly agree” (Multimedia Appendix 1). To ensure the validity of the scale in our questionnaire, we adopted measurement items from the existing literature and we modified some items to adapt to the online physician rating scenario based on our first pilot study with 30 Chinese citizens. We calculated the mean values of the multiple items as predictor scores after checking the measurement’s internal reliability.

The questionnaire was created in English. One researcher translated it into Chinese, and then another researcher translated it back into English to ensure the consistency of the content. After developing the Chinese questionnaire, 3 researchers in health informatics were invited to assess the ease of understanding, logical consistencies, item sequence, and contextual relevance of the items in the questionnaire. We made some minor modifications based on their suggestions. Furthermore, a pilot test was conducted with 20 participants, and the items were modified slightly.

Measurements

Rating Behavior, Rating Intention, and Demographic Variables
To ensure that the respondents understood the online physician rating system, a screenshot of a physician rating website was presented in the introductory phase before the respondents answered the questions. The actual behavior of rating a physician was assessed by asking if the respondents had rated physicians on physician rating websites previously (0=no, 1=yes). We defined participants as posters if they had rated a physician on a physician rating website at least once and we defined participants as nonposters if they had never rated a physician on the physician rating website. The intention of rating a physician was assessed using a 3-item scale adapted from the study of Ajzen [33]. This scale was found to be reliable (mean 5.064, SD 1.189; Cronbach $\alpha=949$). Additionally, data on demographic variables such as age, gender, education level, marital status, monthly income, daily internet use, and the number of vulnerable family members were also collected (Multimedia Appendix 1).

Health and Habit-Related Variables
The usage of web-based physician information was assessed by asking respondents if they had ever sought physician information on the internet (0=no, 1=yes). The usage of web-based physician service was assessed by asking participants if they had ever booked or consulted a physician on the internet (0=no, 1=yes). The ability to seek health information was assessed using 2 items adapted from the model developed by Richard et al [34]. The scale (mean 4.649, SD 1.350; Cronbach $\alpha=890$) assessed the participant’s ability to search for web-based health information. The health conditions of the participants or their family members were measured using the following 2 questions: “Did you or your family members develop any chronic disease in the past 2 years?” and “Did you or your family members develop any serious disease in the past 2 years?” (0=no, 1=yes). Medical experience was measured using the following questions: “I had a very good medical experience in the past 2 years” and “I had a very bad medical experience in the past 2 years” (0=no, 1=yes). In the e-commerce era, some consumers have the habit of posting reviews after performing web-based transactions, and the habit was found to be effective in the online physician rating scenario in our pilot interview. The following rating habit in the e-commerce context was assessed using an item adapted from a previous study [35]: “Rating the product after a web-based transaction has become a habit for me” (1=strongly disagree, 7=strongly agree).

Cognitive Variables
Altruism is a behavior intended to benefit another, even when this action may involve sacrificing one’s welfare [36]. A 3-item scale on altruism was adapted from previous studies [37,38] and applied in our pilot interview. This scale was found to be reliable (mean 5.438, SD 1.042; Cronbach $\alpha=910$). Self-efficacy refers to the belief or the estimate of an individual about his/her own ability to perform a particular task [39]. The self-efficacy scale was adapted from prior studies and applied in our pilot interview [40,41], and the scale was found to be reliable (mean 4.594, SD 1.202; Cronbach $\alpha=770$). Trust refers to a situation in which one party willingly relies on the actions of the other party [42]. The scale for trust in online physician rating information was adapted from a previous study [43], and this scale was also found to be reliable (mean 4.711, SD 1.224; Cronbach $\alpha=885$).

Technology-Related Variables
Perceived usefulness refers to the usefulness of using physician rating websites to rate physicians, and perceived ease of use refers to the ease of using physician rating websites to rate physicians. Based on our pilot interview and previous studies [44,45], we adapted reliable scales for perceived usefulness.
Data Analysis

Data were downloaded from the web-based questionnaire database to computers in our laboratory in Nanjing University, China. Two independent research assistants examined the data and removed 185 unqualified cases. Data analyses were conducted using the SPSS 23.0 software (IBM Corp). We examined the descriptive statistics for all the variables. Since we focused on participants who were aware of physician rating websites before completing our survey, binary logistic regression analysis was performed to examine the effect of the variables on the likelihood of generating online physician rating information. Multiple linear regression, one-way analysis of variance (ANOVA), and independent samples t test (two-tailed) were performed to investigate the different factors influencing the physician rating intentions of the posters and nonposters. We applied data screening procedures to identify problematic patterns within the data set before performing linear regression. Linear relationship, multivariate normality, multicollinearity tested by variance inflation factors (VIFs), autocorrelations tested by Durbin-Watson, and homoscedasticity were tested, and we found that the data could be used for further linear regression. A bootstrapping procedure (with 5000 bootstrap samples) was used in our regression models.

Results

Demographic Data of the Participants

The demographic characteristics of the participants are presented in Table 1. The age range of most of the participants was between 25 and 40 years. Out of the 1371 participants, 789 (57.6%) were women and 980 (71.5%) were married. The monthly income of 69.1% (947/1371) of the participants ranged between 3000 RMB (US $435) and 12,000 RMB (US $1740). With respect to the education level, 68.5% (939/1371) of the participants had completed college or higher level of education. Of the 1371 participants, 778 (56.7%) used online physician rating information and 287 (20.9%) rated the physicians on physician rating websites.
Table 1. Demographic characteristics of the sample (n=1371).

<table>
<thead>
<tr>
<th>Demographic characteristics</th>
<th>Value, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
</tr>
<tr>
<td>≤24</td>
<td>160 (11.7)</td>
</tr>
<tr>
<td>25-30</td>
<td>251 (18.3)</td>
</tr>
<tr>
<td>31-35</td>
<td>278 (20.3)</td>
</tr>
<tr>
<td>36-40</td>
<td>242 (17.7)</td>
</tr>
<tr>
<td>41-45</td>
<td>204 (14.9)</td>
</tr>
<tr>
<td>≥46</td>
<td>236 (17.2)</td>
</tr>
<tr>
<td><strong>Gender</strong></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>789 (57.5)</td>
</tr>
<tr>
<td>Male</td>
<td>582 (42.5)</td>
</tr>
<tr>
<td><strong>Income (RMB ¥)</strong></td>
<td></td>
</tr>
<tr>
<td>≤3000</td>
<td>164 (12.0)</td>
</tr>
<tr>
<td>3001-6000</td>
<td>337 (24.6)</td>
</tr>
<tr>
<td>6001-9000</td>
<td>326 (23.8)</td>
</tr>
<tr>
<td>9001-12,000</td>
<td>284 (20.7)</td>
</tr>
<tr>
<td>≥12,001</td>
<td>260 (19.0)</td>
</tr>
<tr>
<td><strong>City level</strong></td>
<td></td>
</tr>
<tr>
<td>County/bureau level</td>
<td>337 (24.6)</td>
</tr>
<tr>
<td>Provincial level</td>
<td>402 (29.3)</td>
</tr>
<tr>
<td>Metropolitan</td>
<td>632 (46.1)</td>
</tr>
<tr>
<td><strong>Education</strong></td>
<td></td>
</tr>
<tr>
<td>Middle school</td>
<td>432 (31.5)</td>
</tr>
<tr>
<td>Undergraduate</td>
<td>527 (38.4)</td>
</tr>
<tr>
<td>Postgraduate</td>
<td>412 (30.1)</td>
</tr>
<tr>
<td><strong>Marital status</strong></td>
<td></td>
</tr>
<tr>
<td>Unmarried</td>
<td>391 (28.5)</td>
</tr>
<tr>
<td>Married</td>
<td>980 (71.5)</td>
</tr>
<tr>
<td><strong>Children and elders</strong></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>240 (17.5)</td>
</tr>
<tr>
<td>1</td>
<td>235 (17.1)</td>
</tr>
<tr>
<td>2</td>
<td>317 (23.1)</td>
</tr>
<tr>
<td>3</td>
<td>209 (15.2)</td>
</tr>
<tr>
<td>4</td>
<td>178 (13.0)</td>
</tr>
<tr>
<td>≥5</td>
<td>192 (14.0)</td>
</tr>
<tr>
<td><strong>Daily internet use</strong></td>
<td></td>
</tr>
<tr>
<td>≤3 h</td>
<td>158 (11.5)</td>
</tr>
<tr>
<td>3&lt;T≤5 h</td>
<td>303 (22.1)</td>
</tr>
<tr>
<td>5&lt;T≤7 h</td>
<td>292 (21.3)</td>
</tr>
<tr>
<td>7&lt;T≤9 h</td>
<td>294 (21.4)</td>
</tr>
<tr>
<td>9&lt;T≤11 h</td>
<td>324 (23.6)</td>
</tr>
<tr>
<td><strong>Online physician rating awareness</strong></td>
<td></td>
</tr>
</tbody>
</table>
Demographic characteristics

<table>
<thead>
<tr>
<th></th>
<th>Value, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Aware</td>
<td>972 (70.9)</td>
</tr>
<tr>
<td>Unaware</td>
<td>399 (29.1)</td>
</tr>
</tbody>
</table>

Online physician rating usage

<table>
<thead>
<tr>
<th></th>
<th>Value, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nonusers</td>
<td>593 (43.3)</td>
</tr>
<tr>
<td>Users</td>
<td>778 (56.7)</td>
</tr>
</tbody>
</table>

Online physician rating generation

<table>
<thead>
<tr>
<th></th>
<th>Value, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nonposters</td>
<td>1084 (79.1)</td>
</tr>
<tr>
<td>Posters</td>
<td>287 (20.9)</td>
</tr>
</tbody>
</table>

Factors Associated With the Actual Behavior of Rating Physicians on Physician Rating Websites

We focused on participants who were aware of physician rating websites before our survey (n=972), and Table 2 and Table 3 show the results of 4 binary logistic regressions. In the first step, a binary logistic regression between having rated a physician or not (yes=1, no=0) as the criterion and demographic variables was performed (Model 1). Model 1 was significant. Age (β=.146; P=.06), monthly income (β=.197; P=.003), and education level (β=-.308; P=.02) were significantly associated with the likelihood of rating a physician on physician rating websites. However, we also noticed that Nagelkerke $R^2$ (.041) was quite low, and –2 log-likelihood (1130.138) was high. The results indicated that demographic variables only explained a small part of the actual rating behavior.

Then, we entered the health- and habit-related variables into regression Model 2. The model improved with a Nagelkerke $R^2$ change of 0.238. The regression coefficients were significant for the following variables: experience of seeking physician information on the internet (β=1.713; P<.001), usage of web-based physician service (β=1.019; P=.001), ability to seek health information (β=.129; P=.04), development of serious diseases (β=.993; P<.001), and good medical experience (β=.765; P<.001). We also noticed that gender (β=.410; P=.02) and marital status (β=-.441; P=.047) were significant factors associated with the actual rating behavior, while age (β=.116; P=.16) was not significant after health-related factors were considered.

Following Model 2, cognitive variables were entered into Model 3, which were also significant (P<.001). Furthermore, Model 3 showed a minor improvement over Model 2, with increased Nagelkerke $R^2$ change of 0.035. The significant factors in Model 2 mentioned above were still significant. Altruism was negatively (β=-.492; P<.001) related to the likelihood of rating physicians. Self-efficacy (β=.374; P<.001) and trust in online physician rating information (β=.274; P=.004) were significantly and positively related to the likelihood of the rating behavior.

Based on Model 3, technology-related variables were entered into Model 4. However, no improvement was observed in Nagelkerke $R^2$ and the regression coefficients of perceived usefulness (P=.42) and perceived ease of use (P=.33) were not significant. Significant variables in Model 2 and Model 3 were also significant in Model 4.

Besides the reliability indices mentioned above, collinearity statistics using VIF and tolerance values were tested. The results showed that VIF scores did not exceed 2.479, and tolerance values were not lower than 0.411. According to the criteria proposed by Montgomery and Peck [46] that VIF should be lower than 10 and tolerance value should be more than 0.1, our results indicated that multicollinearity was not a big concern.

*A currency exchange rate of RMB ¥1=US $0.14 is applicable.

**T:** Time.
Table 2. Binary logistic regressions for online physician rating behavior (Model 1-2).

<table>
<thead>
<tr>
<th></th>
<th>Model 1a</th>
<th></th>
<th></th>
<th>Model 2b</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>β</td>
<td>Sig. c</td>
<td>OR d</td>
<td>95% CI of OR</td>
<td>β</td>
<td>Sig.</td>
</tr>
<tr>
<td>Constant</td>
<td>−1.267</td>
<td>.002</td>
<td>0.293</td>
<td>_e</td>
<td>−3.612</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Demographic variables</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age</td>
<td>.146</td>
<td>.06</td>
<td>1.138</td>
<td>0.990-1.308</td>
<td>.116</td>
<td>.16</td>
</tr>
<tr>
<td>Gender</td>
<td>.190</td>
<td>.21</td>
<td>1.209</td>
<td>0.896-1.633</td>
<td>.410</td>
<td>.01</td>
</tr>
<tr>
<td>Monthly income</td>
<td>.197</td>
<td>.003</td>
<td>1.218</td>
<td>1.071-1.384</td>
<td>.183</td>
<td>.01</td>
</tr>
<tr>
<td>Marital status</td>
<td>−.257</td>
<td>.21</td>
<td>0.773</td>
<td>0.518-1.55</td>
<td>−.441</td>
<td>.047</td>
</tr>
<tr>
<td>Number of children and elders</td>
<td>.080</td>
<td>.09</td>
<td>1.084</td>
<td>0.985-1.192</td>
<td>.042</td>
<td>.44</td>
</tr>
<tr>
<td>Education level</td>
<td>−.308</td>
<td>.02</td>
<td>0.735</td>
<td>0.564-0.958</td>
<td>−.700</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Daily internet use</td>
<td>−.046</td>
<td>.40</td>
<td>0.955</td>
<td>0.858-1.063</td>
<td>−.086</td>
<td>.15</td>
</tr>
<tr>
<td><strong>Health- and habit-related variables</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Seeking physician information</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>1.713</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Usage of web-based medical service</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>1.019</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Health information seeking ability</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>.129</td>
<td>.04</td>
</tr>
<tr>
<td>Chronic disease</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>−.104</td>
<td>.54</td>
</tr>
<tr>
<td>Serious disease</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>.993</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Good medical experience</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>.765</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Bad medical experience</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>.267</td>
<td>.13</td>
</tr>
<tr>
<td>Rating habit</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>.028</td>
<td>.59</td>
</tr>
</tbody>
</table>

aχ² /Sig.: 27.887 (df=7) /<.001; −2 log-likelihood: 1130.138; Nagelkerke R²: 0.041.
bχ² /Sig.: 210.132 (df=15) /<.001; −2 log-likelihood: 947.892; Nagelkerke R²: 0.279.
cSig.: significance probability.
dOR: odds ratio.
eNot available.
Table 3. Binary logistic regressions for online physician rating behavior (Model 3-4).

<table>
<thead>
<tr>
<th></th>
<th>Model 3&lt;sup&gt;a&lt;/sup&gt;</th>
<th></th>
<th>Model 4&lt;sup&gt;b&lt;/sup&gt;</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>β</td>
<td>Sig.&lt;sup&gt;c&lt;/sup&gt;</td>
<td>OR&lt;sup&gt;d&lt;/sup&gt;</td>
<td>95% CI of OR</td>
</tr>
<tr>
<td>Constant</td>
<td>-3.273</td>
<td>&lt;.001</td>
<td>0.038</td>
<td>—</td>
</tr>
<tr>
<td><strong>Demographic variables</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age</td>
<td>.141</td>
<td>.09</td>
<td>1.151</td>
<td>0.976-1.359</td>
</tr>
<tr>
<td>Gender</td>
<td>.395</td>
<td>.02</td>
<td>1.484</td>
<td>1.053-2.092</td>
</tr>
<tr>
<td>Monthly income</td>
<td>.158</td>
<td>.04</td>
<td>1.171</td>
<td>1.009-1.358</td>
</tr>
<tr>
<td>Marital status</td>
<td>-.526</td>
<td>.02</td>
<td>0.591</td>
<td>0.373-0.937</td>
</tr>
<tr>
<td>Number of children and elders</td>
<td>.019</td>
<td>.73</td>
<td>1.019</td>
<td>0.915-1.136</td>
</tr>
<tr>
<td>Education level</td>
<td>-.763</td>
<td>&lt;.001</td>
<td>0.466</td>
<td>0.338-0.643</td>
</tr>
<tr>
<td>Daily internet use</td>
<td>-.068</td>
<td>.27</td>
<td>0.935</td>
<td>0.829-1.054</td>
</tr>
<tr>
<td><strong>Health and habit-related variables</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Usage of web-based medical service</td>
<td>.951</td>
<td>&lt;.001</td>
<td>2.589</td>
<td>1.838-3.647</td>
</tr>
<tr>
<td>Health information seeking ability</td>
<td>.147</td>
<td>.04</td>
<td>1.158</td>
<td>1.009-1.330</td>
</tr>
<tr>
<td>Chronic disease</td>
<td>-.111</td>
<td>.52</td>
<td>0.895</td>
<td>0.638-1.256</td>
</tr>
<tr>
<td>Serious disease</td>
<td>.958</td>
<td>&lt;.001</td>
<td>2.607</td>
<td>1.812-3.751</td>
</tr>
<tr>
<td>Good medical experience</td>
<td>.800</td>
<td>&lt;.001</td>
<td>2.227</td>
<td>1.515-3.273</td>
</tr>
<tr>
<td>Bad medical experience</td>
<td>.325</td>
<td>.07</td>
<td>1.384</td>
<td>0.971-1.971</td>
</tr>
<tr>
<td>Rating habit</td>
<td>-.070</td>
<td>.23</td>
<td>0.933</td>
<td>0.831-1.046</td>
</tr>
<tr>
<td><strong>Cognitive variables</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Altruism</td>
<td>-.492</td>
<td>&lt;.001</td>
<td>0.612</td>
<td>0.483-0.774</td>
</tr>
<tr>
<td>Self-efficacy</td>
<td>.374</td>
<td>&lt;.001</td>
<td>1.453</td>
<td>1.182-1.787</td>
</tr>
<tr>
<td>Trust</td>
<td>.274</td>
<td>.004</td>
<td>1.315</td>
<td>1.089-1.586</td>
</tr>
<tr>
<td><strong>Technology-related variables</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Perceived usefulness</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Perceived ease of use</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
</tbody>
</table>

<sup>a</sup>χ²/Sig.: 240.174 (df=18) / <.001; –2 log-likelihood: 917.851; Nagelkerke R²: 0.314.

<sup>b</sup>χ²/Sig.: 241.789 (df=20) / <.001; –2 log-likelihood: 916.236; Nagelkerke R²: 0.316.

<sup>c</sup>Sig.: significance probability.

<sup>d</sup>OR: odds ratio.

<sup>e</sup>Not available.

**Predictive Factors for the Intention of Rating a Physician on Physician Rating Websites**

To investigate how the variables influence the rating intention of the participants differently, we divided the samples into 2 groups, namely, posters group and nonposters group. Using hierarchical multiple regression analyses, we tested the effects of different dimensions of the factors on the rating intention. By controlling the demographic variables, we found that health-, cognitive-, and technology-related variables explained 21.3%, 38.1%, and 5.5% of the increased variance in the rating intention of the posters and 12.8%, 48.1%, and 0.4% of the increased variance for nonposters, respectively. The VIF and tolerance values showed that multicollinearity was not a concern in any model.

Table 4 displays the final models. For posters who rated the physicians on the physician rating websites, health and habit-related variables, that is, seeking physician information on the internet (β=.486; P=.007), using web-based medical services (β=.420; P=.002), ability to seek health information (β=.193; P=.002), and habits of ratings (β=.105; P=.02) were found to be significantly and positively related to the rating intention. The cognitive variables, that is, altruism (β=.414; P<.001), self-efficacy (β=.102; P=.06), and trust in online physician rating information (β=.351; P<.001) were also significant predictors of the rating intention. Perceived
usefulness was not significantly associated with the rating intention ($\beta$=-.031; $P=0.63$), while perceived ease of use ($\beta$=.271; $P<0.001$) was a significant predictor.

For nonposters who did not rate the physicians on the physician rating websites, usage of web-based medical service ($\beta$=.077; $P=0.003$), development of chronic disease ($\beta$=.092; $P=0.06$), bad medical experience ($\beta$=.047; $P=0.02$), and habits of ratings ($\beta$=.085; $P<0.001$) were found to be significantly associated with the rating intention. Similar to that observed in the posters group, altruism ($\beta$=.411; $P<0.001$), self-efficacy ($\beta$=.171; $P<0.001$), and trust ($\beta$=.252; $P<0.001$) were also found to be the predictors of the rating intentions of nonposters. Since nonposters did not post web-based physician reviews, perceived ease of use ($\beta$=.017; $P=0.505$) was not significantly associated with the rating intention, but perceived usefulness ($\beta$=.109; $P=0.001$) was a significant predictor of the rating intention.

Table 4. Linear regressions of the rating intentions of posters and nonposters.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Posters ($n=287$)</th>
<th>Nonposters ($n=1084$)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\beta$</td>
<td>95% CI</td>
</tr>
<tr>
<td>Constant</td>
<td>-.636</td>
<td>-.1.258</td>
</tr>
<tr>
<td><strong>Demographic variables</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age</td>
<td>-.091</td>
<td>-.1.72</td>
</tr>
<tr>
<td>Gender</td>
<td>.148</td>
<td>.0.9</td>
</tr>
<tr>
<td>Monthly income</td>
<td>.018</td>
<td>-.0.056</td>
</tr>
<tr>
<td>Marital status</td>
<td>.004</td>
<td>-.0.052</td>
</tr>
<tr>
<td>Number of children and elders</td>
<td>.180</td>
<td>-.0.054</td>
</tr>
<tr>
<td>Education level</td>
<td>-.016</td>
<td>-.0.070</td>
</tr>
<tr>
<td>Daily internet use</td>
<td>.010</td>
<td>-.0.142</td>
</tr>
<tr>
<td><strong>Health- and habit-related variables</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Seeking physician information</td>
<td>.486</td>
<td>.0.134</td>
</tr>
<tr>
<td>Usage of web-based medical service</td>
<td>.420</td>
<td>.0.157</td>
</tr>
<tr>
<td>Health information seeking ability</td>
<td>.193</td>
<td>.0.071</td>
</tr>
<tr>
<td>Chronic disease</td>
<td>-.013</td>
<td>-.0.168</td>
</tr>
<tr>
<td>Serious disease</td>
<td>.036</td>
<td>.0.122</td>
</tr>
<tr>
<td>Good medical experience</td>
<td>-.005</td>
<td>-.0.208</td>
</tr>
<tr>
<td>Bad medical experience</td>
<td>.034</td>
<td>-.0.124</td>
</tr>
<tr>
<td>Rating habit</td>
<td>.105</td>
<td>.0.018</td>
</tr>
<tr>
<td><strong>Cognitive variables</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Altruism</td>
<td>.414</td>
<td>.0.294</td>
</tr>
<tr>
<td>Self-efficacy</td>
<td>.102</td>
<td>.0.005</td>
</tr>
<tr>
<td>Trust</td>
<td>.351</td>
<td>.0.260</td>
</tr>
<tr>
<td><strong>Technology-related variables</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Perceived usefulness</td>
<td>-.031</td>
<td>-.0.159</td>
</tr>
<tr>
<td>Perceived ease of use</td>
<td>.275</td>
<td>.0.199</td>
</tr>
</tbody>
</table>

$^aF$/Sig.: 123.812 ($df=20$)/ <.001; Nagelkerke $R^2$: 0.617.
$^bF$/Sig.: 114.296 ($df=20$)/ <.001; Nagelkerke $R^2$: 0.623.
$^c$Sig.: significance probability.

Furthermore, we used one-way ANOVA and independent samples $t$ test to compare the differences between posters ($n=287$) and nonposters ($n=1084$) on the rating intention and related factors. Following the suggestion by Fritz et al [47], Cohen $d$ was used to estimate the effect size. It can be seen from Table 5 that posters had a higher level of rating intention than nonposters ($t_{1360}=5.569$; $P<0.001$). Regarding self-efficacy, the 2 groups differed as expected ($t_{1360}=5.771$; $P<0.001$), with posters ascribing higher self-efficacy than the nonposters. Table 5 also indicated that posters trusted the information on physician rating websites to a greater extent than nonposters ($t_{1360}=5.549$; $P<0.001$).
$P < .001$). The 2 groups did not differ significantly in altruism at $P < .05$ level ($t_{1369} = 1.697; P = .09$). Additionally, posters perceived higher levels of usefulness ($t_{1369} = 3.020; P = .003$) and ease of use ($t_{1369} = 3.928; P < .001$) than nonposters. With regard to the effect size, a Cohen $d$ value of 0.2 indicated a small effect and a value of 0.5 indicated a medium effect. Thus, the effect sizes for rating intention, self-efficacy, and trust were found to be medium, while the effect sizes for perceived usefulness and perceived ease of use were found to be small.

### Table 5. Differences between posters and nonposters in the rating intention and related factors.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Poster, mean (SD)</th>
<th>Nonposter, mean (SD)</th>
<th>$t$ $(df)$</th>
<th>$P$ value</th>
<th>Cohen $d$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rating intention</td>
<td>5.495 (1.120)</td>
<td>5.064 (1.189)</td>
<td>5.569 (1369)</td>
<td>&lt;.001</td>
<td>0.373</td>
</tr>
<tr>
<td>Altruism</td>
<td>5.556 (1.074)</td>
<td>5.438 (1.042)</td>
<td>1.697 (1369)</td>
<td>.09</td>
<td>0.112</td>
</tr>
<tr>
<td>Self-efficacy</td>
<td>5.052 (1.229)</td>
<td>4.594 (1.202)</td>
<td>5.771 (1369)</td>
<td>&lt;.001</td>
<td>0.377</td>
</tr>
<tr>
<td>Trust</td>
<td>5.150 (1.058)</td>
<td>4.711 (1.224)</td>
<td>5.549 (1369)</td>
<td>&lt;.001</td>
<td>0.358</td>
</tr>
<tr>
<td>Perceived usefulness</td>
<td>5.380 (1.150)</td>
<td>5.147 (1.162)</td>
<td>3.020 (1369)</td>
<td>.003</td>
<td>0.202</td>
</tr>
<tr>
<td>Perceived ease of use</td>
<td>4.700 (1.085)</td>
<td>4.405 (1.127)</td>
<td>3.928 (1369)</td>
<td>&lt;.001</td>
<td>0.267</td>
</tr>
</tbody>
</table>

### Discussion

#### Principal Findings

Previous studies on online physician rating information mainly focused on the usage of online physician ratings and related factors [2-4, 21], and only 2 studies [4, 6] have shown the proportion (11% and 23%) of people who rated the physicians on physician rating websites. Our study focused on the urban Chinese population and found that 20.9% (287/1371) of the respondents rated the physicians on physician rating websites at least once. An important aspect of our study was that we investigated the factors that predicted the actual behavior of rating the physicians on the physician rating websites. Since only 56.7% (778/1371) of the participants had used online physician rating information, we examined the effects of different factors on the rating intentions of the posters and nonposters. Our results also show that the factors affecting the actual rating behavior and rating intention were different, even though the rating behavior was positively related to the rating intention in our partial correlation analysis ($r = .148; P < .001$).

Our study shows that only sociodemographic variables cannot produce a satisfying model to predict the actual behavior of rating physicians on the physician rating websites. Even though monthly income and education level were significantly correlated with the rating behavior (Model 1 in Table 2), the Nagelkerke $R^2$ (0.041) of the logistic regression model was low. We also found that gender and marital status were significantly associated with the rating behavior when health and cognitive variables were included. The change in Nagelkerke $R^2$ indicated that it was necessary to integrate additional health and cognitive variables to predict the rating behavior to a more satisfying extent. Health-related factors played an important role in predicting the likelihood of the rating behavior. In our study, participants with the experience of seeking physician information on the internet, who used web-based physician service, and who had higher ability to seek health information were more prone to rate physicians on the physician rating websites. Since there have been incidents of poor physician-patient relationships and severe cases of vicious attacks on medical professionals particularly in China [48], many health consumers choose to check physician information on the internet and seek web-based health information to avoid unpleasant medical experiences. Seeking web-based health information increased their awareness of the online physician rating information and motivated them to rate physicians. Development of serious diseases and good medical experience were also predictors of the rating behavior. This result corroborated that of previous studies that showed a large number of positive reviews on physician rating websites [49-52]. Further, altruism was negatively related to the rating behavior, indicating that egoistic motivation played a role, and nonposters showed exaggerated level of altruism in their behavior of generating online physician rating information. Self-efficacy reflects an optimistic self-belief that one can perform a task, and it was found to be positively related to the rating behavior. In a web-based context, trust is always a big concern, and it was found to be positively related to the usage of online physician rating information [21]. In our study, trust in online physician rating information was also positively related to the rating behavior. However, as most participants had not used physician rating websites, perceived usefulness and perceived ease of use were not significantly associated with the rating behavior.

Regarding the rating intention, cognitive factors explained the largest variance in the rating intention, and factors influencing the rating intention of posters and nonposters were different. The common factors were health information-seeking ability, rating habit, altruism, self-efficacy, and trust in online physician rating information. However, most health- and technology-related variables that predicted the rating intentions of the posters and nonposters were different. For health-related variables, the rating intention of the posters was mainly predicted by the usage of web-based health information or service, while the rating intention of the nonposters was associated with the health status and medical experience. Although the results in Table 2 indicated that serious disease development and good medical experience predicted the actual rating behavior, our linear regression model demonstrated that chronic disease and bad medical experience were associated with the rating intentions of the nonposters after they became aware of physician rating websites. Additionally, perceived usefulness was associated with the rating intention of the
nonposters and perceived ease of use was associated with the rating intention of the posters. Further, we noticed that the posters judged the rating intention, altruism, trust in online physician rating information, perceived usefulness, and perceived ease of use higher than the nonposters.

**Practical Implications**

Based on the results in our study, we have some recommendations for physician rating websites and physicians who are the stakeholders of online physician rating information generation. Commercial physician rating websites are the main sources for health consumers to access online physician rating information; thus, a large amount of online physician rating information is necessary and critical for the development of physician rating websites. Large amount of online physician rating information can be generated as follows. First, physician rating websites need to cooperate with widely used search engines and social media to increase the awareness of these websites among health consumers, since our results indicated that many consumers were unaware of these websites, and usage of web-based physician information could improve online physician rating information generation behavior and rating intention. Although Chinese physician rating websites have provided services for many years and are top-ranked in the search engine results page, most health consumers are still unfamiliar with these physician rating websites and are uncertain about their reliability. Second, physician rating websites need to cooperate with hospitals officially. Health consumers have high levels of trust in public hospitals. Thus, cooperation with hospitals would enhance consumers’ trust and improve the usability of commercial physician rating websites. Our findings suggested that trust was positively related to the physician rating behavior and intention. In fact, reviews on some physician rating websites in China increased greatly after physician rating websites provided booking services for hospitals. These physician rating websites are becoming increasingly popular among health consumers in cities. Third, physician rating websites must provide additional incentives for health consumers to generate online physician rating information. Knowledge sharing is an altruistic behavior. However, our results indicated altruism to be negatively related to the actual rating behavior. Egoism may play an important role in the actual rating behavior. Thus, a better incentive mechanism is needed for attracting health consumers to rate physicians on the physician rating websites. Fourth, physician rating websites need to cooperate with physicians and provide web-based medical services, besides online physician rating information. In the past 2 years, many physicians in China have begun to use physician rating websites to provide web-based medical services, which have greatly increased the number of reviews and the usability of these websites.

The results of our study could also be interesting for physicians. Online physician rating information is important for physicians to boost their reputation and to enjoy success in their careers. Thus, physicians need to actively encourage patients to generate online physician ratings by performing the following measures. First, physicians should be concerned about patients’ medical experiences. We found that good medical experience predicted the actual behavior of rating the physician on the physician rating websites. This finding is consistent with that reported in previous studies that showed positive reviews for physicians [20,48]. Physicians need not worry about negative reviews ruining their reputation, even though a bad medical experience was positively related to the rating intention of nonposters. Physicians are encouraged to show empathy to their patients, who may consequently provide positive reviews about them. Second, physicians should recommend physician rating websites to their patients and encourage them to provide online physician ratings after receiving the medical service. Physician recommendations would increase patients’ trust in online physician rating information and directly lead to the generation of more reviews. Even though it is embarrassing to be rated by patients, physicians should accept that online physician rating information could lead to their medical service improvement.

**Limitations and Future Direction**

This study has some limitations. First, we used a snowball sampling method and focused on well-educated people who were younger than 46 years in China. There is a possibility of selection bias among respondents, even though they are the potential online physician rating information users. Thus, a large randomized sample would certainly be desirable in future studies. Second, we only tested the altruistic motivation, which was found to be negatively related to the rating behavior. Future studies should analyze how egoistic motivation directly affects the rating behavior. Third, we did not differentiate people with bad medical experience from people with good medical experience. Medical experience could be an interesting variable to focus on, considering the special patient-physician relationship in China. Researchers should explore if the kind of medical experience has nuanced the effect on the intention to post online physician rating information with regard to the unsatisfying physician-patient relationships in China. Finally, factors influencing the actual behavior and intention of rating physicians were quite different in our study. Since many participants were unaware of physician rating websites before our survey, it would be better to examine how these factors affect their actual rating behavior. Even though the intention is predictive of future behavior, the self-reported intention might be exaggerated. A long-term follow-up study is needed in the future to investigate how different factors affect the actual rating behavior after health consumers become aware of the online physician rating information.

**Conclusion**

Since the limited number of web-based reviews greatly hampers the effective usage of physician rating information, it is important to discuss the variables that influence the generation of physician rating information from the health consumer’s perspective. Our cross-sectional study shows that factors affecting the physician rating behavior and rating intention are different. We found that health-related variables influenced the physician rating behavior while cognitive variables were critical in the rating intentions. Based on our findings, we have provided some practical suggestions for physician rating websites and physicians to promote the generation of online physician rating information.
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Background: In today’s society, commercial physical activity apps (eg, Fitbit and Strava) are ubiquitous and hold considerable potential to increase physical activity behavior. Many commercial physical activity apps incorporate social components, in particular app-specific communities (allowing users to interact with other app users) or the capacity to connect to existing social networking platforms (eg, Facebook or Instagram). There is a growing need to gain greater insights into whether commercial physical activity apps and specific components of these apps (social components) are beneficial in facilitating physical activity.

Objective: This study aimed to examine the relationship between the use of commercial physical activity apps and engagement in physical activity. The social components of commercial physical activity apps (app-specific communities and existing social networking platforms) were also explored. This involved isolating specific features (eg, sharing, providing, and receiving encouragement, comparisons, and competitions) of app-specific communities and existing social networking platforms that were most valuable in facilitating physical activity.

Methods: A cross-sectional web-based survey was conducted. Participants were 1432 adults (mean age 34.1 years, 1256/1432, 88.00% female) who completed measures assessing physical activity, the use of commercial physical activity apps, and engagement with app-specific communities and existing social networking platforms.

Results: Overall, 53.14% (761/1432) of the sample reported engaging with a commercial physical activity app. The most commonly used apps were Fitbit (171/761, 22.5%), Strava (130/761, 17.1%), and Garmin (102/761, 13.4%). The use of physical activity apps was significantly associated with physical activity. Notably, the use of app-specific communities and existing social networking platforms facilitated significantly greater engagement in physical activity. The features of app-specific communities that were most beneficial in promoting engagement in physical activity were providing encouragement to a partner, receiving encouragement from close friends and family, and engaging in competitions with members of public app-specific communities. In relation to existing social networking platforms, sharing physical activity posts predicted engagement in physical activity.

Conclusions: The findings indicate that app-specific communities and existing social networking platforms are components of apps that are fundamental in facilitating physical activity. They further suggest that commercial physical activity apps afford high population level reach and hold great potential to promote engagement in physical activity, an important public health consideration.

(J Med Internet Res 2020;22(6):e17152) doi:10.2196/17152
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Introduction

Background

Physical activity confers many health benefits, including a reduced risk of cardiovascular disease, hypertension, osteoporosis, diabetes mellitus, obesity, mental illness, and premature mortality [1-3]. Despite this, globally, 1.4 billion adults (28%) are not meeting physical activity guidelines (150 min of moderate to vigorous physical activity per week), a figure that continues to rise [4]. This highlights the need to develop scalable interventions to increase physical activity.

Physical activity mobile apps present an innovative approach to promote engagement in physical activity due to their widespread reach, accessibility, and convenience. Recently, there has been exponential growth in the availability of commercial physical activity apps (eg, Fitbit, Strava, and Garmin) [5]. However, much of the previous research examining physical activity apps has focused on apps developed by researchers as opposed to commercially available apps [6,7]. This presents a shortcoming of research to date, such that despite the accessibility and ubiquity of commercial apps, there is limited literature exploring their use and influence on physical activity. This indicates the need to gain greater insight into the use of commercial apps to ascertain their capacity to increase levels of physical activity and, thus, improve public health.

A growing body of research examining the content of commercial apps has identified that social features are an increasingly ubiquitous component [6,8-10]. That is, many commercial apps incorporate app-specific communities, allowing users to interact with other app users by sharing physical activity data, receiving or providing encouragement (eg, likes and comments), and engaging in competitions or comparisons [8]. However, to date, there has been little examination of app-specific communities, and, in particular, the association between engagement with the features of these communities (eg, sharing and competitions) and physical activity. Insights into app-specific communities is important to ascertain their value in promoting engagement in physical activity and crucial for the development of future physical activity interventions.

Content analyses of commercial apps have identified that many physical activity apps also have the capacity to connect to existing social networking platforms such as Facebook or Instagram [6,8-10]. This has been suggested to be an important component of an app, given that a recent review [7] identified that the use of existing social networking platforms in conjunction with apps enhances engagement [11]. However, the review [7] also documented that this research area is in its infancy, and there is a need to gain greater insights into how to optimally harness existing social networking platforms in conjunction with physical activity apps. This requires identifying the features of existing social networking platforms (eg, social interaction and comparisons) that are associated with app engagement and, thus, physical activity.

Objectives

To our knowledge, no previous study has comprehensively examined commercial physical activity apps and specifically, how the social components of these apps (app-specific communities or existing social networking platforms) may be associated with physical activity. This is important given the increasing prevalence of commercial physical activity apps together with the need to isolate components of apps that are linked to physical activity engagement. Thus, the first aim of this study was to gain a comprehensive understanding of the use of commercial physical activity apps and their relationship with physical activity. The second aim was to explore the value of app-specific communities and existing social networking platforms in facilitating physical activity. More specifically, we sought to ascertain the features of app-specific communities and existing social networking platforms that were used and how these were associated with frequency of app use and engagement in physical activity.

Methods

Study Design and Participants

A web-based cross-sectional survey was conducted. Participants were recruited via the Discipline of Psychology’s web-based research participation system, paid Facebook advertising, and free advertisements placed on social networking platforms (eg, Facebook, Instagram, and Twitter) for a study on Physical Activity and Online Social Networking. Ethical approval was obtained from the University Social and Behavioral Research Ethics Committee (protocol no. 8232). All participants provided informed consent electronically. Participants were adults, ≥18 years, and proficient in English.

Procedure

Participants completed a web-based survey through the Qualtrics platform between February and April 2019. The survey took approximately 30 min to complete and incorporated the measures listed below in the order of presentation. As a token of appreciation, participants could enter a raffle to win 1 of 5 AUD $25 (USD $15) shopping gift vouchers.

Measures

Demographics

Participants were invited to report their age, gender identity, and ethnicity.

Regular Structured Physical Activity

Regular structured physical activity was assessed following the methods of Prichard and Tiggemann [12]. Participants were invited to self-report the type, duration, and frequency of structured physical activity or sports they generally engaged in on a weekly basis. The total number of minutes of physical activity engaged in per week was then calculated by multiplying each activity’s frequency by its duration. Separate physical activity totals were calculated according to the type of physical activity listed, specifically individual physical activities (eg, walking or running), gym-based activities (eg, gym classes), or sports-based activities (eg, netball or football).
**Current Physical Activity App Use**

Participants were asked to self-report their current use of physical activity apps, defined as apps that have the capacity to track or monitor physical activity (eg, steps or distance) or provide guided training or workouts. In particular, participants were asked to self-report using an open-ended response format, the name of the physical activity app they were currently using most frequently (main physical activity app, eg, Strava), the physical activity or sport they were using the app for, and their level of engagement with the app (number of times used per week). The apps were categorized according to their capabilities, including tracking, providing guided workouts, tracking plus providing guided workouts, or other (eg, scheduling gym classes or immersive games). The types of physical activity the apps were used for were classified as all daily activities, individual activities (eg, running, cycling, or walking), group-based activities (eg, netball, soccer, or football), gym-based activities (eg, fitness classes or personal training), or a combination of different activities (individual, group-based and gym-based activities).

**Engagement With an App-Specific Community**

In relation to the main physical activity app participants were currently using, they were asked to self-report their engagement with the features of the app-specific community. This included specifying how frequently on a 6-point Likert scale ranging from 0 (never) to 5 (very often) they engaged with specific features of the app community, such as sharing physical activity posts, liking and/or providing positive comments on others’ posts, receiving likes and/or positive comments, comparing their physical activity performance with others, and engaging in competitions. Furthermore, participants were asked to indicate the frequency that they engaged with the aforementioned features with specific members of their app community, including partners, family, close friends, peers, public app-specific community members, and work colleagues. Example items include *Within the main physical activity app you are currently using, how often do you share posts relating to your physical activity performance with a partner? and Within the main physical activity app you are currently using, how often do you Like/Kudos/Cheer and/or provide positive comments on physical activity posts from close friends?* As the networks within each feature were highly correlated (α=.74), a composite score was calculated for the use of each specific feature of the app community (eg, sharing) across the different networks (eg, peers and family) while also examining the independent influence of engaging with specific networks in relation to each feature.

Participants who specified that the main physical activity app they were using incorporated an app-specific community but reported that they did not engage with it were provided with an open-ended question to determine the underlying rationale for this. Preliminary themes were established by the first author, and the responses were subsequently categorized by 2 independent coders.

**Engagement With Existing Social Networking Platforms in Relation to Physical Activity**

Participants were also asked to self-report their physical activity-related use of existing social networking platforms on measures developed for this study. Specifically, participants were asked to specify on a 6-point Likert scale how frequently (from never=0 to very often=5) they share physical activity posts, like and/or provide positive comments on others’ posts, receive likes and/or positive comments, and compare their physical activity performance with others’ physical activity posts on Facebook, Instagram, and Twitter (plus the option to specify other platform(s)). Example items included *How often do you share physical activity posts on the following social networking platforms? and How often do you like and/or provide positive comments on physical activity posts from other people on the following social networking platforms?* A composite score was calculated for the use of each specific feature (eg, sharing) across the different social networking platforms (eg, Facebook and Instagram).

**Statistical Analysis**

Data were analyzed using Statistical Package for the Social Sciences version 25 (IBM, Corp). Significance for all analyses was set at *P*<.05 (2-tailed). Overall, the study variables (with the exception of app engagement) did not deviate substantially from normality based on skewness, kurtosis, or histogram examination. Therefore, parametric tests were used for all analyses, except those that included the variable app engagement for which a nonparametric test (Kruskal-Wallis test) was used.

Descriptive statistics were used to generate demographic information. A series of independent samples *t* tests and chi-square analyses were conducted to determine differences between app users and nonusers in age, gender identity, ethnicity, and minutes of physical activity per week. Chi-square analyses were used to identify differences in app use (ie, the most commonly used apps, the capabilities of the apps used, and the activity app is used for) based on demographics (age and gender identity). A Kruskal-Wallis test with pairwise comparisons using the Dunn-Bonferroni correction was conducted to examine the relationship between app engagement (frequency of app use per week) and physical activity.

Kruskal-Wallis tests were also conducted to examine the relationships between the use of specific features of app-specific communities and app engagement among app users. In addition, 1-way analyses of variance were performed to determine differences in engagement with features of app-specific communities based on age, capabilities of the app used, and activity the app was used for, but not for gender identity (because of the small proportion of men). The aforementioned analyses were repeated using specific features of existing social networking platforms. Independent samples *t* tests and chi-square analyses were also used to determine differences between users and nonusers of the app-specific communities and existing social networking platforms.

Finally, a multiple linear regression was conducted to explore the predictors of physical activity among app users. The regression model incorporated the frequency of app usage and...
all features of both app-specific communities (including specific networks) and existing social networking platforms. Demographic characteristics (age, gender identity, and ethnicity) were incorporated as control variables.

**Results**

**Sample**

In total, 1640 individuals began the survey, 208 of whom did not complete it (a response rate of 87.3%), resulting in a final sample of 1432 participants. The sample had a mean age of 34.1 years (range 18-83 years) and comprised predominately female participants (1256/1432, 88.00%). Overall, the sample engaged in high levels of structured physical activity (mean 266.8 min per week, SD 219.8), and 53.14% (761/1432) reported currently engaging with a physical activity app. Table 1 presents the demographic characteristics of app users and nonusers. There were no significant differences between the 2 groups (app users and nonusers) in relation to age, gender identity, or ethnicity. However, app users engaged in significantly more structured physical activity per week than nonusers (Table 1). Overall, among those who reported engaging in physical activity, participants predominately engaged in individual physical activities (eg, walking or running, 619/858, 72.2%), followed by gym-based activities (eg, gym classes, 324/620, 52.2%), and sports-based activities (eg, netball or football, 88/324, 27.2%). This did not differ based on whether participants used an app. Relatedly, participants spent the most time engaging in individual activities per week (mean 133.6 min, SD 176.5), followed by sports-based activities (mean 113.5 min, SD 110.7), and gym-based activities (mean 83.2 min, SD 94.9). Again, this was consistent across app users and nonusers (Table 1).

**Physical Activity App Use**

Multimedia Appendix 1 presents the physical activity apps that were most commonly used. Fitbit (171/761, 22.5%), followed by Strava (130/761, 17.1%) and Garmin (102/761, 13.4%) were the most popular apps, and this did not differ by age or gender identity. Participants most commonly engaged with apps that had the capacity to exclusively track behaviors and predominately used apps for individual activities (eg, running or walking). This was consistent across age and gender identities.

The greatest proportion of participants reported using their physical activity app on 7 occasions per week (296/761, 39.0%), followed by use on 3 occasions (102/761, 13.4%) and more than 7 occasions (70/761, 9.2%) per week. A Kruskal-Wallis Test comparing weekly physical activity duration revealed a statistically significant difference (P=.006) across levels of app usage. Specifically, pairwise comparisons identified that participants who used the app on 6 occasions per week engaged in significantly higher levels of structured physical activity (median 491.9 min) than those who used the app on 2 occasions per week (median 297.4 min; P=.003). Overall, participants

---

**Table 1.** Sample characteristics of physical activity app users and nonusers (n=1432).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>App users (n=761)</th>
<th>Nonusers (n=671)</th>
<th>P value&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Effect size, Φ</th>
<th>Effect size, Cohen d</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18-25</td>
<td>243 (32.0)</td>
<td>257 (38.3)</td>
<td>.42</td>
<td>0.12</td>
<td>N/A&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td>&gt;25-30</td>
<td>115 (15.0)</td>
<td>76 (11.4)</td>
<td>.94</td>
<td>0.006</td>
<td>N/A</td>
</tr>
<tr>
<td>&gt;30-40</td>
<td>190 (25.0)</td>
<td>119 (17.7)</td>
<td>.67</td>
<td>0.05</td>
<td>N/A</td>
</tr>
<tr>
<td>&gt;40</td>
<td>208 (27.3)</td>
<td>214 (31.9)</td>
<td>.67</td>
<td>0.05</td>
<td>N/A</td>
</tr>
<tr>
<td>Gender identity, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>668 (88.0)</td>
<td>588 (88.0)</td>
<td>.67</td>
<td>0.05</td>
<td>N/A</td>
</tr>
<tr>
<td>Male</td>
<td>84 (11.0)</td>
<td>73 (11.0)</td>
<td>.67</td>
<td>0.05</td>
<td>N/A</td>
</tr>
<tr>
<td>Ethnicity, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>682 (89.6)</td>
<td>581 (86.6)</td>
<td>.67</td>
<td>0.05</td>
<td>N/A</td>
</tr>
<tr>
<td>Asian</td>
<td>35 (4.6)</td>
<td>37 (5.5)</td>
<td>.67</td>
<td>0.05</td>
<td>N/A</td>
</tr>
<tr>
<td>Indian</td>
<td>10 (1.3)</td>
<td>13 (1.9)</td>
<td>.67</td>
<td>0.05</td>
<td>N/A</td>
</tr>
<tr>
<td>Other</td>
<td>34 (4.5)</td>
<td>40 (6.0)</td>
<td>.67</td>
<td>0.05</td>
<td>N/A</td>
</tr>
<tr>
<td>Structured physical activity (min per week), mean (SD)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Overall structured physical activity</td>
<td>309.0 (214)</td>
<td>219.0 (216)</td>
<td>&lt;.001</td>
<td>N/A</td>
<td>0.42</td>
</tr>
<tr>
<td>Individual activities (n=858)</td>
<td>141.9 (179.4)</td>
<td>120.6 (171.3)</td>
<td>.21</td>
<td>N/A</td>
<td>0.08</td>
</tr>
<tr>
<td>Sport-based activities (n=324)</td>
<td>115.5 (120.4)</td>
<td>110.7 (96.4)</td>
<td>.61</td>
<td>N/A</td>
<td>0.06</td>
</tr>
<tr>
<td>Gym-based activities (n=620)</td>
<td>77.4 (79.8)</td>
<td>92.8 (115.3)</td>
<td>.23</td>
<td>N/A</td>
<td>0.09</td>
</tr>
</tbody>
</table>

<sup>a</sup> Statistical significance is represented by P<.05.

<sup>b</sup> N/A: not applicable.
who used an app 6 times per week engaged in the highest levels of structured physical activity.

**Use of Social Components of Physical Activity Apps**

Among app users, 3.4% (26/761) used app-specific communities exclusively, 59.9% (456/761) used existing social networking platforms exclusively, and 22.0% (167/761) used both app-specific communities and existing social networking platforms. This did not differ significantly by age, gender identity, ethnicity, capabilities of the app used (eg, tracking), the type of physical activity the app was used for, or frequency of app usage per week.

**Physical Activity App Use in Conjunction With an App-Specific Community**

Among app users, 59.0% (447/761) reported that the physical activity app they were currently using incorporated an app-specific community. Of these, 43.1% (193/447) reported engaging with the community. Participants who reported engaging with the app-specific communities predominantly used Strava (80/193, 41.5%), Fitbit (40/193, 20.7%), and Garmin (13/193, 6.7%). Table 2 shows that the distribution of age was significantly different between app community users and nonusers. Specifically, app community users were predominately >30 years. App community users also engaged in significantly more structured physical activity per week than nonusers ($t_{445}=2.62; P=.009; d=0.25$). However, there were no significant differences between users and nonusers of the app-specific community in relation to gender identity, ethnicity, capabilities of the app used (eg, tracking), the type of physical activity the app was used for, or app usage per week. Among participants who reported not engaging with the app-specific community (254/447, 57.0%), the reasons identified were privacy or security concerns, negative attitudes toward the use of the community, considered unnecessary, lack of support, beliefs regarding the nature of physical activity, disinterest in others’ physical activity performance, and use of an alternative social network. Of these, the most commonly cited reasons were that the use of the community was considered unnecessary (83/249, 33.4%), disinterest in others’ physical activity performance (50/246, 20.3%), and privacy or security concerns (43/246, 17.5%). Among participants who engaged with the app-specific community (n=193), users most frequently used features that allowed the sharing of physical activity performance, providing encouragement to others’ physical activity posts (eg, likes or positive comments), and receiving encouragement on one’s own posts. These features were most frequently reported to be used with networks that were close friends or peers. There were no significant differences in engagement with features of app-specific communities across age, levels of app usage or according to capabilities of the app used, or the activity the app was used for.
Table 2. Sample characteristics of app-specific community users and nonusers (n=447).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Community users (n=193)</th>
<th>Nonusers (n=254)</th>
<th>P value(^a)</th>
<th>Effect size, Φ</th>
<th>Effect size, Cohen d</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age (years), n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18-25</td>
<td>34 (17.7)</td>
<td>77 (30.4)</td>
<td>.005</td>
<td>0.16</td>
<td>N/A(^b)</td>
</tr>
<tr>
<td>&gt;25-30</td>
<td>29 (15.1)</td>
<td>46 (18.2)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&gt;30-40</td>
<td>59 (30.6)</td>
<td>65 (25.7)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&gt;40</td>
<td>70 (36.2)</td>
<td>65 (25.7)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Gender identity, n (%)</strong></td>
<td></td>
<td></td>
<td>.05</td>
<td>0.09</td>
<td>N/A</td>
</tr>
<tr>
<td>Female</td>
<td>159 (82.4)</td>
<td>229 (90.2)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>29 (15.0)</td>
<td>24 (9.4)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Ethnicity, n (%)</strong></td>
<td></td>
<td></td>
<td>.45</td>
<td>0.11</td>
<td>N/A</td>
</tr>
<tr>
<td>White</td>
<td>177 (91.7)</td>
<td>231 (90.9)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asian</td>
<td>9 (4.7)</td>
<td>9 (3.5)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Indian</td>
<td>2 (1.0)</td>
<td>4 (1.6)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>5 (2.6)</td>
<td>10 (4.0)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Structured physical activity (min per week), mean (SD)</strong></td>
<td>357.6 (217.7)</td>
<td>305.4 (196.3)</td>
<td>.009</td>
<td>N/A</td>
<td>0.25</td>
</tr>
<tr>
<td><strong>Type of app, n (%)</strong></td>
<td></td>
<td></td>
<td>.26</td>
<td>0.09</td>
<td>N/A</td>
</tr>
<tr>
<td>Tracking</td>
<td>184 (95.3)</td>
<td>234 (92.1)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Guided workouts</td>
<td>5 (2.6)</td>
<td>14 (5.5)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tracking and workouts</td>
<td>3 (1.6)</td>
<td>2 (0.8)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Other (booking classes or immersive games)</td>
<td>1 (0.5)</td>
<td>4 (1.6)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Physical activity app is used for, n (%)</strong></td>
<td></td>
<td></td>
<td>.23</td>
<td>0.11</td>
<td>N/A</td>
</tr>
<tr>
<td>All daily activity</td>
<td>18 (9.3)</td>
<td>39 (15.3)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Individual activities</td>
<td>154 (80.0)</td>
<td>184 (72.4)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Group-based activities</td>
<td>0 (0.0)</td>
<td>1 (0.4)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gym-based activities</td>
<td>10 (5.2)</td>
<td>18 (7.1)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Combination of individual and group-based and gym-based activities</td>
<td>6 (3.1)</td>
<td>6 (2.4)</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

\(^a\)Statistical significance is represented by \(P<.05\).
\(^b\)N/A: not applicable.

Physical Activity App Use in Conjunction With Existing Social Networking Platforms

Among app users, 82.0% (624/761) reported using existing social networking platforms (Facebook, Instagram, or Twitter) in relation to physical activity. There were no significant differences between users and nonusers of existing social networking platforms in relation to age, gender identity, or ethnicity. Participants who used existing social networking platforms engaged in significantly more structured physical activity than those who did not (t\(_{1672}=2.9\); \(P=0.004\); \(d=0.44\)). The features of existing social networking platforms that were most frequently used were providing encouragement on others’ physical activity posts, followed by receiving encouragement on one’s own physical activity posts (eg, likes or comments). Notably, there were significant differences in the frequency of engagement with features of existing social networking platforms based on age, both in terms of sharing physical activity posts (\(F_{3,666}=5.37\); \(P=0.001\)) and engaging in comparisons (\(F_{3,666}=19.0\); \(P<.001\)). Specifically, participants aged 18-25 years shared posts to existing social networking platforms significantly less frequently than all other age groups. In addition, participants >40 years made significantly fewer comparisons relative to all other age groups. However, there were no significant differences in the frequency of engagement with features of existing social networking platforms across the frequency of app usage or according to the capabilities of the app used, or the activity the app was used for.

Exploring Predictors of Physical Activity

The regression model accounted for 42.6% of the variance in structured physical activity (\(R^2=0.426\)) and was significant (\(F_{38,96}=1.87\); \(P<.01\)). The following variables were significant positive predictors of structured physical activity: frequency of...
were significant negative predictors of structured physical activity: sharing physical activity posts with a partner (β=-.40; P=.007), providing encouragement to close friends (β=-.57; P=.01), receiving encouragement from members of a public app-specific community (β=-.35; P=.04), and engaging in competitions with a partner (β=-.30; P=.04, Table 3).
Table 3. Multiple regression analysis examining predictors of structured physical activity among app users (n=761).

<table>
<thead>
<tr>
<th>Variable</th>
<th>β</th>
<th>t test</th>
<th>P value</th>
<th>App-specific communities</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender identity</td>
<td>-.05</td>
<td>-.62</td>
<td>.53</td>
<td></td>
</tr>
<tr>
<td>Age</td>
<td>-.02</td>
<td>-.24</td>
<td>.81</td>
<td></td>
</tr>
<tr>
<td>Ethnicity</td>
<td>-.05</td>
<td>-.48</td>
<td>.63</td>
<td></td>
</tr>
<tr>
<td>App engagement (frequency)</td>
<td>.25</td>
<td>2.64</td>
<td>.009</td>
<td></td>
</tr>
<tr>
<td><strong>App-specific communities</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Sharing posts</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Partner</td>
<td>-.40</td>
<td>-2.74</td>
<td>.007</td>
<td></td>
</tr>
<tr>
<td>Family</td>
<td>-.18</td>
<td>-1.09</td>
<td>.28</td>
<td></td>
</tr>
<tr>
<td>Close friends</td>
<td>.08</td>
<td>0.50</td>
<td>.62</td>
<td></td>
</tr>
<tr>
<td>Peers</td>
<td>.02</td>
<td>0.14</td>
<td>.88</td>
<td></td>
</tr>
<tr>
<td>Public app community</td>
<td>-.02</td>
<td>-0.16</td>
<td>.87</td>
<td></td>
</tr>
<tr>
<td>Colleagues</td>
<td>-.15</td>
<td>-1.24</td>
<td>.21</td>
<td></td>
</tr>
<tr>
<td><strong>Providing encouragement</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Partner</td>
<td>.52</td>
<td>2.90</td>
<td>.005</td>
<td></td>
</tr>
<tr>
<td>Family</td>
<td>-.08</td>
<td>-0.45</td>
<td>.64</td>
<td></td>
</tr>
<tr>
<td>Close friends</td>
<td>-.57</td>
<td>-2.50</td>
<td>.01</td>
<td></td>
</tr>
<tr>
<td>Peers</td>
<td>.19</td>
<td>0.96</td>
<td>.34</td>
<td></td>
</tr>
<tr>
<td>Public app community</td>
<td>.29</td>
<td>1.97</td>
<td>.05</td>
<td></td>
</tr>
<tr>
<td>Colleagues</td>
<td>.10</td>
<td>0.53</td>
<td>.59</td>
<td></td>
</tr>
<tr>
<td><strong>Receiving encouragement</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Partner</td>
<td>-.14</td>
<td>-0.84</td>
<td>.40</td>
<td></td>
</tr>
<tr>
<td>Family</td>
<td>.48</td>
<td>2.28</td>
<td>.02</td>
<td></td>
</tr>
<tr>
<td>Close friends</td>
<td>.59</td>
<td>2.41</td>
<td>.01</td>
<td></td>
</tr>
<tr>
<td>Peers</td>
<td>.01</td>
<td>0.07</td>
<td>.94</td>
<td></td>
</tr>
<tr>
<td>Public app community</td>
<td>-.35</td>
<td>-1.98</td>
<td>.04</td>
<td></td>
</tr>
<tr>
<td>Colleagues</td>
<td>-.15</td>
<td>-0.81</td>
<td>.41</td>
<td></td>
</tr>
<tr>
<td><strong>Engagement in competitions</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Partner</td>
<td>-.30</td>
<td>-2.0</td>
<td>.04</td>
<td></td>
</tr>
<tr>
<td>Family</td>
<td>-.06</td>
<td>-0.40</td>
<td>.69</td>
<td></td>
</tr>
<tr>
<td>Close friends</td>
<td>-.16</td>
<td>-1.16</td>
<td>.24</td>
<td></td>
</tr>
<tr>
<td>Peers</td>
<td>-.18</td>
<td>-1.25</td>
<td>.21</td>
<td></td>
</tr>
<tr>
<td>Public app community</td>
<td>.38</td>
<td>3.27</td>
<td>.001</td>
<td></td>
</tr>
<tr>
<td>Colleagues</td>
<td>-.07</td>
<td>-0.55</td>
<td>.57</td>
<td></td>
</tr>
<tr>
<td><strong>Engagement in comparisons</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Partner</td>
<td>.15</td>
<td>0.93</td>
<td>.35</td>
<td></td>
</tr>
<tr>
<td>Family</td>
<td>-.04</td>
<td>-0.24</td>
<td>.81</td>
<td></td>
</tr>
<tr>
<td>Close friends</td>
<td>-.17</td>
<td>-1.05</td>
<td>.29</td>
<td></td>
</tr>
<tr>
<td>Peers</td>
<td>.15</td>
<td>0.93</td>
<td>.35</td>
<td></td>
</tr>
<tr>
<td>Public app community</td>
<td>.01</td>
<td>0.06</td>
<td>.94</td>
<td></td>
</tr>
<tr>
<td>Colleagues</td>
<td>.06</td>
<td>0.35</td>
<td>.72</td>
<td></td>
</tr>
<tr>
<td><strong>Existing social networking platforms</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sharing posts</td>
<td>.31</td>
<td>2.92</td>
<td>.004</td>
<td></td>
</tr>
</tbody>
</table>
Principal Findings
This study aimed to provide a comprehensive examination of the use of commercial physical activity apps and the relationship between app usage and physical activity. In addition, we sought to explore the use of social components of apps (app-specific communities and existing social networking platforms) and their value in facilitating engagement in physical activity. This study is timely, given the ubiquity of commercial physical activity apps coupled with the need to understand how specific components of these apps may be beneficial in facilitating physical activity.

Overall, the findings demonstrate that the use of physical activity apps is common, with over half of the participants reporting that they currently use a physical activity app. Our findings are consistent with Krebs and Duncan [13], who reported that in a large, diverse US sample (50% female), 58.2% had downloaded a health-related app, of which 52.8% used the app to track physical activity. This reflects both the omnipresence of commercial physical activity apps and their capacity to have high-population level reach. Notably, physical activity app users engaged in significantly more structured physical activity, consistent with findings from a previous study documenting that physical activity app users were 27% more likely to engage in physical activity than nonusers [14]. In this study, app users predominantly used Fitbit, Strava, and Garmin, with the primary function of these apps being to track or monitor behavior. This may explain the higher levels of physical activity among app users, given that self-monitoring is a behavior change technique consistently associated with increased physical activity [15,16].

These findings suggest that commercial physical activity apps may have great potential to influence physical activity. However, it must be acknowledged that the causality of the relationship between app use and physical activity is presently unclear, in that those who engage in high levels of physical activity may be attracted to apps to monitor their behavior. Longitudinal research examining app use and physical activity over time is needed to ascertain the direction of this relationship.

This study identified that participants most commonly engaged with physical activity apps on 7 occasions per week, and in line with previous research, the frequency of app usage was significantly associated with physical activity [11]. Interestingly, participants who used the apps on 6 occasions per week engaged in the highest duration (minutes) of structured physical activity per week. This indicates that relatively high app use is associated with high levels of physical activity, reflective of the previously cited dose-response relationship between app use and behavioral outcomes (eg, physical activity) [17]. The present findings further highlight that app usage is an important consideration in appropriately leveraging apps to promote engagement in physical activity. This emphasizes the importance of examining specific components of apps that may be harnessed to increase app usage, namely social components.

A novel aspect of this study was its comprehensive examination of the social components (app-specific communities and existing social networking platforms) of commercial physical activity apps. Interestingly, the use of the social components of apps differed markedly, such that most app users engaged exclusively with existing social networking platforms (in relation to physical activity, 456/761, 59.9%), whereas far fewer engaged with both app-specific communities and existing social networking platforms (167/761, 22.0%) or app-specific communities exclusively (26/761, 3.4%). This is perhaps not surprising given that existing social networking platforms are immensely popular, afford widespread reach, and achieve high levels of sustained engagement [18]. Age is another factor that may have contributed to the difference in the use of the social components of apps, such that users of app-specific communities were predominantly >30 years (66.8%); by contrast, age was not associated with the use of existing social networking platforms. This suggests that app-specific communities are most appropriate for a specific subgroup of the population (>30 years), whereas existing social networking platforms could be harnessed for the population more broadly. Relatedly, future research could consider examining other factors that may influence the use of app-specific communities and/or existing social networking platforms, such as one’s presence on social networking platforms (ie, those with vs without an established social networking presence).

Despite the differences in the usage of app-specific communities and existing social networking platforms, the social features across both were used similarly, with providing and receiving encouragement the most popular features. Interestingly, the findings also indicate that demographic characteristics may be linked to the likelihood that individuals will utilize specific features. For example, in relation to existing social networking platforms, those aged 18-25 years shared posts less frequently than all other age groups, whereas those aged >40 years engaged in comparisons less frequently relative to all other age groups. This is consistent with a recent review [19] of mobile health interventions documenting that preferences for social features that facilitated comparisons, competitions, or social support varied among participants and purported that this may be linked to individual differences (eg, competitiveness). When leveraging the features of social components of physical activity apps (eg, existing social networking platforms), a 1-size-fits-all approach is not appropriate, and individual differences must be considered. Future research may usefully extend this understanding by examining whether other individual difference

Discussion

### Variable

<table>
<thead>
<tr>
<th>Variable</th>
<th>β</th>
<th>t test</th>
<th>P value¹</th>
</tr>
</thead>
<tbody>
<tr>
<td>Providing encouragement</td>
<td>−.07</td>
<td>−0.63</td>
<td>.52</td>
</tr>
<tr>
<td>Receiving encouragement</td>
<td>.16</td>
<td>1.43</td>
<td>.15</td>
</tr>
<tr>
<td>Engagement in comparisons</td>
<td>.02</td>
<td>0.20</td>
<td>.83</td>
</tr>
</tbody>
</table>

¹Statistical significance is represented by P < .05.
factors such as psychological characteristics (competitiveness and social comparisons) may influence the use of specific features.

Notably, the use of app-specific communities and existing social networking platforms was associated with significantly higher engagement in structured physical activity. This is a novel finding given that it suggests that the social components of apps may play a fundamental role in facilitating engagement in physical activity. This may be attributed to the unique capacity of app-specific communities and existing social networking platforms to generate social support, an important determinant of engagement in physical activity. Another explanation is that individuals who engage in more physical activity have more content to share and are more likely to engage with the social components of apps, which, in turn, may foster supportive interactions. This study demonstrates the value of social components of apps in facilitating physical activity and the need to further examine app-specific communities and existing social networking platforms in future research.

Finally, the regression analysis revealed that the frequency of app usage was a significant predictor of structured physical activity, indicating the need to determine strategies that will facilitate app use. Interestingly, in relation to app-specific communities, providing encouragement to a partner, receiving encouragement from close friends and family, and engagement in competitions with members of public app-specific communities were positive predictors of physical activity. Conversely, sharing physical activity posts and engaging in competitions with a partner, providing encouragement to close friends, and receiving encouragement from members of public app-specific communities were negative predictors of physical activity. These findings indicate that receiving encouragement from strong ties (close friends and family) is beneficial in facilitating engagement in physical activity, whereas receiving encouragement from weak ties (public app-specific communities) is not. This is consistent with previous research showing that strong ties provide emotional support (encouragement, empathy) and an increased likelihood that one will initiate and maintain engagement in physical activity. Conversely, weak ties often only provide informational support (advice or suggestions), which is linked to improvements in health outcomes, and an increased likelihood that one will initiate and maintain engagement in physical activity. Conversely, weak ties often only provide informational support (advice or suggestions), which is linked to improvements in health outcomes, and an increased likelihood that one will initiate and maintain engagement in physical activity.

The regression analysis also showed that in relation to existing social networking platforms, sharing physical activity posts positively predicted engagement in physical activity. This is perhaps not surprising given that a recent study found that sharing posts related to tracked health information (eg, physical activity, sleep, or calories) to existing social networking platforms is positively associated with social support, and this, in turn, predicts engagement in the associated health behavior. This highlights the need for future research to further explore the use of existing social networking platforms in relation to physical activity apps and physical activity behavior. In addition, future studies could explore how different social networking environments (eg, network size or composition) may interact with apps to influence physical activity.

**Implications**

Our findings have important implications for informing the design of future app-based interventions. They demonstrate that commercial physical activity apps, in particular, those that facilitate self-monitoring (eg, Fitbit, Strava, and Garmin) hold great potential to promote engagement in physical activity. The convenience, accessibility, and affordability of commercial apps coupled with their capacity to facilitate physical activity highlight that future app-based interventions should harness commercial apps, as opposed to previous interventions that have predominately incorporated researcher-developed apps. The findings also indicate that the social components of apps are important in promoting physical activity and, thus, fundamental in the development of effective app-based interventions. More specifically, in relation to app-specific communities, receiving encouragement from close friends and family, providing encouragement to a partner, and engagement in competitions with members of public app-specific communities were shown to be the most beneficial features in facilitating physical activity and, thus, should be leveraged to maximize effectiveness. However, relatively few app users engaged with app-specific communities, with commonly cited barriers to using the communities, including disinterest and privacy or security concerns. Nevertheless, app-specific communities show great potential in facilitating physical activity, and thus, these barriers must be considered and overcome in the design of future apps and app-based interventions. The findings also suggest that existing social networking platforms are commonly used in relation to physical activity, and notably, sharing physical activity posts to these platforms predicts engagement in physical activity. Thus, existing social networking platforms will be an important component of future app-based interventions given their capacity to achieve high levels of use and promote engagement in physical activity.

This study also has important implications for guiding future research. Experimental evidence is now needed to isolate the influence of the social components of apps and their associated features on physical activity. Future research should also endeavor to ascertain the mechanisms (eg, social support and self-efficacy) underlying the capacity of app-specific communities and existing social networking platforms to
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facilitate physical activity. Finally, longitudinal research is needed to determine the value of app-specific communities and existing social networking platforms in promoting sustained app use, and thus prolonged engagement in physical activity.

Limitations
As with all studies, there are a number of limitations that need to be acknowledged. First, the sample consisted predominantly of white women, and the participants' origin (country/region) was unknown. These 2 sample characteristics limit the generalizability of the findings to the population more broadly. Nevertheless, app usage rates were similar to those previously reported in a large, diverse US sample [13]. Second, the sample as a whole engaged in high levels of structured physical activity, which may have resulted in under- or overreporting. In addition, the assessment of structured physical activity did not capture incidental physical activity, which is often recorded by apps that track or monitor daily or individual physical activities. Thus, future research should consider using accelerometer-derived measures of physical activity in conjunction with self-report measures that have the capacity to capture both structured and incidental physical activity. Finally, there are a number of factors that may influence app use and/or the association between app use and physical activity such as socioeconomic status (SES), fitness device ownership, and overall engagement with the app-specific community, which were not measured in this study. Many physical activity apps are often used in conjunction with fitness devices (eg, Fitbits and Apple Watches), which may be too expensive for some individuals. As such, future research could examine potential interactions between SES, fitness device ownership, app use, and physical activity.

Conclusions
Notwithstanding these limitations, this study provides an important contribution to existing literature by comprehensively exploring the use of commercial physical activity apps and their associated social components in a large cross-sectional sample. The findings indicated that the use of commercial physical activity apps facilitates engagement in physical activity and, therefore, have great potential to disseminate scalable interventions to improve health behavior. This study also provided a nuanced insight into app-specific communities and existing social networking platforms, identifying that they are components of apps that are valuable in promoting physical activity, and should be harnessed in the development of future app-based interventions. Together, these findings highlight the importance of further examining the social components of apps and gaining an understanding of the mechanisms underlying their influence on physical activity. In so doing, this study has demonstrated that commercial physical activity apps afford high population level reach and hold great potential to facilitate engagement in physical activity. Thus, future interventions aimed at increasing physical activity should further explore commercial physical activity apps and their associated social components.
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Abstract

Background: Both body mass index (BMI) and the perceived importance of health have received a lot of attention, but few studies have fully investigated the interaction of their effects on health behaviors.

Objective: This study investigates the effects of BMI and the perceived importance of health on health behaviors (patterns of eating, sleeping, and exercising) among college students in Taiwan.

Methods: A survey was conducted with 334 students to assess their perception of the importance of health (using indicators) and their health behavior (using the Health Behaviors Scale). Respondent BMI was calculated from self-reported body weight and height. Descriptive statistical analysis, independent t test analysis, two-way analysis of variance (ANOVA), and one-way ANOVA were conducted.

Results: The results showed a significant difference between genders in health behaviors among college students (eating: \(t_{332}=2.17, p=.03\); exercise: \(t_{332}=5.57, p<.001\); sleep: \(t_{332}=2.58, p=.01\)). Moreover, there was an interaction between BMI and perception (of the importance of health) for exercise behaviors \(F_{2,328}=3.50, p=.03\), but not for eating behaviors \(F_{2,328}=0.12, p=.89\) or sleep behaviors \(F_{2,328}=1.64, p=.20\).

Conclusions: This study establishes, for the first time, the interaction of BMI and the perceived importance of health on health behaviors. The perception of health was found to have a significant effect on exercise behaviors. Thus, the perception of health plays a significant role in the exercise behaviors of college students in Taiwan. This finding provides researchers, policy makers, and practitioners with evidence, and consequently, opportunities for focusing on preventive actions. The findings suggest that increasing the importance of health in the perception of college students, should be the focus of efforts to help students exercise more regularly.

(J Med Internet Res 2020;22(6):e17640) doi:10.2196/17640
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Introduction

Both identity and health habits are formed during a young person’s transition from adolescence to adulthood [1]. The period during which one attends college is the ideal time to establish positive healthy behavior and eliminate unhealthy ones [2]. Although these years provide personal freedom and opportunities for new experiences, there is also the potential to adopt unhealthy and risky behavior [3]. Common health issues that affect young people at the start of college are poor sleep quality and lack of sleep [4]. In particular, students in the first year of college face several stressors and experience changes in their dietary and exercise patterns [5]. In its 2018 annual report, Taiwan’s Health Promotion Administration highlighted the increase in the number of overweight and obese students over 18 years of age [6]. The findings of their Changes in
National Nutrition and Health Survey suggest the need for a deeper understanding of the health behaviors of Taiwanese college students [6].

Healthy behavior, such as making good dietary choices, exercising regularly, and maintaining regular sleep patterns, consists of positive actions that maintain or enhance health [7]. In general, healthy eating, sleeping, and exercise habits are each related to individual factors [8]. Scholars have argued that the perception that health is important prompts an individual to adopt a health-promoting lifestyle [9]. Previous studies have shown that individuals who place the utmost importance on health tend to adopt healthy behavior with respect to diet and nutrition, exercise [7-9], and sleep [7,8].

The link between body mass index (BMI) and health behaviors has also been the focus of research. Diet-related behaviors [10], dietary fat intake, amount of physical activity, amount of sedentary leisure time [11], and unhealthy behaviors [12] were all found to be associated with BMI. Students with a low BMI were less likely to snack and more likely to eat breakfast regularly [13]. In contrast, a high BMI was associated with unhealthy dietary patterns [14], eating irregularly [15], or eating a diet low in fiber-density [16]. Obesity and being overweight have been associated with being less likely to exercise regularly [17]. A U-shaped curvilinear association was found between sleep duration and BMI [18]—being overweight [19] or being underweight [20] was associated with poor sleep quality.

The roles of BMI and the perceived importance of health have received a lot of attention, but few studies have fully investigated the interaction of their effects on health behaviors. Because an in-depth study of these aspects would be useful in guiding the development of an effective educational program that promotes healthy behavior among college students, the aim of this study was to investigate the interaction of their effects. We hypothesize that there is an interaction between the effects of the perceived importance of health and BMI on the health behaviors of college students. Additionally, we hypothesize there is a difference between male and female health behaviors. Gender has been found to be a strong predictor of health behaviors [21] and studies have shown that female college students are more likely than male college students to have poor eating habits [22,23], poor exercise habits [23], and poor sleep habits [8].

Methods

Respondents

A questionnaire was administered to 360 college students from 12 colleges of which 334 valid questionnaires were returned (334/360, 92.8%). Of the total respondents, 50.0% were male (167/334) and 50.0% were female (167/334); 47.9% (160/334) attended college in the northern region, 23.1% (77/334) attended college in the central region, and 29.0% (97/334) attended college in the southern region of Taiwan; and the mean age was 20.70 (SD 1.35) years.

Questionnaire

Data collected through the questionnaire included age, gender, height, weight, an item indicating perceived importance of health, and the 12-item Health Behaviors Scale. Using the reference standard of Taiwan’s Ministry of Health and Welfare [24], respondents were classified into three groups according to their BMI: values less than 18.5, values under 24 and greater than or equal to 18.5, and values greater than or equal to 24.

To assess respondents’ perceived importance of health, we employed an item designed by Beser et al [9]. The degree of importance assigned to health was measured by a 5-point Likert scale ranging from “none” (coded as 1) to “very much” (coded as 5) in response to the question: “To what degree do you give importance to your health?” [9]. To avoid group divisions that were not meaningful, respondents were classified into two groups according to their scores: scores less than or equal to 3 (low importance) and scores greater than or equal to 4 (high importance).

The respondents’ health behaviors were evaluated using Chiang et al’s [8] Health Behaviors Scale which consists of 12 items that address three aspects of health behavior: exercise (four items), eating (four items), and sleep behaviors (four items). Using item analysis, exploratory factor analysis, and confirmatory factor analysis, Chiang et al [8] showed that the Health Behaviors Scale is a valid and reliable measure of health behaviors for Taiwanese college students (Cronbach α=.83). Respondents answered the 12-item Health Behaviors Scale on a 5-point Likert scale with scores ranging from 1 (never) to 5 (always). Higher scores indicated that respondents have regular physical activity and exercise, healthy eating habits, healthy sleep habits, and good quality sleep. In terms of internal consistency, the exercise (Cronbach α=.79), eating (Cronbach α=.77), and sleep (Cronbach α=.80) showed good reliability.

Data Analysis

Statistical analysis was performed using SPSS software (version 20.0; IBM Corp). First, for a better understanding of the respondents’ characteristics, descriptive statistical analysis was performed. Second, an independent t test (two-tailed) was used to identify if a gender difference in health behaviors existed. A P value less than .05 indicated that there was a statistically significant difference between genders. Finally, a two-way analysis of variance (ANOVA) was used to determine the effects of BMI and perceived importance of health on exercise, eating, and sleep behaviors among respondents. If the interaction of BMI and the perceived importance of health was significant (P<.05), then a one-way ANOVA was performed to assess the simple effects of the perceived importance of health and BMI.

Results

Descriptive Statistics

Table 1 presents a descriptive summary of each health behavior for the corresponding perceived importance of health and BMI groups. The mean scores were 13.46 (SD 3.06) for eating behaviors, 13.75 (SD 3.61) for exercise behaviors, and 10.66 (SD 3.56) for sleep behaviors.
Table 1. Descriptive summary for each health behavior by perceived importance of health and BMI.

<table>
<thead>
<tr>
<th>Respondent groupings, n (%)</th>
<th>Health behavior scores</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Eating, mean (SD)</td>
<td>Exercise, mean (SD)</td>
<td>Sleep, mean (SD)</td>
<td></td>
</tr>
<tr>
<td>Low perception of health importance</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BMI&lt;18.5</td>
<td>156 (100)</td>
<td>12.31 (2.98)</td>
<td>12.81 (3.41)</td>
<td>9.51 (3.21)</td>
</tr>
<tr>
<td>18.5≤BMI&lt;24</td>
<td>21 (13.5)</td>
<td>11.38 (2.78)</td>
<td>11.86 (3.77)</td>
<td>8.05 (2.29)</td>
</tr>
<tr>
<td>BMI≥24</td>
<td>88 (56.4)</td>
<td>12.32 (3.17)</td>
<td>13.25 (3.49)</td>
<td>9.57 (3.35)</td>
</tr>
<tr>
<td>High perception of health importance</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BMI&lt;18.5</td>
<td>178 (100)</td>
<td>14.47 (2.78)</td>
<td>14.57 (3.60)</td>
<td>11.67 (3.55)</td>
</tr>
<tr>
<td>18.5≤BMI&lt;24</td>
<td>20 (11.2)</td>
<td>13.75 (2.10)</td>
<td>11.90 (2.40)</td>
<td>11.70 (2.96)</td>
</tr>
<tr>
<td>BMI≥24</td>
<td>121 (68.0)</td>
<td>14.48 (2.66)</td>
<td>14.60 (3.62)</td>
<td>11.76 (3.69)</td>
</tr>
<tr>
<td>All</td>
<td>37 (20.8)</td>
<td>14.84 (3.40)</td>
<td>15.89 (3.32)</td>
<td>11.38 (3.43)</td>
</tr>
</tbody>
</table>

Gender Differences in Health Behaviors

Table 2 reveals gender differences in college students’ eating, exercise, and sleep behaviors indicating that male students have healthier eating behaviors ($P=.03$), better exercise habits ($P<.001$), and better sleep quality ($P=.01$) than female students.

Table 2. Health behavior scores showing gender differences.

<table>
<thead>
<tr>
<th>Health behaviors</th>
<th>Male (n=167)</th>
<th>Female (n=167)</th>
<th>t test (df)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Eating</td>
<td>13.83 (3.10)</td>
<td>13.10 (2.99)</td>
<td>2.17 (332)</td>
<td>.03</td>
</tr>
<tr>
<td>Exercise</td>
<td>14.80 (3.69)</td>
<td>12.69 (3.21)</td>
<td>5.57 (332)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Sleep</td>
<td>11.16 (3.51)</td>
<td>10.17 (3.54)</td>
<td>2.58 (332)</td>
<td>.01</td>
</tr>
</tbody>
</table>

Effects of BMI and Perceived Importance of Health on Eating, Exercise, and Sleep Behaviors

As shown in Table 3, for eating behaviors, there were statistically significant main effects for BMI ($F_{2,328}=3.66, P=.03$) and for the perceived importance of health ($F_{1,328}=29.44, P<.001$); however, the interaction effect between BMI and the perceived importance of health was not statistically significant ($F_{2,328}=12, P=.89$).

For exercise behaviors, there were statistically significant main effects for BMI ($F_{2,328}=6.91, P=.001$) and for the perceived importance of health ($F_{1,328}=14.66, P<.001$) as well as a statistically significant interaction between BMI and the perceived importance of health ($F_{2,328}=3.50, P=.03$).

For sleep behaviors, there was a statistically significant main effect for the perceived importance of health ($F_{1,328}=26.99, P<.001$); however, there was no statistically significant main effect for either BMI ($F_{2,328}=1.03, P=.36$) or the interaction between BMI and the perceived importance of health ($F_{2,328}=1.64, P=.20$).

As indicated by the simple effects analysis of the perceived importance of health and BMI on exercise behaviors shown in Table 4, respondents who considered health to be important and whose BMI was greater than or equal to 18.5 had significantly higher exercise behavior scores than respondents who did not consider health to be as important and whose BMI was greater than or equal to 18.5. In addition, respondents whose BMI was greater than or equal to 18.5 and who considered health to be important had significantly higher exercise behavior scores than respondents whose BMI was less than 18.5 and who considered health to be important.
Table 3. Statistical results of the two-way analysis of variance for the effects of perceived importance of health and BMI on health behaviors.

<table>
<thead>
<tr>
<th>Health behaviors</th>
<th>BMI</th>
<th>Importance of health</th>
<th>BMI × Importance of Health</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>F test (df)</td>
<td>P value</td>
<td>F test (df)</td>
</tr>
<tr>
<td>Eating</td>
<td>3.66 (2,328)</td>
<td>.03</td>
<td>29.44 (1,328)</td>
</tr>
<tr>
<td>Exercise</td>
<td>6.91 (2,328)</td>
<td>.001</td>
<td>14.66 (1,328)</td>
</tr>
<tr>
<td>Sleep</td>
<td>1.03 (2,328)</td>
<td>.36</td>
<td>26.99 (1,328)</td>
</tr>
</tbody>
</table>

Table 4. Simple effects of the perceived importance of health and BMI on exercise behaviors.

<table>
<thead>
<tr>
<th>Perception effect</th>
<th>Perception groups</th>
<th>Exercise behaviors scores, mean (SD)</th>
<th>P value</th>
<th>F test (df)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Low</td>
<td>High</td>
<td></td>
<td></td>
</tr>
<tr>
<td>BMI groups</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BMI&lt;18.5</td>
<td>11.86 (3.77)</td>
<td>11.90 (2.40)&lt;sup&gt;a,b&lt;/sup&gt;</td>
<td>.002</td>
<td>(1,39)</td>
</tr>
<tr>
<td>18.5≤BMI&lt;24</td>
<td>13.25 (3.49)</td>
<td>14.60 (3.62)&lt;sup&gt;a&lt;/sup&gt;</td>
<td>7.34</td>
<td>(1,207)</td>
</tr>
<tr>
<td>BMI≥24</td>
<td>12.43 (3.01)</td>
<td>15.89 (3.32)&lt;sup&gt;b&lt;/sup&gt;</td>
<td>25.03</td>
<td>(1,82)</td>
</tr>
<tr>
<td>BMI effect</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>F test (df)</td>
<td>1.87 (2,153)</td>
<td>8.72 (2,175)</td>
<td>N/A&lt;sup&gt;c&lt;/sup&gt;</td>
<td></td>
</tr>
<tr>
<td>P value</td>
<td>.16</td>
<td>&lt;.001</td>
<td>N/A&lt;sup&gt;c&lt;/sup&gt;</td>
<td></td>
</tr>
</tbody>
</table>

<sup>a</sup>Indicates belonging to the a pair, and statistically significant difference between the pairings (P=.006)
<sup>b</sup>Indicates belonging to the b pair, and statistically significant difference between the pairings (P<.001).
<sup>c</sup>N/A: Not applicable.

Discussion

Principal Findings

This study aimed to identify the interaction the effects of BMI and perceived importance of health on eating, exercise, and sleep behaviors. Moreover, there were significant gender differences in health behaviors among Taiwanese college students. Finally, there was an interaction between the effects of BMI and perceived importance of health for exercise behaviors, but not for eating or sleep behaviors. The effect of the perceived importance of health on exercise behavior was only true for those with BMI greater than 18.5; for underweight individuals, the perceived importance of health had no effect on exercise behaviors. Thus, the research hypothesis was partly supported.

Previous studies have found that being overweight is associated with physical inactivity and sedentary daily habits [17]. Thus, overweight and obese students may require encouragement to undertake physical activity. This study found an interaction between the effects of BMI and the perceived importance of health on exercise behaviors. College students with normal and above normal BMI who placed importance on health were more likely to exercise regularly than those with below normal BMI. Consistent with previous studies [7-9], we found the perceived importance of health plays a significant role in adopting healthy exercise behavior. Therefore, increasing the perception of health among overweight students may encourage them to participate more in physical activities.

This study found that the mean score of sleep behaviors was 10.66 (range 4-20). Previous studies have shown that college students have poor sleep quality and irregular sleeping habits [8,25,26]. College students with higher stress levels experience poor sleep quality [25,26]. Many health education programs are focused on improving knowledge and skills related to regular exercise and a healthy diet. However, sleep quality and problems related to sleep are overlooked [27]. School and government authorities need to be more proactive in designing appropriate sleep and stress management strategies to help college students improve their sleep quality and maintain positive sleep habits.

This study showed that male students have healthier eating behaviors, better exercise habits, and better sleep quality than female students supporting the findings of previous studies [8,22,23]. These results suggest that gender-specific eating, exercise, and sleep intervention programs for college students are necessary.

Finally, this study found that the interaction between the effects of BMI and perceived importance of health did not affect health behaviors related to eating and sleeping; however, the study also revealed that the eating behaviors of college students with different BMI show significant differences but sleep behaviors do not. College students with different levels of perceived importance of health also have significant differences in their eating and sleeping behaviors. These findings reveal that college students’ eating behaviors are influenced by their BMI and both eating and sleeping behaviors are influenced by perceived importance of health.
Limitations

The study sample consisted of respondents in a higher education setting and was restricted by age to college students and by place to Taiwan. Consequently, the findings should not be overgeneralized and must be interpreted with consideration of the sample’s homogeneity. Finally, the perceived importance of health was measured using only one item. Future studies should include respondents of different ages as well as develop further instruments to measure this construct (the perceived importance of health).

Conclusions

This study found that the interaction between the effects of BMI and the perceived importance of health does not affect the health behaviors of eating and sleeping. Previous studies have shown that college students’ choice to major in medicine and their self-rated health were related to their health behaviors [7,8]. Future studies should consider the effects of the interactions of these individual factors as well as BMI on eating and sleeping behaviors, to investigate how best to help students adopt regular eating habits and improve their sleep quality.

This study established, for the first time, the interaction between the effects of BMI and the perceived importance of health on health behaviors. This finding provides researchers, policy makers, and practitioners in the field with evidence and opportunities for focusing on preventive action. The findings of the study suggest that increasing the perceived importance of health should guide efforts to help students adopt better exercise habits. There were also significant gender differences in health behaviors among college students suggesting that health education practitioners should design gender-specific health behavior intervention programs for college students.
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Abstract

Background: There is currently a lack of comprehensive, intuitive, and usable formative evaluation frameworks for health information technology (HIT) implementations. We therefore sought to develop and apply such a framework. This study describes the Technology, People, Organizations, and Macroenvironmental factors (TPOM) framework we developed.

Objective: The aim was to develop and apply a formative evaluation framework for HIT implementations, highlighting interrelationships between identified dimensions and offering guidance for implementers.

Methods: We drew on an initial prototype framework developed as part of a literature review exploring factors for the effective implementation of HIT. In addition, we used qualitative data from three national formative evaluations of different HIT interventions (electronic health record, electronic prescribing, and clinical decision support functionality). The combined data set comprised 19 case studies of primarily hospital settings, and included 703 semistructured interviews, 663 hours of observations, and 864 documents gathered from a range of care settings across National Health Service (NHS) England and NHS Scotland. Data analysis took place over a period of 10 years and was guided by a framework informed by the existing evidence base.

Results: TPOM dimensions are intimately related and each include a number of subthemes that evaluators need to consider. Although technological functionalities are crucial in getting an initiative off the ground, system design needs to be cognizant of the accompanying social and organizational transformations required to ensure that technologies deliver the desired value for a variety of stakeholders. Wider structural changes, characterized by shifting policy landscapes and markets, influence technologies and the ways they are used by organizations and staff.

Conclusions: The TPOM framework supports formative evaluations of HIT implementation and digitally enabled transformation efforts. There is now a need for prospective application of the TPOM framework to determine its value.

(J Med Internet Res 2020;22(6):e15068) doi:10.2196/15068
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Introduction

Health systems worldwide are prioritizing the implementation of health information technology (HIT) in the quest to address some of health care’s greatest challenges, including aging populations living with long-term conditions, persistent variations in the quality of care, and rising health care costs [1,2]. Although there is general agreement that HIT has the potential to improve safety, quality, and efficiency [3], large-scale HIT implementations require significant upfront investment, benefits are likely to materialize slowly, and those
who put in most of the effort are often not those who benefit directly [4].

Such social and organizational challenges, which vary across contexts and technological functionalities, are often hard to navigate and predict for those managing change [5,6]. Despite efforts to identify success factors to guide implementation efforts, there is no simple recipe for success [7].

Formative evaluations can help to navigate these challenges. They can assist decision makers in moving from reactive to proactive strategies and identifying appropriate metrics to establish baselines and measure progress. In addition, they can help decision makers learn lessons more rapidly within the timeframe of a project life cycle [8-10]. Formative evaluations can identify emerging unintended consequences and thereby, for instance, help to avert potential adverse outcomes for patient safety (eg, those arising from shortcomings in design, implementation strategy, and work practices) [11,12]. Evaluators should ideally work closely with strategic decision makers to keep projects on track and identify potential risks and mitigation strategies as early as possible.

However, despite these potential benefits, there is limited expertise in health services in conducting such formative evaluations. Existing organizational implementation evaluations, if conducted at all, often take place after an implementation has gone wrong, and use suboptimal methodologies.

Evidence-based frameworks to guide organizations in conducting HIT implementation evaluations have the potential to be helpful. A number of health informatics scholars have recently recognized this gap and developed various frameworks, some of which are summarized in Table 1 [13-19]. Some factors, such as user engagement and leadership, are well established in the change management literature. Other factors, such as political and market dimensions, have more recently received increasing recognition in shaping HIT implementations. The proliferation of frameworks poses a challenge for implementers seeking to navigate the literature and this paper seeks to integrate these frameworks.

### Table 1. Examples of existing health information technology evaluation frameworks.

<table>
<thead>
<tr>
<th>Framework</th>
<th>Key characteristics</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nonadoption, abandonment, scale-up, spread, and sustainability (NASSS) framework</td>
<td>This framework includes the following domains: the condition or illness, the technology, the value proposition, the adopter system, the organization(s), the wider context, and the interaction and mutual adaptation between all these domains over time.</td>
<td>Greenhalgh et al [13]</td>
</tr>
<tr>
<td>Framework for Evaluation of Informatics Tools</td>
<td>This framework includes the following stages: specification and needs requirements, component development, integration of system into a clinical setting, and routine use of a system.</td>
<td>Kaufman et al [14]</td>
</tr>
<tr>
<td>Health Information Technology Evaluation Toolkit</td>
<td>This framework includes the following dimensions: articulating goals of the project, understanding stakeholders, and benefits measurement.</td>
<td>Cusack and Poon [15]</td>
</tr>
<tr>
<td>Health Information Systems: human, organization, and technology-fit factors (HOT-fit)</td>
<td>This framework focuses on the fit between technological, human, and organizational dimensions.</td>
<td>Yusof et al [16]</td>
</tr>
<tr>
<td>Health Information Technology Reference-based Evaluation Framework (HITREF)</td>
<td>This framework includes 6 dimensions: structural quality, functional quality, effects on quality processes, effects on outcome quality of care, unintended consequences, and barriers and facilitators.</td>
<td>Sockolow et al [18]</td>
</tr>
</tbody>
</table>

Based on over 10 years of experience, we set out to update current thinking about formative evaluation frameworks. Drawing on the existing literature, our aim was to develop and apply a formative evaluation framework for HIT implementations that would offer guidance for implementers. In this study, we will present our experiential conclusions and highlight interrelationships between identified dimensions.

### Methods

#### Description of the Data Set

We have led a series of qualitative, theoretically informed case studies of different HIT implementations in the context of national formative evaluations. These included electronic health records (EHRs), clinical decision support (CDS) systems, and a combination of CDS and computerized physician order entry (CPOE) systems [4,20,21]. Our ongoing involvement as principal investigators and researchers in these various formative evaluations provided a platform for understanding HIT implementation challenges.

Table 2 shows our data set, consisting of qualitative data collected between 2009 and 2018 by our research teams that included 11 social scientists. AS was the principal investigator on two of these projects [4,20], KC was the principal investigator on one [21], and RW was a senior adviser on all three [4,20,21]. We have published several papers from these evaluations, including both primary research and sets of evaluation recommendations based on the literature [4,20,21].

KC collected some primary data (approximately 100 interviews and 60 hours of observations on [20], 40 interviews on [4], and 14 interviews on [21]). The majority of case study sites (18 of 19) included hospital settings implementing EHR and CDS/CPOE functionality in the English National Health Service (NHS).
Table 2. Data set informing the development of the evaluation framework.

<table>
<thead>
<tr>
<th>Project</th>
<th>Data set</th>
<th>Timeline</th>
</tr>
</thead>
<tbody>
<tr>
<td>National evaluation of the implementation of electronic health records in secondary care in England</td>
<td>12 longitudinal qualitative case studies: 431 interviews, 590 hours of observations, 234 sets of field notes, and 809 documents</td>
<td>February 2009 to January 2011</td>
</tr>
<tr>
<td>National evaluation of the implementation of clinical decision support/computerized physician order entry systems in English hospitals</td>
<td>6 longitudinal qualitative case studies: 242 interviews, 32.5 hours of observations, and 55 documents</td>
<td>December 2011 to March 2016</td>
</tr>
<tr>
<td>National evaluation of a pilot decision support platform in Scottish primary care</td>
<td>30 interviews and 8 nonparticipant ethnographic observations</td>
<td>May 2018 to October 2018</td>
</tr>
</tbody>
</table>

Sampling Overview

We defined a case as an organization implementing relevant functionality within the boundaries of an organizational setting. We sampled hospitals for maximum variation in relation to geographical location, size, implementation strategy, technological systems, and governance structures [22].

We sampled individual participants through a combination of convenience and snowball approaches with key local gatekeepers facilitating initial contacts [23]. Participants in case study settings included representatives with varying degrees of seniority from a range of clinical professions (medical, nursing, pharmacy, and allied health care professionals), managerial, and IT support staff. We also collected data from relevant policymakers and system vendors, in order to gain insights into the wider market and policy dynamics in which local implementations took place.

Data Collection Overview

We collected data between February 2009 and October 2018. The majority of data consisted of digitally audio-recorded semistructured qualitative interviews (mainly face-to-face, some by telephone). These interviews explored expectations and experiences of implementing, using, and developing the new technology (depending on the background of the interviewee). Although interview guides varied with the specific focus functionality examined, key issues explored included the following: current systems, strategies, and organizational setup; views on potential system benefits and barriers to achieving these; and future directions and visions.

In many cases (18 of 19 case studies), we sought to interview participants longitudinally (ie, before the implementation of the system, during the implementation, and once they had time to get used to the HIT system).

Observations were nonparticipant in nature, opportunistic, and involved attending relevant strategic meetings (where the researcher took notes) or following a particular activity (eg, doctors using a specific system). Observations explored technological deployments in real-world contexts.

Documents consisted of minutes of strategic meetings, summaries of lessons learned, and business cases. These provided insights into planned activities and local narratives surrounding implementation.

Development of the Framework

We began by conducting a review of existing frameworks and undertook a systematic literature review to explore which factors are important for the effective implementation of HIT [24]. The resulting prototype coding framework was iteratively refined over time and throughout projects. It included a number of dimensions and factors that formed the basis for coding qualitative data collected throughout case studies. In this process, we also allowed additional categories to emerge inductively [25]. Case studies were initially coded separately and then integrated iteratively across functionality (EHRs, CDS/CPOE in hospitals or what is known as ePrescribing in the United Kingdom, and CDS). This resulted in development of the prototype coding framework into a more comprehensive evaluation framework, which was synthesized to reflect the most pertinent categories and updated in light of the current literature. Here, our focus was on breadth rather than depth, aiming to produce a comprehensive overview of various stakeholder perspectives. We gave particular attention to stakeholders who were underrepresented (eg, vendors and administrative staff).

Our analysis and development of the novel framework was informed theoretically by the sociotechnical approach, structuration theory, the social shaping of technology, and the theory of the diffusion of innovations [26-29]. The final framework was agreed upon through iterative discussion.

Results

We observed some commonalities across diverse settings and technological functions. The evaluation framework that has emerged from this work (Table 3, Figure 1) tackles important characteristics of the implementation landscape, where a range of technological, people (social/human), organizational, and wider macroenvironmental factors play an important role. Table 3 illustrates the key considerations in each of the dimensions. Figure 1 shows the interrelationship between the dimensions (technology, people, organizational, and macroenvironmental) and the various subcategories within each of these that need to be considered when implementing HIT.
Table 3. The Technology, People, Organizations, and Macroenvironmental factors (TPOM) framework, with example descriptions of dimensions.

<table>
<thead>
<tr>
<th>Factor and dimension</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Technological factors</strong></td>
<td></td>
</tr>
<tr>
<td>Usability</td>
<td>What is the ease of use and learnability of the technology?</td>
</tr>
<tr>
<td>Performance</td>
<td>Does the technology function as intended by developers?</td>
</tr>
<tr>
<td>Adaptability and flexibility</td>
<td>Can system design be changed to suit emerging needs?</td>
</tr>
<tr>
<td>Dependability</td>
<td>Is the system reliable and stable?</td>
</tr>
<tr>
<td>Data availability, integrity, and confidentiality</td>
<td>Is data in the system available, accessible, and usable for those who need it?</td>
</tr>
<tr>
<td>Data accuracy</td>
<td>Is the data in the system accurate?</td>
</tr>
<tr>
<td>Sustainability</td>
<td>Is use of the technology sustainable?</td>
</tr>
<tr>
<td>Security</td>
<td>Is the system secure?</td>
</tr>
<tr>
<td><strong>Social/human factors</strong></td>
<td></td>
</tr>
<tr>
<td>User satisfaction</td>
<td>Who are the users? Are users satisfied with the technology?</td>
</tr>
<tr>
<td>Complete/correct use</td>
<td>Are features and functionality implemented and used as intended?</td>
</tr>
<tr>
<td>Attitudes and expectations</td>
<td>What benefits do users expect from using the technology and how can these be measured?</td>
</tr>
<tr>
<td>Engagement</td>
<td>Are users actively engaged in implementation, adoption, and optimization?</td>
</tr>
<tr>
<td>Experiences</td>
<td>Do users have negative experience with previous technologies?</td>
</tr>
<tr>
<td>Workload/benefits</td>
<td>Are the benefits and efforts relatively equal for all stakeholders?</td>
</tr>
<tr>
<td>Work processes</td>
<td>Does the system change relationships with patients, patterns of communication, and professional responsibilities (eg, increase of administrative tasks)?</td>
</tr>
<tr>
<td>User input in design</td>
<td>Is there effective communication between designers, information technology staff, and end users, as well as between management and end users?</td>
</tr>
<tr>
<td><strong>Organizational context</strong></td>
<td></td>
</tr>
<tr>
<td>Leadership and management</td>
<td>Are management structures to support the implementation adequate?</td>
</tr>
<tr>
<td>Communication</td>
<td>Are aims, timelines, and strategy communicated?</td>
</tr>
<tr>
<td>Timelines</td>
<td>Are implementation timelines adequate?</td>
</tr>
<tr>
<td>Vision</td>
<td>What benefits do organizations expect from implementing the technology and how can these be measured? Is a coherent and realistic vision driving developments?</td>
</tr>
<tr>
<td>Training and support</td>
<td>Is the training adequate and realistic?</td>
</tr>
<tr>
<td>Champions</td>
<td>Are champions and boundary spanners utilized?</td>
</tr>
<tr>
<td>Resources</td>
<td>Is implementation adequately resourced? (includes technology, change management, and maintenance)</td>
</tr>
<tr>
<td>Monitoring and optimization</td>
<td>Is system performance and use monitored and optimized over time? Are lessons learned captured and incorporated in future efforts?</td>
</tr>
<tr>
<td><strong>Wider macroenvironment</strong></td>
<td></td>
</tr>
<tr>
<td>Media</td>
<td>How is the technology viewed by the media and by the public? How does the organization view/manage media relations?</td>
</tr>
<tr>
<td>Professional groups</td>
<td>How is the technology viewed by professional groups?</td>
</tr>
<tr>
<td>Political context</td>
<td>What benefits do policymakers expect from the technology and how can these be measured? What is the national approach to achieving interoperability and does the system align with this? Is there a coherent vision, consistent approach, and a clear direction of travel, allowing a degree of local input?</td>
</tr>
<tr>
<td>Economic considerations and incentives</td>
<td>Are there clear incentives for organizations and users to implement? (eg, improvements in quality of care) Is sufficient funding in place to support the initiative?</td>
</tr>
<tr>
<td>Legal and regulatory aspects</td>
<td>Have legal and regulatory frameworks been established?</td>
</tr>
<tr>
<td>Vendors</td>
<td>Is vendor management effectively organized?</td>
</tr>
<tr>
<td>Measuring impact</td>
<td>Are various stakeholders working together to define, validate, test, and refine outcome measures and measurement strategies? Are outcome measures important, clinically acceptable, transparent, feasible, and usable?</td>
</tr>
</tbody>
</table>
None of these dimensions outranks the others. The relationship between dimensions influences how implementation, adoption, optimization, and maintenance processes unfold over time. Below, we illustrate some examples of the interrelationship between the different overarching TPOM dimensions (technology, people, organizational, and macroenvironment; Figure 1). The dimensions identified are not intended to provide detailed support for the different components of the framework, but rather to illustrate the relationships and interdependencies of the framework components.

Technological Factors and their Social Context of Use

We observed that, irrespective of the technology, systems needed to be usable, stable, and reliable (dependability), hold data securely (security), and only allow those with appropriate access rights to view confidential data (confidentiality). If systems and data within them were not dependable, users and implementers tended to lose confidence in their system choice.

...we are now questioning whether [name] is the right solution for our high secure service... [Manager, EHR Evaluation]

However, it was also apparent that the design of technologies never occurred in isolation of the social and organizational context of use. This was exemplified through the many different ways in which technologies transformed how users worked in often unanticipated ways (eg, by making data entry more cumbersome; see the Social/human dimension, which includes “User satisfaction,” “Workload/benefits,” and “Work processes,” in Table 3), but also by how different technologies were optimized to suit organizational and user requirements over time (“Adaptability” in Table 3).

We had customized the system over a significant period of time to make it usable... [Clinical Lead, EHR Evaluation]

System usability was the most important prerequisite for successful adoption. If users had to navigate a large number of interfaces and had difficulty finding relevant data, and if there was a general lack of intuitiveness, this slowed down their work (“Workload” and “Work processes” in Table 3).

All our doctors and nurses are having to work harder now, because we are having to see the same number of patients with less time, because you are spending...
more time on a computer now. [Consultant, EHR Evaluation]

As a result, to not disrupt everyday delivery of care, staff had to employ workarounds (“Complete/correct use” in Table 3).

The staff just create workarounds of the system and some of them are ingenious and have gone on to change the system in a good way, but some aren’t as helpful. [Pharmacist, CDS/CPOE Evaluation]

Although changes to system design could address these issues, modifications were in many instances cumbersome and lengthy (“Adaptability and flexibility” in Table 3). Vendors, in turn, struggled to find a balance between tailoring of applications to local needs (achieved through local configuration) and developing commercially viable generic system versions (“Vendors” in Table 3).

So when [vendor] deliver the product it will have a form designer so you will be able to go in the back end […] so the focus is to, for most of it make sure that it’s done through configuration not through software changes. [Manager, CDS/CPOE Evaluation]

The Relationship Between Organizational Context and Macroenvironments

Organizations tended to employ two distinct strategies to approach system implementation. These involved both “top-down” and “bottom-up” management approaches, as well as technology strategies that involved transformative change combined with automating existing processes. “Top-down” and “bottom-up” strategies occurred at two different levels. These included the following: (1) technology design/procurement (in the English National Programme for IT (NPfIT) characterized by centralized procurement; “Political context” in the Wider macroenvironment dimension); and (2) technology implementation strategy within the organization (“Leadership and management” in the Organizational dimension).

Balancing these tensions was instrumental for the perceived success of initiatives; this is not recognized in many existing frameworks. For example, although there was a perceived need for clinicians to be heavily involved in strategy, implementation, and deployment (“Communication” and “Vision”), stakeholders also recognized that some decisions at an organizational level had to satisfy the needs of diverse stakeholders, including those outside the immediate hospital environment (“Adaptability and flexibility” in Table 3).

Everybody wants their own changes so some of the changes are the [management] have decided to do it that way but that doesn’t mean Consultant A thinks that’s the right way, so there is often not acceptance. [Pharmacist, CDS/CPOE Evaluation]

The Relationship Between Macroenvironments and Technological Factors

It was very clear throughout our work that wider structures had a significant impact on organizational processes, ways of working, and technologies (see the Macroenvironmental dimension in Table 3). These included tensions between the long time frames needed to achieve transformation (5 to 10 years) and the episodic funding schemes (2- to 3-year programs; “Timelines” in Table 3). We also observed changing policy landscapes that involved a high turnover in senior staff and accompanying changes in visions of digital care and available funding (see “Political context” in Table 3). For example, when we began our work, England’s national strategy of implementing centrally procured systems had just started [30]. However, during the CDS/CPOE evaluation, there was an increasing focus on local involvement in decision making, driven by the demise of the NPfIT and increased economic pressures resulting from the global recession. When we completed data collection, there was again a growing recognition that national guidance was crucial for promoting implementation progress and interoperability [31].

I’ve got a concern that if one of those two parties come into power and it seems highly likely that they will, that the National Programme might be closed and [system] might be shut down and what then happens…do they close the whole of the National Programme in which case, do we go back to where we were eight years ago? [Manager, EHR Evaluation]

In addition, we observed shifts in market and vendor structures and the technologies themselves. These are not sufficiently accounted for in existing frameworks (see “Vendors” in the Wider macroenvironment dimension in Table 3). During the NPfIT, we observed a limited number of large vendors pushing other players out of the English/UK market, although the dynamics changed after the demise of NPfIT and the termination of associated contracts. This gave way to a more vibrant vendor landscape (although the market is still not very open to new vendors), which has important implications for organizations and users as they can only procure technologies from those that are currently available.

With the breakdown of [NPfIT] we are now seeing a lot more [hospitals] looking to take advantage of electronic prescribing and we’re seeing an increased level of interest at this time to see if they can do this because effectively they’ve put the infrastructure in… [Vendor, CDS/CPOE Evaluation]

We also saw how technologies were refined “in use” and through close working relationships between vendors and users over long periods (“Adaptability” in the Technology dimension in Table 3), which helped vendors/system designers overcome their limited knowledge of the social context of use. We have repeatedly seen the formation of vendor/user groups and observed how these helped to actively shape designs and markets (“User input in design”).

Discussion

Summary of Findings

We have developed an evaluation framework for implementers of HIT initiatives to guide implementation and optimization of functionality (Table 3). Although this draws on formative work, it can also guide summative evaluations. The TPOM framework includes key issues to consider in relation to technological, social/human, organizational, and wider macroenvironmental
dimensions. Our ongoing work has shown that these dimensions are intimately related. Technologies never exist in isolation; it is therefore critical to appreciate that technological change will be accompanied by transformations in social groups, organizations, and the wider landscapes in which these are situated, including health policy, economic climates, and the development of markets.

Strengths and Limitations

This work has drawn on a substantive composite qualitative data set collected over a long time frame. Therefore, it helped us to assess which dimensions were relatively stable over time, and only these were included in the TPOM framework. Insights presented here are views derived following careful critical reflections on a series of evaluations.

Although we acknowledge that many dimensions could be included, we deliberately attempted to keep the themes and subthemes manageable, thereby addressing a key issue in health technology evaluation: the usability of evaluation tools. We do not claim to capture all factors that play a role in implementation, adoption, and optimization of HIT, nor do we claim that our TPOM framework will provide a recipe for success. However, its pragmatic use in implementation and evaluation activity is likely to improve processes by prompting implementers to consider the most important dimensions influencing outcomes, thereby reducing unintended consequences and maximizing value. The framework now needs to be applied prospectively to confirm its utility across settings and regions. As such, we hope that it will provide a solid foundation for other countries to develop their own evaluation frameworks.

A key challenge faced by most existing evaluation frameworks, including ours, is that they neglect to account for the dynamic relationship between social and technological dimensions of change. As this relationship is a process, it does not lend itself well to presentation in 2D pragmatic evaluation tools. We have illustrated this dynamism in the Results section, drawing on concrete examples.

Integration of Findings with the Current Literature

Many empirical studies of HIT implementation are primarily concerned with evaluating impact and therefore emphasize quantitative measurements guided by benefits realization frameworks [32,33]. Recent evaluation frameworks have expanded this limited focus to include a more in-depth appreciation of the interplay of social and technological factors shaping implementations. However, although acknowledging the complexity of the process, these nuanced frameworks tend to concentrate on one particular local and situated aspect of technology implementation, thereby neglecting the role of wider structuring conditions in shaping developments [16,34-37].

Others have considered wider structuring conditions, but the tools developed lack intuitiveness, usability, and practical applicability. For example, some frameworks that are designed to shed light on sociotechnical processes can become abstract and difficult to apply by those without academic backgrounds (which arguably includes the vast majority of those implementing change in health system settings) [38]. Others have become so complex that they may include a myriad of relevant dimensions, but this attempt to capture everything may result in a level of complexity that undermines the usefulness of the framework as a tool [13,26]. The challenge is to avoid Lewis Carroll’s cartographer’s dilemma of needing to make a comprehensive map on the same scale as the mapped landscape, which then no longer helps users navigate [39]. Our framework has sought to address this dilemma.

There are several commonalities with existing frameworks, including a recognition of key technology, human, and organizational dimensions, and their interrelationship [13-16,18]. However, TPOM is not condition- or illness-specific [13]. It is not concerned with the likelihood of the technology being adopted and its spread [13], but it is designed to help implementers of technology consider how implementation is progressing, the potential emerging risks, and what aspects therefore need attention to facilitate adoption. Implementers can apply TPOM to any HIT project at any stage of implementation. It builds on other evaluation frameworks that take into account the microcontext of use [14-16,18], to include consideration of wider macroenvironment dimensions that influence implementation and adoption. It is not concerned with management tools, but with alignment of perspectives [15]. As such, it does not provide a “recipe for success”; rather, it is a tool designed to help implementers navigate a complex landscape with many conflicting agendas and considerations. When problems or risks are identified with the help of the framework, these can be systematically targeted to facilitate implementation and adoption.

Policy Recommendations and Implications for Practice Emerging From This Work

Pragmatic formative evaluation frameworks can help to understand areas for potential improvement, benefits, and ways to streamline processes associated with technology implementation in health care settings. Evaluations need to move away from simple benefit realization approaches (that attempt to identify and measure benefits at the end of an implementation) toward formative evaluations that help the stakeholders involved adjust strategy along the way. Formative evaluations are part of a shift toward an evolutionary model where evaluation is a resource for faster and more effective learning.

Our proposed framework is a guide for implementers of technological change initiatives, to assist in planning, or during implementations of HIT initiatives in health care settings. We invite those who use it to suggest changes in both content and usability, as this will help to maximize its use and application. In due course, we hope to be able to draw on a range of data collected through the lens of the framework in different settings, refine it, and develop new insights in relation to each of the dimensions.

Large transformative policy programs aimed at facilitating technology implementation beyond hospitals are likely to require different evaluation frameworks, as their effects may be harder to trace and attribute.
Conclusions
We have drawn on a substantial body of data to develop the TPOM framework (Table 3), which stakeholders can use to monitor change processes and, if necessary, adjust the direction of HIT implementation projects. Going forward, a key challenge is likely to be the ongoing tension between attempts to capture the dynamics, processes, and interrelationships involved in technological change; the large number of these dimensions and their complexity; and the usability of evaluation tools by those delivering care, which is linked to their potential to have impact. We encourage prospective application of the TPOM framework to determine its value.
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Abstract

Background: Cancellations and rescheduling of doctor’s appointments are common. An automated rescheduling system has the potential to facilitate the rescheduling process so that newly opened slots are promptly filled by patients who need and can take the slot. Building on an existing online patient portal, a large health care system adopted an automated rescheduling system, Fast Pass, that sends out an earlier appointment offer to patients via email or SMS text messaging and allows patients to reschedule their appointment through the online portal.

Objective: We examined the uptake of Fast Pass at its early stage of implementation. We assessed program features and patient and visit characteristics associated with higher levels of Fast Pass utilization and the association between Fast Pass use and no-show and cancellation rates.

Methods: This study was a retrospective analysis of Fast Pass offers sent between July and December 2018. Multivariable logistic regression was used to assess the independent contribution of program, patient, and visit characteristics on the likelihood of accepting an offer. We then assessed the appointment outcome (completion, cancellation, or no-show) of Fast Pass offered appointments compared to appointments with the same patient and visit characteristics, but without an offer.

Results: Of 177,311 Fast Pass offers sent, 14,717 (8.3%) were accepted. Overall, there was a 1.3 percentage point (38%) reduction in no-show rates among Fast Pass accepted appointments compared to other appointments with matching characteristics (P<.001). The offers were more likely to be accepted if they were sent in the evening (versus early morning), the first (versus repeated) offer for the same appointment, for a slot 1-31 days ahead (versus same-day), for later in a day (versus before 10am), for a primary care (versus specialty) visit, sent via SMS text messaging (versus email only), for an appointment made through the online patient portal (versus via phone call or in-person), or for younger adults aged 18-49 years (versus those aged 65 years or older; all at P<.001). Factors negatively associated with offer acceptance were a higher number of comorbidities (P=.02) and visits scheduled for chronic conditions (versus acute conditions only; P=.002).

Conclusions: An automated rescheduling system can improve patients’ access by reducing wait times for an appointment, with an added benefit of reducing no-shows by serving as a reminder of an upcoming appointment. Future modifications, such as increasing the adoption of SMS text messaging offers and targeting older adults or patients with complex conditions, may make the system more patient-centered and help promote wider utilization.
We therefore conducted a rigorous evaluation of the Fast Pass system. We evaluated the implementation of the system in 2018 after it had been rolled out across the Sutter Health system. The current paper describes the program features and identifies patient and visit factors associated with higher levels of Fast Pass utilization, as well as the association between Fast Pass implementation and no-show and cancellation rates. To our knowledge, this is the first study to systematically evaluate the implementation and effectiveness of an automated rescheduling system across ambulatory primary and specialty care settings.

Methods

Setting

Sutter Health is a large, not-for-profit health care system in Northern California serving more than 3 million people across 100 rural, suburban, and urban communities. The health care population represents high diversity in insurance coverage and race/ethnicity (e.g., 17% Asian, 11% Hispanic/Latino), socio-demographics, and cultural backgrounds, mirroring the larger underlying catchment area. The health care system has a long history of utilizing HIT, with one affiliate becoming the first health system in the nation to implement Epic Systems Corporation’s MyChart patient portal, My Health Online (MHO), in 2001.

Features of Fast Pass

In late 2015, Sutter implemented a pilot program, Fast Pass, to allow patients to be notified via email of an earlier appointment slot should one become available. Then, in early 2018, along with implementation of SMS text messaging reminders for appointments, Fast Pass was rolled out across the organization and patients were allowed to opt in to receiving Fast Pass notices via email, SMS text messaging, or both.

To use Fast Pass, a patient must first opt into the program via MHO (the online patient portal) and elect to receive notifications via email, SMS text messaging, or both (Figure 1). After a patient schedules an appointment, they can elect to be added to the waitlist for an earlier appointment slot. Once notified of an earlier slot, the patient must log on to MHO to respond. After several modifications during the initial pilot phase, the current Fast Pass system is scheduled to offer alternative appointment slots 9 times per day (Table 1). Two of these batches are sent early in the morning between 6 AM and 7:30 AM for same-day appointments and they expire after 30 minutes. One batch is sent midday (11:30 AM), also expires after 30 minutes, and is for appointment slots either that same day or up to 7 days ahead. The final six batches are all sent in the evening between 6 PM and 8:30 PM for appointments the next day up to 31 days ahead. These schedule holes disrupt clinic workflows and reduce efficiency, reduce access for other patients who could have filled the slot, represent lost revenue for the health care systems, result in worse patient health outcomes, and ultimately cause dissatisfaction for patients and health care providers [9-13]. Typical countermeasures are often clinician-centric. For example, clinicians may maintain long wait queues to increase the probability of full schedules. Clinicians have relied on staff to manage waitlists of patients, but this approach is time- and labor-intensive, as clinic staff spend time calling patients to try to fill open slots [1,14,15].

Health information technology (HIT), particularly electronic health records (EHR), is often cited as a source of physician burnout, with clinical documentation requirements and other administrative tasks associated with EHR use in the United States being major contributing factors [16-18]. However, this literature often fails to recognize the counterbalancing beneficial aspects of HIT, such as enabling patients to access their health records electronically, schedule and reschedule appointments, and actively participate in shared decision-making, potentially resulting in improved care experiences and satisfaction [19-22]. An automated HIT system that leverages digital patient engagement to take advantage of available care options presents an opportunity to create a mutually beneficial scenario, addressing the need to improve practice efficiency and the patients’ desire for more timely access.

In 2015, Sutter Health began piloting an automated appointment offer and fulfillment program called Fast Pass, a module developed by Epic Systems Corporation, and subsequently completed an enterprise-wide implementation in ambulatory primary care and specialty practices in 2018. Fast Pass allows a waitlisted patient to receive an automated message when an earlier appointment slot is available, and accept it or keep the original appointment. Fast Pass has significant potential to improve access and patient experience, in addition to promoting efficiency by filling clinic slots.

We therefore conducted a rigorous evaluation of the Fast Pass system. We evaluated the implementation of the system in 2018 after it had been rolled out across the Sutter Health system. The current paper describes the program features and identifies patient and visit factors associated with higher levels of Fast Pass utilization, as well as the association between Fast Pass implementation and no-show and cancellation rates. To our knowledge, this is the first study to systematically evaluate the implementation and effectiveness of an automated rescheduling system across ambulatory primary and specialty care settings.

Introduction

Physicians and health care systems have long struggled with two concomitant but discordant conditions with regard to patient access to care. Many health systems simultaneously report long wait times for patient appointments and available appointment slots that are underutilized. Common contributing factors to this are last-minute cancellations and appointment no-shows by patients, leaving unfilled appointment slots in a physician’s schedule. No-show rates have been variably reported to be as low as 2% to more than 50% of scheduled appointments [1-6], and represent an estimated annual cost to the health care system of $150 billion [6-8]. These schedule holes disrupt clinic workflows and reduce efficiency, reduce access for other patients who could have filled the slot, represent lost revenue for the health care systems, result in worse patient health outcomes, and ultimately cause dissatisfaction for patients and health care providers [9-13]. Typical countermeasures are often clinician-centric. For example, clinicians may maintain long wait queues to increase the probability of full schedules. Clinicians have relied on staff to manage waitlists of patients, but this approach is time- and labor-intensive, as clinic staff spend time calling patients to try to fill open slots [1,14,15].

Health information technology (HIT), particularly electronic health records (EHR), is often cited as a source of physician burnout, with clinical documentation requirements and other administrative tasks associated with EHR use in the United States being major contributing factors [16-18]. However, this literature often fails to recognize the counterbalancing beneficial aspects of HIT, such as enabling patients to access their health records electronically, schedule and reschedule appointments, and actively participate in shared decision-making, potentially resulting in improved care experiences and satisfaction [19-22]. An automated HIT system that leverages digital patient engagement to take advantage of available care options presents an opportunity to create a mutually beneficial scenario, addressing the need to improve practice efficiency and the patients’ desire for more timely access.

In 2015, Sutter Health began piloting an automated appointment offer and fulfillment program called Fast Pass, a module developed by Epic Systems Corporation, and subsequently completed an enterprise-wide implementation in ambulatory primary care and specialty practices in 2018. Fast Pass allows a waitlisted patient to receive an automated message when an earlier appointment slot is available, and accept it or keep the original appointment. Fast Pass has significant potential to improve access and patient experience, in addition to promoting efficiency by filling clinic slots.

We therefore conducted a rigorous evaluation of the Fast Pass system. We evaluated the implementation of the system in 2018 after it had been rolled out across the Sutter Health system. The current paper describes the program features and identifies patient and visit factors associated with higher levels of Fast Pass utilization, as well as the association between Fast Pass implementation and no-show and cancellation rates. To our knowledge, this is the first study to systematically evaluate the implementation and effectiveness of an automated rescheduling system across ambulatory primary and specialty care settings.
Figure 1. Flow of scheduling, rescheduling, and appointment outcomes with Fast Pass. MHO: My Health Online.

Table 1. Fast Pass offer characteristics.

<table>
<thead>
<tr>
<th>Batch 1</th>
<th>Batch 2</th>
<th>Batch 3</th>
<th>Batch 4</th>
<th>Batch 5</th>
<th>Batch 6</th>
<th>Batch 7</th>
<th>Batch 8</th>
<th>Batch 9</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time sent</td>
<td>6 AM</td>
<td>6:30 AM</td>
<td>11:30 AM</td>
<td>6 PM</td>
<td>6:30 PM</td>
<td>7 PM</td>
<td>7:30 PM</td>
<td>8 PM</td>
</tr>
<tr>
<td>Time before expiration</td>
<td>30 minutes</td>
<td>30 minutes</td>
<td>30 minutes</td>
<td>11.5 hours</td>
<td>11 hours</td>
<td>10.5 hours</td>
<td>10 hours</td>
<td>9.5 hours</td>
</tr>
<tr>
<td>Offered appointment date</td>
<td>Same day</td>
<td>Same day</td>
<td>Same day to 7 days ahead</td>
<td>1-31 days ahead</td>
<td>1-31 days ahead</td>
<td>1-31 days ahead</td>
<td>1-31 days ahead</td>
<td>1-31 days ahead</td>
</tr>
<tr>
<td>Minimum days saved</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>Number of offers sent per slot</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
</tr>
</tbody>
</table>

Statistical Analysis

Factors Associated With the Likelihood of Accepting a Fast Pass Offer

We used Fast Pass offers sent between July and December 2018 for this retrospective analysis. First, we examined the distribution of responses to Fast Pass offers, classified into the following: accepted, declined, viewed on time (while the offer was active) but did not respond, viewed too late (after expired or taken by another person), and did not view.

We then assessed differences in acceptance rates based on Fast Pass feature, visit type, and patient demographic and clinical characteristics. T test and analysis of variance (F test) were used to examine differences in the unadjusted proportion of accepted offers across subgroups. Multivariable logistic regression was used to assess the independent contribution of each factor on the likelihood of accepting the offer.

Fast Pass and the Likelihood of No-Shows

We assessed whether outcomes of an appointment (ie, completed, canceled, or no-show) with a Fast Pass offer (whether the appointment was rescheduled through Fast Pass or the original appointment was kept) differed from appointments without an offer. We considered a canceled appointment as happening any time prior to the scheduled appointment time. Recognizing that the impact of Fast Pass would depend on patients’ responses to the offer, we analyzed two types of responses to the offer separately: “accepted” and “viewed but not accepted”. For each Fast Pass offer that was accepted or viewed, we randomly selected 5 matched appointments from the pool of patients who were actively using MHO but were not offered a Fast Pass alternative for an upcoming appointment. The Fast Pass offer appointments and 5 matching no-offer appointments were exactly matched on the following characteristics: age group (0-17, 18-39, 40-54, 55-64, 65 years or older); primary care versus specialty care; scheduled appointment time (before 10 AM, 10 AM to 11:59 AM, noon to 2:59 PM, 3 PM and later); and days between appointment made and visit date (0, 1-7, 8-24, 29 days or longer). We chose the 1:5 ratio to make the best use of available data while also reducing bias, as there were very few appointments with an offer relative to those without an offer that had the same observed characteristics [23,24].

Analyses were conducted with Stata 14.2 (StataCorp). The study was reviewed and deemed to be quality improvement by the Sutter Health Institutional Review Board.

Results

Responses to Fast Pass Offers

Of 177,311 Fast Pass offers sent for 44,792 appointment slots to 38,361 patients, 8.3% (n=14,717) were accepted, 11.1% (n=19,682) were declined, 8.0% (n=14,185) were viewed on time but with no response, 53.3% (n=94,507) were viewed after the offer expired or became unavailable, and 19.4% (n=34,398) were never viewed.

Characteristics of Fast Pass Offers

Out of the 177,311 Fast Pass offers sent, most were for same-day appointments (n=48,502, 27%), appointments the next day (n=28,370, 16%), or appointments 2-7 days ahead (n=62,059, 35%), with the remainder (n=37,235, 21%) for appointments 8-31 days ahead (Table 2). If they were accepted, Fast Pass offers would have saved 8-30 days from the originally scheduled appointment in most cases (n=83,891, 47%), followed by 0-7 days (n=51,469, 29%), and 31-358 days (n=42,196, 24%). Those who accepted an offer saw their clinician on average 14.8 (SD 14.6) days sooner than initially scheduled for primary care, and 23.7 (SD 23.0) days sooner for specialty care. A quarter of offers (n=40,992, 23%) were sent during the early morning, 64,005 (36%) were sent midday, and 72,313 (41%) were sent in the evening. Fast Pass offers can be sent repeatedly for the same appointment slot, and 59,238 (33%) of appointment slots had an offer 5 or more times. See Table 2 for other patient and visit characteristics.
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Table 2. Program, visit, and patient characteristics of Fast Pass offers.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Frequency, n (%)</th>
<th>Acceptance rate, n (%)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Overall</strong></td>
<td>177,311 (100)</td>
<td>14,717 (8.30)</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Previous offers for the appointment</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>43,692 (25)</td>
<td>7733 (17.70)</td>
<td>Ref</td>
</tr>
<tr>
<td>1</td>
<td>27,706 (16)</td>
<td>2798 (10.10)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>2</td>
<td>19,971 (11)</td>
<td>1498 (7.50)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>3</td>
<td>15,040 (8)</td>
<td>857 (5.70)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>4</td>
<td>11,664 (7)</td>
<td>537 (4.60)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>≥5</td>
<td>59,238 (33)</td>
<td>1244 (2.10)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Time offer was made</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6 AM to 7:20 AM</td>
<td>40,992 (23)</td>
<td>1435 (3.50)</td>
<td>Ref</td>
</tr>
<tr>
<td>11:30 AM to 11:55 AM</td>
<td>64,005 (36)</td>
<td>3840 (6.00)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>6 PM to 8:55 PM</td>
<td>72,313 (41)</td>
<td>9473 (13.10)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Days to new appointment</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>48,502 (27)</td>
<td>1795 (3.70)</td>
<td>Ref</td>
</tr>
<tr>
<td>1</td>
<td>28,370 (16)</td>
<td>2326 (8.20)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>2-7</td>
<td>62,059 (35)</td>
<td>5709 (9.20)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>8-14</td>
<td>14,185 (8)</td>
<td>1915 (13.50)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>15-21</td>
<td>10,639 (6)</td>
<td>1340 (12.60)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>22-31</td>
<td>12,412 (7)</td>
<td>1539 (12.40)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Days saved</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0-7</td>
<td>51,469 (29)</td>
<td>4632 (9.00)</td>
<td>Ref</td>
</tr>
<tr>
<td>8-30</td>
<td>83,891 (47)</td>
<td>7215 (8.60)</td>
<td>.01</td>
</tr>
<tr>
<td>31-358</td>
<td>42,196 (24)</td>
<td>2912 (6.90)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Scheduled via My Health Online (MHO)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Offline</td>
<td>56,816 (32)</td>
<td>4204 (7.40)</td>
<td>Ref</td>
</tr>
<tr>
<td>MHO</td>
<td>120,495 (68)</td>
<td>12,411 (10.30)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Opted to receive SMS text messaging</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No SMS text messaging</td>
<td>122,345 (69)</td>
<td>9053 (7.40)</td>
<td>Ref</td>
</tr>
<tr>
<td>SMS text messaging</td>
<td>54,966 (31)</td>
<td>5717 (10.40)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Time of day of offered slot</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6 AM to 9:59 AM</td>
<td>56,740 (32)</td>
<td>4539 (8.00)</td>
<td>Ref</td>
</tr>
<tr>
<td>10 AM to 11:59 AM</td>
<td>44,328 (25)</td>
<td>3546 (8.00)</td>
<td>.91</td>
</tr>
<tr>
<td>Noon to 2:59 PM</td>
<td>46,101 (26)</td>
<td>3965 (8.60)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>3 PM to 7 PM</td>
<td>31,916 (18)</td>
<td>2809 (8.80)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Provider specialty</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Primary care</td>
<td>69,833 (40)</td>
<td>5657 (8.10)</td>
<td>Ref</td>
</tr>
<tr>
<td>Specialty care</td>
<td>117,219 (66)</td>
<td>9846 (8.40)</td>
<td>.009</td>
</tr>
<tr>
<td><strong>Visit type</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>E/M supplemented, acute and chronic Dxs</td>
<td>23,050 (13)</td>
<td>2858 (12.40)</td>
<td>Ref</td>
</tr>
<tr>
<td>E/M, acute Dxs only</td>
<td>19,504 (11)</td>
<td>3218 (16.50)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>E/M, chronic Dxs only</td>
<td>8866 (5)</td>
<td>1206 (13.60)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Preventive visit</td>
<td>10,639 (6)</td>
<td>1266 (11.90)</td>
<td>.23</td>
</tr>
</tbody>
</table>
Bivariate Analysis of Characteristics of Accepted Fast Pass Offers

The first offer for an appointment slot was far more likely to be accepted than subsequent offers for the same original appointment (17.7% versus 2.1%-10.1% of acceptance rates, respectively; \( P < .001 \); Table 2). Offers sent in the evening were more than twice as likely to be accepted (13.1%) than morning offers (3.5%-6.0%; \( P < .001 \)). There was a higher acceptance rate when the offered slot was more than one week ahead (12.4%-13.5%), 2-7 days ahead (9.2%), or the next day (8.2%), as compared to the same day (3.7%; \( P < .001 \)). The acceptance rate was higher for offers with potentially fewer days saved (9.0% for 0-7 days versus 6.9% for 31-358 days; \( P < .001 \)) and when the offered slot was in the afternoon (8.6%-8.8%) rather than in the morning (8.0%; \( P < .001 \)). Acceptance rates were higher when the appointment was scheduled through MHO versus offline (10.3% versus 7.4%; \( P < .001 \)) and among patients who opted to be contacted through SMS text messaging versus email only (10.4% versus 7.4%; \( P < .001 \)). Compared to non-Hispanic whites, Asians were more likely to accept an offer (9.0% versus 8.1%; \( P < .001 \)).

Patients with a high comorbidity burden were less likely to accept offers (Charlson Comorbidity Index [CCI]=0, 8.5%; CCI\( \geq 2 \), 6.7%; \( P < .001 \)). Acceptance rates were highest among people aged 18-49 years (9.7%) and lower for those aged 0-17 years (6.4%; their guardian received the messages) or 50-64 years (6.7%).

---

### Variables

<table>
<thead>
<tr>
<th>Variables</th>
<th>Frequency, n (%)</th>
<th>Acceptance rate, n (%)</th>
<th>( P ) value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Unknown</strong> ( ^b )</td>
<td>115,252 (65)</td>
<td>6224 (5.40)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Charlson Comorbidity Index</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>140,076 (79)</td>
<td>11,906 (8.50)</td>
<td>Ref</td>
</tr>
<tr>
<td>1</td>
<td>21,277 (12)</td>
<td>1787 (8.40)</td>
<td>.93</td>
</tr>
<tr>
<td>( \geq 2 )</td>
<td>17,731 (10)</td>
<td>1188 (6.70)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0-17</td>
<td>11,612 (7)</td>
<td>743 (6.40)</td>
<td>Ref</td>
</tr>
<tr>
<td>18-49</td>
<td>76,777 (43)</td>
<td>7447 (9.70)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>50-64</td>
<td>45,561 (26)</td>
<td>3690 (8.10)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>( \geq 65 )</td>
<td>42,727 (24)</td>
<td>2735 (6.40)</td>
<td>.92</td>
</tr>
<tr>
<td><strong>Sex</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>57,542 (32)</td>
<td>4891 (8.50)</td>
<td>Ref</td>
</tr>
<tr>
<td>Female</td>
<td>119,135 (67)</td>
<td>9769 (8.20)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Race/ethnicity</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Non-Hispanic white</td>
<td>100,414 (57)</td>
<td>8134 (8.10)</td>
<td>Ref</td>
</tr>
<tr>
<td>African American</td>
<td>6176 (3)</td>
<td>476 (7.70)</td>
<td>.24</td>
</tr>
<tr>
<td>Asian</td>
<td>30,863 (17)</td>
<td>2778 (9.00)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Latino/Hispanic</td>
<td>19,170 (11)</td>
<td>1591 (8.30)</td>
<td>.44</td>
</tr>
<tr>
<td>Other race or race unknown</td>
<td>20,041 (11)</td>
<td>1704 (8.50)</td>
<td>.08</td>
</tr>
<tr>
<td><strong>Same-day or next-day slot offers</strong></td>
<td>60,206 (100)</td>
<td>3131 (5.2)</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Time offer was made</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6 AM to 7:20 AM</td>
<td>43,692 (68)</td>
<td>1433 (3.50)</td>
<td>Ref</td>
</tr>
<tr>
<td>11:30 AM to 11:55 AM</td>
<td>27,706 (13)</td>
<td>344 (4.40)</td>
<td>.001</td>
</tr>
<tr>
<td>6 PM to 8:55 PM</td>
<td>19,971 (20)</td>
<td>1385 (11.50)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Visit type</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>E/M, acute and chronic Dxs</td>
<td>9031 (15)</td>
<td>768 (8.50)</td>
<td>Ref</td>
</tr>
<tr>
<td>E/M, acute Dxs only</td>
<td>7225 (12)</td>
<td>881 (12.20)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>E/M, chronic Dxs only</td>
<td>3010 (5)</td>
<td>262 (8.70)</td>
<td>.69</td>
</tr>
<tr>
<td>Preventive visit</td>
<td>3612 (6)</td>
<td>275 (7.60)</td>
<td>.045</td>
</tr>
<tr>
<td>Unknown( ^b )</td>
<td>37,328 (62)</td>
<td>971 (2.60)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

\( ^b \)E/M: evaluation and management coding.

\( ^b \)This category includes visits with no diagnosis falling into acute or chronic conditions and appointments later canceled or no-shows.
years (8.1%; \( P < .001 \)). Male patients were more likely to accept an offer than female patients (8.5% versus 8.2%; \( P < .001 \)). Accepted visits were more likely to be for acute conditions only (16.5%) rather than for chronic conditions only (13.6%) or both acute and chronic conditions (12.4%; \( P < .001 \)). Specialty care visits were slightly more likely to be accepted (8.4% versus 8.1%; \( P = .009 \)), and there were no differences in acceptance rates across specialties (eg, dermatology, ob-gyn, orthopedics).

For same day or next-day offers only (\( N = 60,206 \)), offers sent in the evening (of the day before the opened slot) rather than in the morning (of the appointment day) were three times more likely to be accepted (11.5% versus 3.5%; \( P < .001 \)), and patients with acute conditions only (12.2%) were more likely to accept the offer (\( P < .001 \)) than those with both chronic and acute conditions (8.5%).

Factors Associated With Offer Acceptance in Multivariable Analysis
After controlling all other factors, findings from the adjusted, multivariable analysis (Table 3) were similar to those from the unadjusted, bivariate analysis, with a few exceptions. Preventive visit, older age (aged 65 years or older), and specialty visit were negative predictors of Fast Pass acceptance (\( P < .001 \)). In addition, the following factors no longer had a significant association with offer acceptance in the adjusted model: potentially saved at least 31 days (versus 7 days or fewer; \( P = .33 \)), CCI \( \geq 2 \) (\( P = .24 \)), visit for chronic conditions (versus both acute and chronic conditions; \( P = .48 \)), female (\( P = .04 \)), aged 50-64 years (versus 0-17; \( P = .17 \)), and Asian (versus non-Hispanic white; \( P = .08 \)).
Table 3. Predictors of Fast Pass offer acceptance from a logistic regression (N=176,615)a.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Odds ratio</th>
<th>99% CI</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Previous offers for the same appointment</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>Ref</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>0.55</td>
<td>0.52-0.59</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>2</td>
<td>0.40</td>
<td>0.37-0.43</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>3</td>
<td>0.30</td>
<td>0.27-0.33</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>4</td>
<td>0.24</td>
<td>0.22-0.27</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>≥5</td>
<td>0.11</td>
<td>0.10-0.12</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Time offer was made</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6 AM to 7:20 AM</td>
<td>Ref</td>
<td></td>
<td></td>
</tr>
<tr>
<td>11:30 AM to 11:55 AM</td>
<td>1.19</td>
<td>1.01-1.41</td>
<td>.006</td>
</tr>
<tr>
<td>6 PM to 8:55 PM</td>
<td>2.30</td>
<td>1.92-2.76</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Days to new appointment</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>Ref</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>1.58</td>
<td>1.34-1.86</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>2-7</td>
<td>1.84</td>
<td>1.57-2.15</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>8-14</td>
<td>2.04</td>
<td>1.71-2.43</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>15-21</td>
<td>1.93</td>
<td>1.60-2.33</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>22-31</td>
<td>1.91</td>
<td>1.59-2.30</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Days saved</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0-7</td>
<td>Ref</td>
<td></td>
<td></td>
</tr>
<tr>
<td>8-30</td>
<td>1.06</td>
<td>1.00-1.12</td>
<td>.02</td>
</tr>
<tr>
<td>31-358</td>
<td>0.97</td>
<td>0.90-1.05</td>
<td>.33</td>
</tr>
<tr>
<td><strong>Scheduled via My Health Online (MHO)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Offline</td>
<td>Ref</td>
<td></td>
<td></td>
</tr>
<tr>
<td>MHO</td>
<td>1.31</td>
<td>1.22-1.40</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Opted to receive SMS text messaging</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No SMS text messaging</td>
<td>Ref</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SMS text messaging</td>
<td>1.46</td>
<td>1.37-1.55</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Time of day of offered slot</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6 AM to 9:59 AM</td>
<td>Ref</td>
<td></td>
<td></td>
</tr>
<tr>
<td>10 AM to 11:59 AM</td>
<td>1.12</td>
<td>1.05-1.20</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Noon to 2:59 PM</td>
<td>1.16</td>
<td>1.09-1.24</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>3 PM to 7 PM</td>
<td>1.26</td>
<td>1.18-1.36</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Provider specialty</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Primary care</td>
<td>Ref</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Specialty care</td>
<td>0.81</td>
<td>0.76-0.87</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Visit type</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>E/M, acute and chronic Dxs</td>
<td>Ref</td>
<td></td>
<td></td>
</tr>
<tr>
<td>E/M, acute Dxs only</td>
<td>1.13</td>
<td>1.02-1.26</td>
<td>.002</td>
</tr>
<tr>
<td>E/M, chronic Dxs only</td>
<td>1.04</td>
<td>0.90-1.20</td>
<td>.48</td>
</tr>
<tr>
<td>Preventive visit</td>
<td>0.76</td>
<td>0.67-0.87</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Unknown</td>
<td>0.28</td>
<td>0.25-0.30</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Variables</td>
<td>Odds ratio</td>
<td>99% CI</td>
<td>P value</td>
</tr>
<tr>
<td>-------------------------------</td>
<td>------------</td>
<td>-------------</td>
<td>---------</td>
</tr>
<tr>
<td>Charlson Comorbidity Index</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>Ref</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>1.08</td>
<td>0.99-1.18</td>
<td>.02</td>
</tr>
<tr>
<td>≥2</td>
<td>0.95</td>
<td>0.85-1.06</td>
<td>.24</td>
</tr>
<tr>
<td>Age (years)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0-17</td>
<td>Ref</td>
<td></td>
<td></td>
</tr>
<tr>
<td>18-49</td>
<td>1.34</td>
<td>1.17-1.53</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>50-64</td>
<td>1.08</td>
<td>0.94-1.24</td>
<td>.17</td>
</tr>
<tr>
<td>≥65</td>
<td>0.81</td>
<td>0.69-0.93</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Sex</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>Ref</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>0.95</td>
<td>0.90-1.01</td>
<td>.04</td>
</tr>
<tr>
<td>Race/ethnicity</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Non-Hispanic white</td>
<td>Ref</td>
<td></td>
<td></td>
</tr>
<tr>
<td>African American</td>
<td>0.99</td>
<td>0.83-1.18</td>
<td>.91</td>
</tr>
<tr>
<td>Asian</td>
<td>0.95</td>
<td>0.87-1.03</td>
<td>.08</td>
</tr>
<tr>
<td>Hispanic/Latino</td>
<td>0.99</td>
<td>0.90-1.09</td>
<td>.73</td>
</tr>
<tr>
<td>Other race or race unknown</td>
<td>0.95</td>
<td>0.87-1.04</td>
<td>.15</td>
</tr>
</tbody>
</table>

*Indicators of clinic location were also included but not presented here.

**Discussion**

**Principal Findings**

Fast Pass, a patient-centered application of HIT, mutually benefits patients and providers. Patients who accepted a Fast Pass offer experienced more timely access to care, with time to see a doctor reduced by 15 days in primary care and 24 days in specialty care, on average. From the provider perspective, Fast Pass offers facilitated efficient management of office visit slots by automating rescheduling processes and filling gaps in provider schedules in a timely manner.

The Fast Pass system also serves to remind the patient about an upcoming appointment, reducing no-shows by 1.3 percentage points (a 38% relative reduction or 168 appointments) and
facilitating timely cancellation of appointments that are no longer needed by 1.7 percentage points (a 9% relative reduction or 219 appointments), when the offer was accepted. Even when the original appointment was kept, those who viewed the offer had almost half the no-show rate as their matched comparisons (2.0% versus 3.9%). Other studies have found that patients often miss an appointment simply because they have forgotten about it, because of long delays between scheduling an appointment and the actual visit date, or because patients have no means of cancelling [1,4,6,25,26]. Using SMS text messaging to send reminders for upcoming appointments has been shown to reduce no-show rates and increase cancellation rates, providing time for the health care system to fill that slot with another patient [1,14,15]. Though the change in no-show rates seems relatively modest, if all patients in the health care system opt into the program, it would have significant clinical implications. Applying the rate to the volume of appointments in this health care system, approximately 20 million in 2018, it translates to 260,000 no-shows that could have been avoided annually if all patients were reminded through the Fast Pass system.

Despite the potential benefits, the acceptance of Fast Pass offers was 8% of the total early appointments offered. Notably, Fast Pass offers were more likely to be accepted when the initial notification was received via SMS text messaging. The alternative to SMS text messaging of Fast Pass offers is email, which may explain the high rate of Fast Pass offers (53.3%) that were viewed after the offer expired or became unavailable. In light of protections provided by the Telephone Consumer Protection Act, which implements consumer protections from unwelcome solicitations via phone and text messaging, the organization has offered this feature to patients who have individually enrolled and consented to receiving reminders via SMS text messaging. Balancing the activation inertia of enrolling in a new program and the desire to advocate for robust consumer protections versus the desire to maximize the potential patient benefits comes with the cost of increased socio-behavioral and technical barriers to adoption. Alternative approaches not being tested here (eg, more automated enrollment for digital waitlists and SMS text messaging as well as tighter integration with conditions of registration workflows) should also be considered and evaluated in future modifications.

There are several potentially modifiable program features to improve the benefits realized from Fast Pass for those who opted into the program. Our findings suggest that offer acceptance can improve by increasing the rate of patients enrolled to receive offers delivered by SMS text messaging; sending next-day offers in the evening rather than same-day offers in the early morning; sending an offer once per appointment slot and, if not accepted, not sending another one, but instead offering it to another person; allowing more time to respond for same-day slots; and focusing on users of the online patient portal, who are more likely to view and respond to the offer. A potential modification that might help improve the acceptance rate and make the system more patient-centered is to ask patients their preference for alternative slots at the time they sign up for the waitlist. This may become feasible as more patients sign up for Fast Pass and the volume of waitlist participants is large enough to identify matching between available and preferred slots.

It is unclear, though, whether Fast Pass offers are currently utilized by those who need it most. Patients who perceive their conditions as urgent may be more likely to accept the offer, as shown with the higher acceptance rate among patients with acute conditions only and a lower rate for preventive visits. On the other hand, the acceptance rate was lower for those with multiple comorbid conditions and higher disease burdens and for older patients whose medical needs are typically greater. One potential explanation is that older adults and patients with multiple comorbidities are less likely to opt for SMS text messaging than email. To improve overall uptake of the system as well as to reduce disparities in the utilization, more outreach efforts may be necessary, especially to those who could benefit most from the system, eg, patients with higher comorbidity burdens.

Limitations

Our study has several limitations that future extended studies should address. First, though we were able to quantitatively measure the rates of acceptances and declines of Fast Pass offers, we do not understand facilitators and barriers to using the Fast Pass program from the perspective of the patient. Focus groups or patient surveys would better examine the factors that impact adoption of the program. Second, we have yet to assess whether the system reduced the workload related to rescheduling for front desk staff and schedulers, as intended. Finally, we investigated one form of an automated rescheduling system, suggesting potential modifications for improvement. A prospective study, preferably with natural experiments, should address whether such modifications would help facilitate better utilization of the system by patients who could benefit most.

Conclusions

Fast Pass, an innovative automated rescheduling system embedded in the EHR, improves patient access to care by reducing wait time for an appointment, with an added benefit of reducing no-shows and increasing timely appointment cancellation by serving as a reminder of an upcoming appointment. Future modifications, such as allowing more time to respond to the offer and targeting patients with complex conditions, may help enhance the value of the system and wider adoption of the model beyond the Sutter Health system. Identifying opportunities for the implementation of interventions such as Fast Pass can provide evidence of the full range of benefits of HIT by simultaneously improving clinician practice efficiency and patient experience and access to care.
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Abstract

Background: Recent advances in natural language processing and artificial intelligence have led to widespread adoption of speech recognition technologies. In consumer health applications, speech recognition is usually applied to support interactions with conversational agents for data collection, decision support, and patient monitoring. However, little is known about the use of speech recognition in consumer health applications and few studies have evaluated the efficacy of conversational agents in the hands of consumers. In other consumer-facing tools, cognitive load has been observed to be an important factor affecting the use of speech recognition technologies in tasks involving problem solving and recall. Users find it more difficult to think and speak at the same time when compared to typing, pointing, and clicking. However, the effects of speech recognition on cognitive load when performing health tasks has not yet been explored.

Objective: The aim of this study was to evaluate the use of speech recognition for documentation in consumer digital health tasks involving problem solving and recall.

Methods: Fifty university staff and students were recruited to undertake four documentation tasks with a simulated conversational agent in a computer laboratory. The tasks varied in complexity determined by the amount of problem solving and recall required (simple and complex) and the input modality (speech recognition vs keyboard and mouse). Cognitive load, task completion time, error rate, and usability were measured.

Results: Compared to using a keyboard and mouse, speech recognition significantly increased the cognitive load for complex tasks (Z=–4.08, P<.001) and simple tasks (Z=–2.24, P=.03). Complex tasks took significantly longer to complete (Z=–2.52, P=.01) and speech recognition was found to be overall less usable than a keyboard and mouse (Z=–3.30, P=.001). However, there was no effect on errors.

Conclusions: Use of a keyboard and mouse was preferable to speech recognition for complex tasks involving problem solving and recall. Further studies using a broader variety of consumer digital health tasks of varying complexity are needed to investigate the contexts in which use of speech recognition is most appropriate. The effects of cognitive load on task performance and its significance also need to be investigated.

(J Med Internet Res 2020;22(6):e14827) doi:10.2196/14827
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Introduction

Recent advances in natural language processing and artificial intelligence have led to improvements in and widespread adoption of speech recognition technologies [1]. Speech recognition is an input modality that translates human speech into computerized text [2]. In consumer applications, speech recognition is usually applied as a way to interact with conversational agents, which are systems that mimic human conversation using text or spoken language [3,4]. Consumer conversational agents (such as Amazon Alexa and Google Assistant) can improve patient workflow by allowing patients to call nurses [5]. In health care, conversational agents have been utilized for a variety of purposes, including data collection, decision support, and patient monitoring [5-8].

Problems with the use of digital health technology represent a well-documented safety concern in the literature [9,10]. However, little is known about the problems associated with conversational agents that pose actual or potential risks of harm to consumers [9]. One study in which the participants were asked to interact with conversational agents identified significant safety concerns arising from the quality of information provided in response to health-related questions [11]. For example, incorrect information provided by a conversational agent in response to a question about the amount of alcohol that could be consumed while taking oxycodone could lead to severe harm, including death. However, few studies have evaluated conversational agents in the hands of consumers [3,4].

In other consumer-facing tools, cognitive load has been observed to be an important factor affecting the use of speech recognition technologies. Users reported finding it more difficult to think and speak at the same time when compared to typing, pointing, and clicking [12,13]. However, the effects of speech recognition use on cognitive load when performing health tasks has not yet been explored. Cognitive load is the amount of workload imposed on the brain’s working or short-term memory, which has limited capacity [14,15] and a short duration [16], particularly when performing tasks requiring problem solving and recall [14,17]. An example of a problem-solving task is using basic arithmetic to calculate nutritional information, whereas recall involves memorizing and reporting exercise information. Due to the cognitive load, certain tasks may be more difficult to perform because speaking shares the same cognitive resources in the brain as those required for problem solving and recall (ie, working memory) [12]. Therefore, a possible challenge with the use of speech recognition is that it can increase the cognitive load in tasks requiring more problem solving and recall.

Although studies in other domains have investigated the effects of speech recognition use on cognitive load, to our knowledge, no study has measured its effects in digital health tasks [12,18,19]. Thus, the aim of the present study was to evaluate the use of speech recognition for documentation in consumer digital health tasks such as recording diet and exercise information in comparison to using a conventional keyboard and mouse. The following hypotheses were tested: (1) cognitive load is higher for speech recognition compared to keyboard and mouse use in complex tasks requiring more problem solving and recall; (2) the percentage of errors is higher for speech recognition compared with keyboard and mouse use in complex tasks requiring more problem solving and recall; (3) task completion time is lower for speech recognition compared with keyboard and mouse use in simple tasks requiring less problem solving and recall; and (4) speech recognition is less usable than a keyboard and mouse for both simple and complex tasks requiring more problem solving and recall.

These findings will shed light on the characteristics of consumer digital health tasks that make them most suitable for using speech recognition as an input modality.

Methods

Participants

Fifty-two university students and staff participated in this study (see Results for a summary of the participant demographics). The participants were either students or staff who met the minimum English language proficiency for admission to a university program or workplace. These participants also had working knowledge of computer technology and systems as required for their degree or profession. Hence, there were no requirements regarding level of English language, health literacy, or technology proficiency for inclusion. The participants responded to advertisements sent by email or published in a university newsletter. Consent was obtained after the participant was informed of the nature of the study and of their rights to withdraw at any time. The study was reviewed and approved by Macquarie University’s Human Research Ethics Committee to recruit people within the Faculty of Medicine and Health Sciences. Participants were not offered any remuneration or gifts to incentivize participation.

Experimental Design and Tasks

The study included two within-subject factors: human-computer interaction modality (speech recognition vs keyboard and mouse) and task complexity (simple vs complex) providing four experimental conditions (Figure 1).
Each participant was asked to complete four consumer digital health tasks to document nutritional and exercise information: two simple and two complex tasks, using speech recognition and a keyboard and mouse to interact with a simulated conversational agent (Figure 1). For each documentation task, participants were asked to adopt a persona within a hypothetical scenario focusing on physical activity and diet, and to answer the conversational agent’s questions (see Multimedia Appendix 1). The tasks were designed to assess problem solving and recall using the information provided within the scenario.

Complexity was measured by the number of information items that participants needed to manipulate in working memory. The relationship between the number of information items requiring manipulation in working memory and cognitive load has been well established in the literature [20]: that is, human performance is affected when the cognitive load is too high or exceeds the limits of working memory [21,22]. For simple tasks, the conversational agent displayed the hypothetical scenario on the same screen as the questions. Complex tasks were designed to impose a higher cognitive load by increasing the number of pieces of information needed to perform arithmetic and commit to memory (6 total items for simple tasks vs 17 total items for complex tasks; see Multimedia Appendix 1). Simple tasks required participants to problem solve using 5 items of information, including 5 days, 20 minutes, line dancing, 10:00-10.50 am, whereas complex tasks required participants to recall the same 5 items and were provided with 12 items for problem solving. A higher cognitive load was also imposed by displaying the scenario in a pop-up modal window, requiring participants to commit key information in the scenario to working memory when transferring between the windows [23]. Participants could not copy and paste their answers.

The tasks were developed in consultation with a health informatics researcher (DL) and a primary care physician (LL). Pilot testing was performed by asking 7 individuals to complete the tasks using a prototype of the system and provide feedback. Any issues were iteratively fixed before the next pilot test. This pilot testing ensured that the prescribed tasks and the system were understandable and functional. Individuals who assisted with pilot testing were excluded from participating in the experiment. The correct answers to tasks were predetermined and validated by the health informatics researcher.

**Simulated Conversational Agent**

Participants attended a computer laboratory at the university where a workstation was set up with the tasks running on a web app connected to a keyboard, mouse, and microphone. Presented as a text message conversation, user responses could either be typed using the keyboard and mouse or transcribed using speech recognition depending on the experimental condition (Figure 2). Participants were able to view their responses before submitting. Web Speech API, a JavaScript-based general purpose speech recognition application programming interface, was used to implement a live audio transcription function for this system [24]. To activate speech-to-text using speech recognition, the participants were instructed to press the “Record” button. The system was launched using Google Chrome on a local machine.
Procedure

After obtaining informed consent, the participants completed a short survey about use of speech recognition technology and provided demographic information. They were then briefed that the tasks consisted of problem solving and recall and given instructions about how to use the speech recognition interface before commencing the experiment. Training continued until the participant clearly understood all aspects required to perform the experimental tasks; no practice tasks were undertaken.

Participants completed two simple and two complex tasks, half of which were randomly assigned to using speech recognition (Figure 3). At the end of each task, cognitive load was assessed. To avoid order effects, the assignment of simple and complex tasks for the two modalities and task sequence were randomized. All voice recordings for the speech recognition tasks were captured independently to determine errors. At the end of all four tasks, the System Usability Scale (SUS) questionnaire [25] was completed for each modality followed by a feedback interview.

Outcome Measures and Analysis

Participants’ responses to the lifestyle management tasks with speech recognition and keyboard and mouse were compared using data extracted from the computer log, audio recordings of participant responses, and paper surveys.

Cognitive load was measured using a cognitive load inventory that was adapted from a validated instrument to reflect the nature of the tasks in the present study [26] (Multimedia Appendix 2). Self-ratings of using this inventory have shown it to be reliable, unobtrusive, and sensitive to small differences [23]. This inventory has been widely used [23,26,27], including in controlled studies of clinical decision making [28]. The inventory was administered on paper at the end of each condition.

Task completion time was measured in seconds and calculated from computer logs as the difference between the task start and end time.
The error rate for a given task was defined as the number of failed recall and problem-solving responses, calculated as a percentage of the maximum score for the task. Participants were asked to answer each of the conversational agent’s questions correctly by recalling information or solving for numerical answers. Each task had predefined correct answers along with correct problem-solving and recall responses (Multimedia Appendix 1). For example, if the correct answers to a task were “line dancing” and “50 minutes,” then the maximum score was 2. If a participant incorrectly recalled “line dancing” but correctly answered “50 minutes,” then the error rate would be calculated as 50%. To ensure that transcription errors were not mistakenly attributed to participants, the voice recording on each response was used to validate the answers for tasks that were completed with speech recognition.

Usability was assessed using the SUS, a validated 10-item questionnaire [25], resulting in overall usability scores and scores of subelements (usability and learnability).

**Statistical Analyses**

The effects of speech recognition on cognitive load, task completion time, error rate, and SUS scores were tested using repeated-measures analysis to control for individual differences. The Wilcoxon signed-rank test was used because the results were not normally distributed. We compared speech recognition and keyboard and mouse across both levels of complexity. Cohen criteria were used to calculate and interpret effect sizes \((r)\), where 0.1 indicates a small effect, 0.3 indicates a medium effect, and 0.5 indicates a large effect [29]. We estimated that a sample size of 42 was required to detect a difference of 25% and a standard deviation of 20% for each outcome measure for all tasks with 90% power and \(P<.05\) [30]. No baseline measures could be derived from the literature. Descriptive statistics were used to summarize demographic information. All statistical analyses were undertaken using SPSS v24.0.0.0 software (IBM Corp, Armonk, NY, USA).

**Results**

**Participants**

Fifty-two university staff and students participated in the experiment. One participant did not complete the experiment and data from another was lost due to a technical error, leaving a total of 50 participants for inclusion in the analysis. The participants were aged 18-64 years, 30% (15/50) were 25-34 years and 54% (27/50) were women. More than half of the participants (56%, 28/50) reported never using speech recognition in their daily lives, 28% (14/50) reported using it once or twice a week, 14% (7/50) reported using it more than multiple times a week, and 4% (2/50) used speech recognition multiple times a day.

**Effects of Speech Recognition on Cognitive Load**

Participants experienced a significantly higher cognitive load when using speech recognition to perform the prescribed tasks (Table 1). These findings were consistent across both levels of task complexity, although the effect size increased from medium for simple tasks to high for complex tasks.

**Table 1. Comparison of cognitive load between keyboard and mouse and speech recognition use by task complexity.**

<table>
<thead>
<tr>
<th>Task complexity</th>
<th>Keyboard and mouse, median (IQR)</th>
<th>Speech recognition, median (IQR)</th>
<th>Z value(^{a})</th>
<th>(P) value</th>
<th>Effect size ((r))</th>
</tr>
</thead>
<tbody>
<tr>
<td>Complex</td>
<td>3.2 (2.1-4.2)</td>
<td>5.2 (3.6-6.3)</td>
<td>-4.22</td>
<td>&lt;.001</td>
<td>0.60</td>
</tr>
<tr>
<td>Simple</td>
<td>2.2 (2.2-4.4)</td>
<td>3.3 (2.2-5.6)</td>
<td>-2.24</td>
<td>.02</td>
<td>0.32</td>
</tr>
</tbody>
</table>

\(^{a}\)Wilcoxon signed-rank test.

**Task Completion Time and Error Rate**

Participants took significantly longer to complete tasks using speech recognition than the keyboard and mouse for complex tasks; however, there was no difference observed for simple tasks (Table 2). For complex tasks, there was a statistically significant increase in task completion time with a medium effect size \((r=0.36)\); however, there was no difference for simple tasks.

There was no difference in error rates for both simple and complex tasks (Table 2). For complex tasks, we examined error rates by their type and found no difference for both problem solving \((Z=-1.96, P=.05)\) and recall error rates \((Z=-1.55, P=.12)\).

**Table 2. Comparison of task completion time and error rates between keyboard and mouse and speech recognition use by task complexity.**

<table>
<thead>
<tr>
<th>Task complexity</th>
<th>Keyboard and mouse</th>
<th>Speech recognition</th>
<th>Z value(^{a})</th>
<th>(P) value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Complex, median (IQR)</td>
<td>162 (124-192)</td>
<td>173 (136-223)</td>
<td>2.52</td>
<td>.01</td>
</tr>
<tr>
<td>Completion time (seconds)</td>
<td>11 (0-25)</td>
<td>11 (0-36)</td>
<td>1.80</td>
<td>.07</td>
</tr>
<tr>
<td>Simple, median (IQR)</td>
<td>90 (74-124)</td>
<td>83 (68-111)</td>
<td>7.90</td>
<td>.43</td>
</tr>
<tr>
<td>Completion time (seconds)</td>
<td>0 (0-33)</td>
<td>0 (0-33)</td>
<td>-0.33</td>
<td>.74</td>
</tr>
</tbody>
</table>

\(^{a}\)Wilcoxon signed-rank test.
Usability and Participant Perceptions About Speech Recognition

Participants found speech recognition to be significantly less usable than the keyboard and mouse. This was consistent with the SUS factor analysis, which revealed that speech recognition was perceived to be significantly less usable and harder to learn with medium and large effect sizes, respectively (Table 3).

Table 3. Usability (SUSa scores) of speech recognition compared to keyboard and mouse.

<table>
<thead>
<tr>
<th>SUS category</th>
<th>Keyboard and mouse, median (IQR)</th>
<th>Speech recognition, median (IQR)</th>
<th>Z valueb</th>
<th>P value</th>
<th>Effect size (r)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Overall</td>
<td>85 (72-90)</td>
<td>75 (62-85)</td>
<td>-3.30</td>
<td>.001</td>
<td>0.47</td>
</tr>
<tr>
<td>Usability</td>
<td>100 (97-100)</td>
<td>100 (75-100)</td>
<td>-2.98</td>
<td>.003</td>
<td>0.42</td>
</tr>
<tr>
<td>Learnability</td>
<td>81 (68-88)</td>
<td>72 (59-84)</td>
<td>-3.54</td>
<td>&lt;.001</td>
<td>0.50</td>
</tr>
</tbody>
</table>

*SUS: System Usability Scale.
*bWilcoxon signed-rank test.

Overall, participants commented that the simulated conversational agent was “very straightforward” to use. Some reported that not having to think about spelling and grammar was an advantage of speech recognition. Although the participants found speech recognition to be a possibly more convenient way to enter free-text information, many observed that the major pitfalls of speech recognition were any transcription errors generated by the software, an inability to retract and edit answers once a sentence was uttered, and unwanted filler utterances such as “um” and “er” appearing in their responses. Participants also commented about the extra time taken to check and correct the output of speech recognition for transcribing errors when such errors could be prevented by using a keyboard and mouse in the first place. Others raised privacy issues as they were self-conscious about strangers eavesdropping on their responses.

When commenting on difficulties, some participants stated that they had struggled to formulate answers for scenarios and construct sentences to dictate to the conversational agent via speech recognition at the same time. They also commented that this action consumed more time to complete the task. By contrast, typing was perceived to be easier because it was “what we do every day.” This also allowed for using the textbox input to record answers as opposed to “keeping more in the brain” when storing information in cognitive, working memory. Speech was also perceived as a novelty because many were familiar with using a keyboard and mouse and saw it as a standard mode for human-computer interaction.

Discussion

Main Findings

When using speech recognition, participants reported a higher cognitive load for both simple and complex tasks compared to using a keyboard and mouse. Some participants reported an inability to think while speaking, which is consistent with previous observations [12,13]. A possible reason is due to an extra step introduced in processing the information and then having to form complete sentences before speaking. This extra processing step, which occurs once participants begin to formulate responses to the simulated conversational agent’s questions, may have involved working memory and contributed to participants experiencing a higher cognitive load while using speech recognition.

The higher cognitive load also provides a potential explanation for the more time required to complete complex tasks when using speech recognition and for it to be perceived less usable. Participants also noted a time delay required for speech recognition to process responses. It is thus possible that the extra time was introduced by the system and the time participants spent in checking the live transcription provided by speech recognition. If this was true, a consistent increase in time across all conditions would be expected. However, there was no significant time difference found for simple tasks. This could mean that the difference more likely arose from the task characteristics themselves. Further experiments are required to examine the interaction effect of modality and task complexity on cognitive load.

Despite previous reports about higher error rates with speech recognition for clinical documentation tasks [31], we found no difference in error rates between the two modalities for both simple and complex tasks. One possible reason that the second hypothesis was not supported is that most participants were observed to formulate their responses with caution by double-checking their answers when using speech recognition. For simple tasks, this meant looking at the scenario section that was on the same screen. For complex tasks, participants repeatedly clicked the “review scenario” button until they were satisfied with their answer.

Speech recognition was perceived to be less usable than a keyboard and mouse because it was harder to learn. A major factor contributing to this effect is that many participants reported being more comfortable with typing because it was an everyday human-computer interaction, especially in their profession. In addition, 56% of the participants did not use speech recognition in their daily lives, which possibly meant that they are less proficient in using speech recognition. Another possible factor is that the conversational agent was purposely designed to limit participants by not allowing users to correct transcription errors. This may be a common source of frustration that affects perceptions of usability for conversational agents. However, the error rate was unaffected because we used independent voice recordings to determine errors and the impact on usability was captured in the overall score.

Some participants reported lack of privacy as another major factor for speech recognition being less usable than a keyboard and mouse. A major advantage with typing was that a third
party could not eavesdrop on interactions with the conversational agent. Thus, less confidence was placed on using the conversational agent with speech recognition compared with a keyboard and mouse. Although there was no difference in error rates, the increased cognitive load and task completion time may also have affected user experience.

Implications

Our findings suggest that speech recognition may not be uniformly suitable for the different contexts of health care. An important implication is for system designers to consider task characteristics and the resulting impact on cognitive load when selecting modalities for humans to interact with computers. In general, lower cognitive load, fewer errors, less time, and better usability are desirable. Speech recognition may be more suitable for frequent tasks such as documentation of notes in electronic health records (EHRs), which may generally not involve problem solving and recall (eg, when a doctor has already established a diagnosis during the patient consultation and uses the EHR to record their notes). However, it may not be suitable for occasional tasks such as incident reporting, which involves problem solving and recall, requiring clinicians to recollect the sequence of events and identify problems that led to an incident [32]. For such complex documentation tasks, the higher cognitive load and greater time required to use speech recognition, along with the lower usability, suggest that a keyboard and mouse may be a better input modality. By contrast, speech recognition may be necessary for contexts that require use of the hands and eyes.

One practical strategy for designers to assess the suitability of speech recognition as an input modality is to test user interfaces in the prototype stage with the cognitive load inventory, which is readily applicable to different modalities and systems. Importantly, designers need to consider privacy requirements when using speech recognition for busy health care settings, especially when sensitive health information is being handled. Our findings also suggest that privacy requirements may present a barrier for the use of speech recognition in some contexts such as health apps that require users to document their personal health information. These considerations will need to be evaluated on a case-by-case basis.

Comparison With the Literature

To the best of our knowledge, no previous studies have measured the effects of speech recognition in consumer digital health tasks. In clinical applications, the use of speech recognition for clinical documentation was found to increase error rates and task completion time in a controlled laboratory setting [31,33,34]. One possible reason for the disparity with our results may be the difference in the source of complexity. In the previous studies, complexity was distributed between the clinical scenario and the user interactions with an EHR, which required users to navigate to different sections of the record. By contrast, in our study, the type of user interaction remained the same for the different task types. The complexity instead arose from the scenario itself, which required users to problem solve and recall information from memory.

Limitations

There are several limitations to the design of the current study. We focused on the use of speech recognition as an input modality within a computer laboratory, which may not be representative of a real-world setting where environmental factors such as background noise and interruptions affect consumer interactions with digital health technologies. A general-purpose speech recognition engine that was not specifically optimized for the consumer health domain was tested on a desktop computer. This may have affected participant perceptions about usability and time required to use speech recognition. Participants were university students and staff, almost half of whom reported not using speech recognition technology in their daily lives. Therefore, our sample may not be representative of the general population of health consumers who might use conversational agents. However, because the participants were from a cohort that regularly used a keyboard and mouse, we were able to undertake a realistic assessment of the effort to learn and use speech recognition in the context of the conversational agent. For regular speech recognition users, expectations about the robustness and accuracy could have affected SUS scores. Although it is possible that individual differences such as health literacy, native language, pronunciation, fluency, and experience with speech recognition and a keyboard and mouse may have impacted the outcome variables, we attempted to control for these differences by using a within-subjects design. Further studies are needed to explore the influence of health and nutritional literacy. It is also possible that the quality of the speech recognition could have affected task completion time, but the effect would be consistent across experimental conditions. The error rate was unaffected because we used independent voice recordings to determine correct answers; therefore, the risk of the speech recognition mistranscribing speech by recording responses was controlled.

Despite these limitations, this study has contributed evidence related to the use of speech recognition as an input modality in human-computer interaction, particularly in a consumer digital health context. These results provide baseline measures of cognitive load in using speech recognition. Further studies using a more representative population of conversational agent users are needed to investigate the effects of cognitive load on task performance when speech recognition is integrated with consumer digital health technologies in real-world settings, including mobile devices such as smartphones and tablet computers.

Conclusions

This study found that using a keyboard and mouse was preferable to speech recognition for complex tasks involving problem solving and recall. This may be due to the higher cognitive load reported when using speech recognition and that the participants were more comfortable using a keyboard and mouse. Our results suggest that task characteristics need to be considered by designers when selecting the most appropriate input modality for human-computer interaction. Further studies using a broader variety of consumer digital health tasks of varying complexity are needed to investigate the contexts in which use of speech recognition is appropriate. The effects of
cognitive load on task performance and its significance also need to be investigated.
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Abstract

Background:  Dialog agents (chatbots) have a long history of application in health care, where they have been used for tasks such as supporting patient self-management and providing counseling. Their use is expected to grow with increasing demands on health systems and improving artificial intelligence (AI) capability. Approaches to the evaluation of health care chatbots, however, appear to be diverse and haphazard, resulting in a potential barrier to the advancement of the field.

Objective:  This study aims to identify the technical (nonclinical) metrics used by previous studies to evaluate health care chatbots.

Methods:  Studies were identified by searching 7 bibliographic databases (eg, MEDLINE and PsycINFO) in addition to conducting backward and forward reference list checking of the included studies and relevant reviews. The studies were independently selected by two reviewers who then extracted data from the included studies. Extracted data were synthesized narratively by grouping the identified metrics into categories based on the aspect of chatbots that the metrics evaluated.

Results:  Of the 1498 citations retrieved, 65 studies were included in this review. Chatbots were evaluated using 27 technical metrics, which were related to chatbots as a whole (eg, usability, classifier performance, speed), response generation (eg, comprehensibility, realism, repetitiveness), response understanding (eg, chatbot understanding as assessed by users, word error rate, concept error rate), and esthetics (eg, appearance of the virtual agent, background color, and content).

Conclusions:  The technical metrics of health chatbot studies were diverse, with survey designs and global usability metrics dominating. The lack of standardization and paucity of objective measures make it difficult to compare the performance of health chatbots and could inhibit advancement of the field. We suggest that researchers more frequently include metrics computed from conversation logs. In addition, we recommend the development of a framework of technical metrics with recommendations for specific circumstances for their inclusion in chatbot studies.

(J Med Internet Res 2020;22(6):e18301)  doi:10.2196/18301
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Introduction

Background
The potential of human-computer dialog to provide health care benefits has been perceived for many decades. In 1966, Weizenbaum’s ELIZA system caught the public imagination with its imitation of a psychotherapist through the relatively simple linguistic token manipulation possible at the time [1]. From the mid-1990s, a family of interventions based on automated telephone sessions (telephone-linked care) demonstrated effectiveness in promoting health adherence across a range of behaviors including medication, diet, and physical activity [2]. As mobile phones have become commonplace, a range of SMS text messaging–based interventions have been developed and trialed, with particular success in smoking cessation [3]. At the same time, internet/web-based interventions have shown the ability to promote positive health behavior change [4,5], and the interaction components associated with users sticking with an internet intervention are increasingly well understood and include the inclusion of dialog elements [6].

With the advent of smartphones, the distribution of highly interactive chatbots has been greatly facilitated, particularly with the ubiquitous use of app stores and wide installation of chat apps that can include chatbots, notably Facebook Messenger. Chatbots, as with other electronic health (eHealth) interventions, offer scalability and 24-hour availability to plug gaps in unmet health needs. For example, Woebot delivers cognitive behavior therapy and has been tested with students with depression [7]. The students who used Woebot significantly reduced their symptoms of depression over the study period as measured by the depression questionnaire PHQ-9, while those in the information control group (who instead read a self-help book) did not [7]. In recent years, artificial intelligence (AI) based on deep learning has created waves with its ability to outperform physicians at some diagnostic tasks [8,9]. Xiaoice is a social chatbot that emphasizes emotional connection and it has communicated with over 660 million active users since its launch in 2014 [10]; its performance shows that deep learning can be successfully applied to meaningful dialog tasks. Combining the factors of ease-of-distribution, successful applications, and AI methods to improve health chatbot performance, it is reasonable to expect health chatbots in the information control group (who instead read a self-help book) did not [7]. In recent years, artificial intelligence (AI) based on deep learning has created waves with its ability to outperform physicians at some diagnostic tasks [8,9]. Xiaoice is a social chatbot that emphasizes emotional connection and it has communicated with over 660 million active users since its launch in 2014 [10]; its performance shows that deep learning can be successfully applied to meaningful dialog tasks. Combining the factors of ease-of-distribution, successful applications, and AI methods to improve health chatbot performance, it is reasonable to expect health chatbots in increasing numbers and variety to take an increasingly serious role in the health care system.

Research Problem and Aim
To be an evidence-based discipline requires measurement of performance. The impact of health chatbots on clinical outcomes is the ultimate measure of success. For example, did the condition (eg, depression, diabetes) improve to a statistically significant degree on an accepted measure (eg, PHQ-9 [11] or hemoglobin A1c [12], respectively), as compared to a control group? Such studies, however, may require large sample sizes to detect the effect and provide relatively little insight into the mechanism by which the chatbot achieves the change; additionally, studies may provide particularly little insight if the result is negative.

As an alternative and useful precursor to clinical outcome metrics, technical metrics concern the performance of the chatbot itself (eg, did participants feel that it was usable, give appropriate responses, and understand their input?). Appropriateness refers to the relevance of the provided information in addressing the problem prompted [13]. Furthermore, this includes more objective measures of the chatbot interaction, such as the number of conversational turns taken in a session or time taken, and measures that require some interpretation but are still well-defined, such as task completion. These technical measures offer a potential method for comparison of health chatbots and for understanding the use and performance of a chatbot to decide if it is working well enough to warrant the time and expense of a trial to measure clinical outcomes.

Previously, we had introduced a framework for evaluation measures of health chatbots to provide guidance to developers [14]. The framework development, however, was based on a relatively informal process vulnerable to the authors’ biases in terms of what studies were considered in its formulation. Therefore, the aim of this study is to use a rigorous review methodology to identify the technical metrics used by previous studies to evaluate health care chatbots. The final goal of these efforts is to be able to make recommendations for an evaluation framework for health chatbots.

Methods

Overview
To achieve the aforementioned objective, a scoping review was conducted. To conduct a transparent and replicable review, we followed the PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) Extension for Scoping Reviews (PRISMA-ScR) guidelines [15]. This research was conducted by an interdisciplinary team of researchers with backgrounds in nursing, computer science, and mental health applications.

Search Strategy

Search Sources
For this review, we searched the following bibliographic databases November 1-3, 2019: MEDLINE (via EBSCO), EMBASE (Excerpta Medica Database; via Ovid), PsycINFO (via Ovid), CINAHL (Cumulative Index of Nursing and Allied Health Literature; via EBSCO), IEEE (Institute of Electrical and Electronics Engineers) Xplore, ACM (Association for Computing Machinery) Digital Library, and Google Scholar. We screened only the first 100 hits retrieved by searching Google Scholar, as it usually retrieves several thousand references ordered by their relevance to the search topic. We checked the reference list of the included studies to identify further studies relevant to the current review (ie, backward reference list checking). Additionally, we used the “cited by” function available in Google Scholar to find and screen studies that cited the included studies (ie, forward reference list checking).

http://www.jmir.org/2020/6/e18301/
**Search Terms**

The search terms were derived from previously published literature and the opinions of informatics experts. For health-related databases, we used search terms related to the intervention of interest (e.g., chatbot, conversational agent, and chat-bot). In addition to intervention-related terms, we used terms related to the context (e.g., health, disease, and medical) for non-health-related databases (e.g., IEEE and ACM digital library). Multimedia Appendix 1 details the search strings used for searching each electronic database.

**Study Eligibility Criteria**

The intervention of interest in this review was chatbots that are aimed at delivering health care services to patients. Chatbots implemented in stand-alone software or web-based platforms were included. However, we excluded chatbots operated by a human (Wizard-of-Oz) or integrated into robotics, serious games, SMS text messaging, or telephone systems. To be included, studies had to report a technical evaluation of a chatbot (e.g., usability, classifier performance, and word error rate). We included peer-reviewed articles, dissertations, and conference proceedings, and we excluded reviews, proposals, editorials, and conference abstracts. This review included studies written in the English language only. No restrictions were considered regarding the study design, study setting, year of publication, and country of publication.

**Study Selection**

Authors MA and ZS independently screened the titles and abstracts of all retrieved references and then independently read the full texts of included studies. Any disagreements between the two reviewers were resolved by AA. We assessed the intercoder agreement by calculating Cohen, which was 0.82 for screening titles and abstracts and 0.91 for reading full texts, indicating a very good agreement [16].

**Data Extraction**

To conduct a reliable and accurate extraction of data from the included studies, a data extraction form was developed and piloted using 8 included studies (Multimedia Appendix 2). The data extraction process was independently conducted by two reviewers (MA and ZS) and a third reviewer (AA) resolved any disagreements. Intercoder agreement between the reviewers was good (Cohen $\kappa=0.67$).

**Data Synthesis**

A narrative approach was used to synthesize the extracted data. After identifying all technical metrics used by the included studies to evaluate chatbots, we divided them into 4 categories based on the aspect of chatbots that the metrics evaluate. The 4 categories were formed after a discussion by the authors in which consensus was reached. For each metric, we identified how the studies measured it. Data synthesis was managed using Microsoft Excel (Microsoft Corporation).

**Results**

**Search Results**

By searching the 7 electronic databases, 1498 citations were retrieved. After removing 199 (13.3%) duplicates of these citations, 1299 (86.7%) titles and abstracts were screened. The screening process resulted in excluding 1113 (74.3%) titles and abstracts due to several reasons detailed in Figure 1. When we read the full text of the remaining 186 (12.4%) citations, a further 133 (8.9%) citations were excluded (Figure 1). In total, 12 studies were found by backward and forward reference checking. We included 65 studies in the review.
Description of Included Studies

Characteristics of the included studies are detailed in Table 1. Cross-sectional survey was the most commonly used study design (n=41, 63%). About 57% (n=37) of the included studies were published as journal articles. Half of the studies (n=33, 51%) were conducted in the United States. Approximately 70% (n=45) of the studies were published between 2015 and 2019.

The sample size was reported in 61 studies, and 38 studies (62%) had 50 or fewer participants. In 44 studies, the age of participants was reported; the mean age of participants was 39 years, with a range of 13-79 years. Sex of participants was reported in 54 studies, where the mean percentage of males was 48.1%. Of the 62 studies that reported participants’ health conditions, 34 (54.8%) studies recruited participants from a clinical population (ie, those with health issues). Participants were recruited from clinical settings (n=30, 49.2%), community (n=20, 32.8%), and educational settings (n=18, 29.5%). Metadata and population characteristics of each included study are presented in Multimedia Appendix 3.

Chatbots were used for self-management (n=17, 26.2%), therapeutic purposes (n=12, 18.5%), counselling (n=12, 18.5%), education (n=10, 15.4%), screening (n=9, 13.8%), training (n=7, 10.8%), and diagnosing (n=3, 4.6%). Although chatbots were implemented in stand-alone software in about 62% (n=40) of studies, chatbots were implemented in web-based platforms in the remaining studies (n=25, 39%). Chatbot responses were generated based on predefined rules, machine learning approaches, or both methods (hybrid) in 82% (N=53), 17% (n=11), and 2% (n=1) of the included studies, respectively. In the majority of studies (n=58, 89%), chatbots led the dialogue. In about 62% (n=40) of studies, users interacted with chatbots only by typing in their utterances (texts). The most common modalities used by chatbots to interact with users were a combination of text, voice, and nonverbal language (ie, facial expression and body language; n=21, 32%), text only (n=20, 31%), and a combination of voice and nonverbal language (n=19, 29%). The most common disorders targeted by chatbots were any health condition (n=20, 31%) and depression (n=15, 23%). Multimedia Appendix 4 displays characteristics of the intervention in each included study.
<table>
<thead>
<tr>
<th>Parameters and characteristics</th>
<th>Studies, n (%)&lt;sup&gt;a&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Study metadata</strong></td>
<td></td>
</tr>
<tr>
<td><strong>Study design</strong></td>
<td></td>
</tr>
<tr>
<td>Survey</td>
<td>41 (63)</td>
</tr>
<tr>
<td>Quasi-experiment</td>
<td>11 (17)</td>
</tr>
<tr>
<td>Randomized controlled trial</td>
<td>13 (20)</td>
</tr>
<tr>
<td><strong>Type of publication</strong></td>
<td></td>
</tr>
<tr>
<td>Journal article</td>
<td>37 (57)</td>
</tr>
<tr>
<td>Conference proceeding</td>
<td>25 (39)</td>
</tr>
<tr>
<td>Thesis</td>
<td>3 (5)</td>
</tr>
<tr>
<td><strong>Country</strong></td>
<td></td>
</tr>
<tr>
<td>United States</td>
<td>33 (51)</td>
</tr>
<tr>
<td>France</td>
<td>5 (8)</td>
</tr>
<tr>
<td>Netherlands</td>
<td>3 (5)</td>
</tr>
<tr>
<td>Japan</td>
<td>3 (5)</td>
</tr>
<tr>
<td>Australia</td>
<td>3 (5)</td>
</tr>
<tr>
<td>Italy</td>
<td>2 (3)</td>
</tr>
<tr>
<td>Switzerland and Netherlands</td>
<td>2 (3)</td>
</tr>
<tr>
<td>Finland</td>
<td>1 (2)</td>
</tr>
<tr>
<td>Sweden</td>
<td>1 (2)</td>
</tr>
<tr>
<td>Turkey</td>
<td>1 (2)</td>
</tr>
<tr>
<td>United Kingdom</td>
<td>1 (2)</td>
</tr>
<tr>
<td>Switzerland &amp; Germany</td>
<td>1 (2)</td>
</tr>
<tr>
<td>Mexico</td>
<td>1 (2)</td>
</tr>
<tr>
<td>Spain</td>
<td>1 (2)</td>
</tr>
<tr>
<td>Global population</td>
<td>1 (2)</td>
</tr>
<tr>
<td>Romania, Spain and Scotland</td>
<td>1 (2)</td>
</tr>
<tr>
<td>Philippines</td>
<td>1 (2)</td>
</tr>
<tr>
<td>Switzerland</td>
<td>1 (2)</td>
</tr>
<tr>
<td>New Zealand</td>
<td>1 (2)</td>
</tr>
<tr>
<td>Spain and New Zealand</td>
<td>1 (2)</td>
</tr>
<tr>
<td>South Africa</td>
<td>1 (2)</td>
</tr>
<tr>
<td><strong>Year of publication</strong></td>
<td></td>
</tr>
<tr>
<td>Before 2010</td>
<td>3 (5)</td>
</tr>
<tr>
<td>2010-2014</td>
<td>17 (26)</td>
</tr>
<tr>
<td>2015-2019</td>
<td>45 (70)</td>
</tr>
<tr>
<td><strong>Population characteristics</strong></td>
<td></td>
</tr>
<tr>
<td>Sample size&lt;sup&gt;b&lt;/sup&gt;</td>
<td></td>
</tr>
<tr>
<td>≤50</td>
<td>38 (62)</td>
</tr>
<tr>
<td>51-100</td>
<td>11 (18)</td>
</tr>
<tr>
<td>101-200</td>
<td>9 (15)</td>
</tr>
<tr>
<td>&gt;200</td>
<td>3 (5)</td>
</tr>
</tbody>
</table>

<sup>a</sup> Number of studies is rounded to the nearest integer.

<sup>b</sup> Sample size is rounded to the nearest integer.
### Parameters and characteristics

<table>
<thead>
<tr>
<th></th>
<th>Studies, n (%)&lt;sup&gt;a&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age (years)</strong>&lt;sup&gt;c&lt;/sup&gt;</td>
<td></td>
</tr>
<tr>
<td>Mean (range)</td>
<td>39 (13-79)</td>
</tr>
<tr>
<td><strong>Sex (%)</strong>&lt;sup&gt;e&lt;/sup&gt;</td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>48.1</td>
</tr>
<tr>
<td><strong>Health condition</strong>&lt;sup&gt;f&lt;/sup&gt;</td>
<td></td>
</tr>
<tr>
<td>Clinical sample</td>
<td>34 (55)</td>
</tr>
<tr>
<td>Nonclinical sample</td>
<td>28 (45)</td>
</tr>
<tr>
<td><strong>Setting</strong>&lt;sup&gt;g,h&lt;/sup&gt;</td>
<td></td>
</tr>
<tr>
<td>Clinical</td>
<td>30 (50)</td>
</tr>
<tr>
<td>Community</td>
<td>20 (33)</td>
</tr>
<tr>
<td>Educational</td>
<td>18 (30)</td>
</tr>
</tbody>
</table>

### Intervention characteristics

<table>
<thead>
<tr>
<th></th>
<th>Studies, n (%)&lt;sup&gt;a&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Purpose</strong>&lt;sup&gt;i&lt;/sup&gt;</td>
<td></td>
</tr>
<tr>
<td>Self-management</td>
<td>17 (26)</td>
</tr>
<tr>
<td>Therapy</td>
<td>12 (19)</td>
</tr>
<tr>
<td>Counselling</td>
<td>12 (19)</td>
</tr>
<tr>
<td>Education</td>
<td>10 (15)</td>
</tr>
<tr>
<td>Screening</td>
<td>9 (14)</td>
</tr>
<tr>
<td>Training</td>
<td>7 (11)</td>
</tr>
<tr>
<td>Diagnosing</td>
<td>3 (5)</td>
</tr>
<tr>
<td><strong>Platform</strong></td>
<td></td>
</tr>
<tr>
<td>Stand-alone software</td>
<td>40 (62)</td>
</tr>
<tr>
<td>Web-based</td>
<td>25 (39)</td>
</tr>
<tr>
<td><strong>Response generation</strong></td>
<td></td>
</tr>
<tr>
<td>Rule-based</td>
<td>53 (82)</td>
</tr>
<tr>
<td>Artificial intelligence</td>
<td>11 (17)</td>
</tr>
<tr>
<td>Hybrid</td>
<td>1 (2)</td>
</tr>
<tr>
<td><strong>Dialogue initiative</strong></td>
<td></td>
</tr>
<tr>
<td>Chatbot</td>
<td>58 (89)</td>
</tr>
<tr>
<td>Users</td>
<td>4 (6)</td>
</tr>
<tr>
<td>Both</td>
<td>3 (5)</td>
</tr>
<tr>
<td><strong>Input modality</strong></td>
<td></td>
</tr>
<tr>
<td>Text</td>
<td>40 (62)</td>
</tr>
<tr>
<td>Voice</td>
<td>9 (14)</td>
</tr>
<tr>
<td>Voice and nonverbal</td>
<td>8 (12)</td>
</tr>
<tr>
<td>Text and voice</td>
<td>6 (9)</td>
</tr>
<tr>
<td>Text and nonverbal</td>
<td>2 (3)</td>
</tr>
<tr>
<td><strong>Output modality</strong></td>
<td></td>
</tr>
<tr>
<td>Text, voice and nonverbal</td>
<td>21 (32)</td>
</tr>
<tr>
<td>Text</td>
<td>20 (31)</td>
</tr>
<tr>
<td>Voice and nonverbal</td>
<td>19 (29)</td>
</tr>
<tr>
<td>Parameters and characteristics</td>
<td>Studies, n (%)^a</td>
</tr>
<tr>
<td>-------------------------------</td>
<td>-----------------</td>
</tr>
<tr>
<td>Text &amp; voice</td>
<td>4 (6)</td>
</tr>
<tr>
<td>Voice</td>
<td>1 (2)</td>
</tr>
</tbody>
</table>

**Targeted disorders**^b

<table>
<thead>
<tr>
<th>Disorders</th>
<th>Studies, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Any health condition</td>
<td>20 (31)</td>
</tr>
<tr>
<td>Depression</td>
<td>15 (23)</td>
</tr>
<tr>
<td>Autism</td>
<td>5 (8)</td>
</tr>
<tr>
<td>Anxiety</td>
<td>5 (8)</td>
</tr>
<tr>
<td>Substance use disorder</td>
<td>5 (8)</td>
</tr>
<tr>
<td>Posttraumatic stress disorder</td>
<td>5 (8)</td>
</tr>
<tr>
<td>Mental disorders</td>
<td>3 (5)</td>
</tr>
<tr>
<td>Sexually transmitted diseases</td>
<td>3 (5)</td>
</tr>
<tr>
<td>Sleep disorders</td>
<td>2 (3)</td>
</tr>
<tr>
<td>Diabetes</td>
<td>2 (3)</td>
</tr>
<tr>
<td>Alzheimer</td>
<td>1 (2)</td>
</tr>
<tr>
<td>Asthma</td>
<td>1 (2)</td>
</tr>
<tr>
<td>Cervical cancer</td>
<td>1 (2)</td>
</tr>
<tr>
<td>Dementia</td>
<td>1 (2)</td>
</tr>
<tr>
<td>Schizophrenia</td>
<td>1 (2)</td>
</tr>
<tr>
<td>Stress</td>
<td>1 (2)</td>
</tr>
<tr>
<td>Genetic variants</td>
<td>1 (2)</td>
</tr>
<tr>
<td>Cognitive impairment</td>
<td>1 (2)</td>
</tr>
<tr>
<td>Atrial fibrillation</td>
<td>1 (2)</td>
</tr>
</tbody>
</table>

^aPercentages were rounded and may not sum to 100.
^bSample size was reported in 61 studies.
^cMean age was reported in 44 studies.
^dN/A: not applicable.
^eSex was reported in 54 studies.
^fSample type was reported in 62 studies.
^gSetting was reported in 61 studies.
^hNumbers do not add up as several chatbots focused on more than one health condition.
^iNumbers do not add up as several chatbots have more than one purpose.
^jNumbers do not add up as several chatbots target more than one health condition.

**Results of Studies**

**Overview**

The included studies evaluated chatbots using many technical metrics, which were categorized into 4 main groups: metrics related to chatbots as a whole (global metrics), metrics related to response generation, metrics related to response understanding, and metrics related to esthetics. More details about metrics are presented in the following sections.

**Global Metrics**

The included studies evaluated chatbots as a whole using the following metrics: usability, classifier performance, speed, technical issues, intelligence, task completion rate, dialogue efficiency, dialogue handling, context awareness, and error management.

Usability of chatbots was assessed in 37 (56.9%) studies [17-53]. Usability was evaluated using a single question in a self-administrated questionnaire [17,20-25,33,34,36,37,40,42,44,45,47-51,53], multiple questions in a self-administrated questionnaire [28,41,43], a specific questionnaire (eg, system usability scale [SUS] questionnaire) [18,26,27,32,35,38,39,46,52], or observation [19].

Classifier performance of chatbots was evaluated in 8 (12.3%) studies [54-61]. Many metrics were used to measure the classifier performance, namely: area under curve [54,55,60,61], accuracy [56-58,61], sensitivity [55,57,59,60], specificity
Technical issues (eg, errors/glitches) in chatbots were examined in 4 studies (6.2%) [7,36,51,63]. Technical issues were assessed through interviews [7,51,63], a single question in a self-administered questionnaire [36], and checking staff logs [51]. In addition, 3 studies assessed the intelligence of chatbots using either multiple questions in a self-administered questionnaire [41,64] or a single question in a self-administered questionnaire [27]. In 3 studies, the task completion rate was examined by checking the conversation logs [38,53,65].

Of the reviewed studies, 2 (3.1%) studies examined chatbot flexibility in dialogue handling (eg, its ability to maintain a conversation and deal with users’ generic questions or responses that require more, less, or different information than was requested) using interviews [27] and multiple questions in a self-administered questionnaire [38]. Dialogue efficiency of chatbots, which refers to the number of dialogue steps required to finish a task, was assessed in 1 study by reviewing transcribed conversation logs [38]. The same study examined the chatbot’s context awareness (ie, its ability to utilize contextual knowledge to appropriately respond to users) using multiple questions in a self-administered questionnaire [38]. Error management, which refers to a chatbot’s ability to detect and understand misspelled words in users’ replies (eg, “anxious” instead of anxious), was examined in only 1 study [27].

**Metrics Related to Response Generation**

The following metrics were utilized by the included studies to evaluate response generation by chatbots: appropriateness of responses, comprehensibility, realism, speed of response, empathy, repetitiveness, clarity of speech, and linguistic accuracy.

Of the reviewed studies, 15 (23.1%) examined the appropriateness and adequacy of verbal [18,19,27,28,31,34,38,39,51,58,66-69] and nonverbal responses of chatbots [32]. Appropriateness of responses was assessed using interviews [18,19,31,34,51,66,68], a single question in a self-administered questionnaire [27,32,39,67], conversation logs [38,58,69], and multiple questions in a self-administered questionnaire [28].

Comprehensibility of responses, which refers to the degree to which a chatbot generates responses understandable by users, was evaluated by 14 (21.5%) studies [20,23,31,34,36,39,42,44,51,52,59,60,63,69]. Comprehensibility of responses was evaluated using a single question in a self-administered questionnaire [20,23,31,36,39,42,44,52,59,60,63,69] and interviews [34,51].

In total, 14 (21.5%) studies assessed how human-like chatbots are (realism) [17,18,21,34,39,41,46,50,63,66,68,70-72]. Realism of chatbots was examined in terms of verbal responses only [17,21,34,39,46,63,68,70], nonverbal responses only [66], or both verbal and nonverbal responses [18,41,50,71,72]. The included studies evaluated realism using a single question in a self-administered questionnaire [17,18,21,39,46,50,63,70], multiple questions in a self-administered questionnaire [41,72], and interviews [18,34,66,68,71].

Altogether, 11 (16.9%) studies assessed the speed of a chatbot’s responses [18,19,28,30,34,36,38,68-70,73]. The speed of responses was examined using a single question in a self-administered questionnaire [18,30,36,69,70,73], interviews [19,34,68], multiple questions in a self-administered questionnaire [53], and system logs [38]. Empathy of a chatbot, which refers to its ability to show empathy to users, was examined in 10 studies [7,35,41,42,64,66,67,71,73,74]. Those studies evaluated empathy using a single question in a self-administered questionnaire [7,35,41,62,67,71,73], interviews [66,71], and multiple questions in a self-administered questionnaire [64].

**Metrics Related to Response Understanding**

The included studies evaluated chatbot understanding of users’ responses using the following metrics: understanding as assessed by users, word error rate, concept error rate, and attention estimator errors.

Chatbot understanding, which refers to a chatbot’s ability to adequately understand the verbal and nonverbal responses of users, was assessed by 20 (30.8%) studies [7,18,20,23,27,32,33,36,39,41,42,53,57,59,63,64,68,73,78,79]. Of those studies, 2 studies assessed understanding of both verbal and nonverbal responses [18,79], 1 study assessed understanding of nonverbal responses only [32], and the remaining studies assessed understanding of verbal responses only. The understanding of responses was evaluated using multiple questions in a self-administered questionnaire in 4 studies [42,64,78,79], interviews in 2 studies [18,68], and a single question in a self-administered questionnaire in the remaining studies.

Word error rate, which assesses the performance of speech recognition in chatbots, was examined in 2 (3.7%) studies using conversational logs [65,69]. Concept error rate, which depends on the correct recognition of the semantic result of a user utterance, was evaluated in 1 study by checking conversational logs [65]. Attention estimation, which refers to a chatbot’s ability to determine whether the user is gazing toward the screen or away from it, was examined in 1 study by checking conversational logs [69].
Metrics Related to Esthetics

The included studies evaluated the esthetics of chatbots using the following metrics: appearance of the virtual agent, background color and content, font type and size, button color, shape, icon, and background color contrast.

In total, 5 (7.7%) studies assessed the appearance of the virtual agent using a single question in a self-administered questionnaire [69,77,80], interviews [51], and focus groups [45]. In addition, 1 (1.5%) study evaluated background color, color contrast, and content; font type and size; and button color, shape, and icon using a survey [80].

Discussion

Principal Findings

It became clear that there is currently no standard method in use to evaluate health chatbots. Most aspects are studied using self-administered questionnaires or user interviews. Common metrics are response speed, word error rate, concept error rate, dialogue efficiency, attention estimation, and task completion. Various studies assessed different aspects of chatbots, complicating direct comparison. Although some of this variation may be due to the individual characteristics of chatbot implementations and their distinct use cases, it is difficult to see why metrics such as appropriateness of responses, comprehensibility, realism, speed of response, empathy and repetitiveness are each only applicable to a small percentage of cases. Further, objective quantitative metrics (eg, those based on log reviews) were comparatively rarely used in the reported studies. We thus suggest continuing research and development toward an evaluation framework for technical metrics with recommendations for specific circumstances for their inclusion in chatbot studies.

Jadeja et al [81] introduced 4 dimensions for chatbot evaluations: the information retrieval (IR) perspective, the user experience (UX) perspective, the linguistic perspective, and the AI (human-likeness) perspective. In earlier work [14], we adapted and broadened this categorization, modifying the IR perspective to a task-oriented perspective since health chatbots are not necessarily designed only to retrieve information; additionally, we included system quality and health care quality perspectives. Excluding the health care quality perspective, which is outside the definition of technical metrics, the findings of this scoping review show that all these dimensions are indeed represented in health chatbot evaluations. Rather, the issue appears to be the inconsistency in what is measured and how, along with the skew toward self-reporting and the UX perspective. Additional work is still required to come up with standard metrics and corresponding assessment tools specifically addressing quality in health chatbots.

We found usability to be the most commonly assessed aspect of health chatbots. The system usability scale (SUS [82,83]) is a well-established usability instrument that we observed was used repeatedly, although it was not used in the majority of the studies assessing usability; in many cases, a single survey question was used instead. The SUS is nonproprietary, technology-agnostic, and designed to support comparison across products [82]. As such, global assessment of the user experience of health chatbots could be enhanced in quality and comparability by researchers standardizing on inclusion of the SUS in their evaluations. However, studies by Holmes et al [84] showed that conventional methods for assessing usability and user experience may not be as accurate when applied to health chatbots. As such, there remains research to be done toward appropriate metrics for health chatbots.

Conversational-turns per session (CPS) has been suggested as a success metric for social chatbots as exemplified by XiaoIce [85]. Although the aims for health chatbots are not identical to those of social chatbots, if CPS gains acceptance as a standard measure in the social chatbot domain, it would make it a leading candidate for a standard measure to include in health chatbot evaluations to assess their social engagement dimension. An alternative or supplementary measure related to the social dimension would be to have users score the chatbot on empathy; however, CPS has the advantage of being an objective and quantitative measure. Other objective and quantitative measures such as interaction time or time on task could be alternatives to CPS, but might be less representative of engagement than CPS if for instance the user was multitasking chatbot interaction with other tasks. Beyond social engagement, task completion (often assessed by analyzing conversation logs) is another promising global measure.

A further area for standardization would be in the quality of responses. We observed response generation to be widely measured but in very diverse ways. Emergence of standard measures for response generation and understanding would greatly advance the comparability of studies. Development of validated instruments in this area would be a useful contribution to chatbot research.

We commend the inclusion of classifier performance in health chatbot studies where this is applicable and practical to assess. It could be less meaningful to compare raw performance (eg, as area under the curve across domains due to differences in difficulty; ideally, chatbot performance would be compared to the performance of a human expert for the task at hand. Further, we perceive the opportunity for a progression of performance measures in health chatbot studies as a given product gains maturity. Good early-stage metrics would be those that assess response quality and response understanding to establish that the product is working well. Subsequent experiments can advance the assessment of self-reported usability and metrics of social engagement. Where applicable, classifier performance can round out technical performance evaluation to establish whether trials to assess clinical outcomes are warranted.

Strengths and Limitations

Strengths

This study is the first review that summaries the technical metrics used by previous studies to evaluate health care chatbots. This helps readers explore how chatbots were evaluated in health care. Given that this review was executed and reported in line with PRISMA-ScR guidelines [1], it could be considered a high-quality review.
To retrieve as many relevant studies as possible, the most commonly used databases in the fields of health and information technology were searched. Further, we searched Google Scholar and conducted backward and forward reference list checking to retrieve gray literature and minimize the risk of publication bias.

As two reviewers independently selected the studies and extracted the data, the selection bias in this review was minimal. This review can be considered a comprehensive review given that we did not apply restrictions regarding the study design, study setting, year of publication, and country of publication.

Laranjo et al [86] reviewed the characteristics, current applications and evaluation measures of health chatbots. In contrast to our work, they did not solely concentrate on the technical metrics used for chatbot evaluations. The metrics they reviewed included task completion or word accuracy. In contrast to Laranjo et al [86], who included only 17 papers reporting on 14 different conversational agents, our work is more comprehensive as it included 65 publications. Further, we had a different research question in mind while conducting the review.

Limitations
This review focused on chatbots that are aimed at delivering health care services to patients and work on stand-alone software and web browsers; it excluded chatbots that used robotics, serious games, SMS text messaging, Wizard-of-Oz, and telephones. Thus, this review did not include many technical metrics used to evaluate chatbots for other users (eg, physicians, nurses, and caregivers), in other fields (eg, business and education), or with alternative modes of delivery (eg, SMS text messaging, Wizard-of-Oz, and telephones). The abovementioned restrictions were applied by previous reviews about chatbots as these features are not part of ordinary chatbots [87-90].

Due to practical constraints, we could not search interdisciplinary databases (eg, Web of Science and ProQuest), conduct a manual search, or contact experts. Further, the search in this review was restricted to English-language studies. Accordingly, it is likely that this review missed some studies.

Conclusion
From this review, we perceive the need for health chatbot evaluators to consider measurements across a range of aspects in any given study or study series, including usability, social experience, response quality, and, where applicable, classifier performance. The establishment of standard measures would greatly enhance comparability across studies with the SUS and CPS as leading candidates for usability and social experience, respectively. It would be ideal to develop guidelines for health chatbot evaluators indicating what should be measured and at what stages in product development. Development of validated measurement instruments in this domain is sparse and such instruments would benefit the field, especially for response quality metrics.
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Abstract

Background: In the homeless population, barriers to housing and supportive services include a lack of control or access to data. Disparate data formats and storage across multiple organizations hinder up-to-date intersystem access to records and a unified view of an individual’s health and documentation history. The utility of blockchain to solve interoperability in health care is supported in recent literature, but the technology has yet to be tested in real-life conditions encompassing the complex regulatory standards in the health sector.

Objective: This study aimed to test the feasibility and performance of a blockchain system in a homeless community to securely store and share data across a system of providers in the health care ecosystem.

Methods: We performed a series of platform demonstrations and open-ended qualitative feedback interviews to determine the key needs and barriers to user and stakeholder adoption. Account creation and data transactions promoting organizational efficiency and improved health outcomes in this population were tested with homeless users and service providers.

Results: Persons experiencing homelessness and care organizations could successfully create accounts, grant and revoke data sharing permissions, and transmit documents across a distributed network of providers. However, there were issues regarding the security of shared data, user experience and adoption, and organizational preparedness for service providers as end users. We tested a set of assumptions related to these problems within the project time frame and contractual obligations with an existing blockchain-based platform.

Conclusions: Blockchain technology provides decentralized data sharing, validation, immutability, traceability, and integration. These core features enable a secure system for the management and distribution of sensitive information. This study presents a concrete evaluation of the effectiveness of blockchain through an existing platform while revealing limitations from the perspectives of user adoption, cost-effectiveness, scalability, and regulatory frameworks.

(J Med Internet Res 2020;22(6):e16887) doi:10.2196/16887
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Introduction

Background

According to Austin’s Ending Community Homelessness Coalition (ECHO), more than 7100 people in Austin experienced homelessness and needed housing and other supportive services in 2016 [1]. One of the many barriers to housing for persons experiencing homelessness (PEH) is the lack of access to their own documentation and the time and money required to replace lost or stolen documents. Client data are often distributed between service providers, causing a deterioration in health and delays in service when accessing data from multiple sources. Existing database systems such as Homeless Management Information System (HMIS) to manage documentation for the PEH lack interoperability for different document formats and organizations outside the system, do not facilitate data ownership for clients, and cannot guarantee data privacy and security.

The Mayor’s Challenge Competition, sponsored by Bloomberg Philanthropies, is designed to facilitate innovative and scalable solutions for city leaders to tackle urgent local challenges. Austin, Texas, was one of the 35 cities selected to prototype and test their ideas over 6 months with a grant support of US $100,000. Through a partnership between Dell Medical School, the City of Austin government, Austin Travis County Emergency Medical Services, and community organizations, a pilot study was conducted to test the first use of blockchain technology to validate identities and improve access to services for the PEH in the country.

Objectives

To solve these problems of transaction identity, we previously proposed the use of distributed ledger technology (DLT), or blockchain technology, to provide a validated, immutable identity and record of service transactions [2]. The literature shows promise using blockchain for data control in electronic health records, public health surveillance, disease management, genomic and biomedical data, and clinical trials [3-9]. Blockchain is currently used in rural Indonesia, Syrian refugee camps, and the slums of Kenya for similar identity management applications. Key life events such as birth registration, immunizations, health provider visits, and agricultural harvests are securely recorded and maintained on a blockchain, creating an immutable, accessible, and portable identity for displaced and marginalized people. Following this model, we explored the use of a true economic passport for the homeless, working toward the goal of ending homelessness. This technology was chosen as a solution over other methods of storing and sharing information such as a digital wallet or a relational database because its features met the requirements of our use case. We have continued this study, and here, we provide results from our testing of the deployment of this approach.

Blockchain is a technology for shared databases used by multiple writers in which each organization’s entries must be verified and cannot be modified by an outside party. When transactions from one entity are needed by another to provide a service or verify a document, storing transactions in a single shared database promotes expedient exchange of information. A regular shared database can reliably manage the permissioning of multiple authorized users to view data. However, a relational database system in which various entities update and write information can result in unrecoverable errors. Maintenance of a health and social service information system involves backup storage services, recovery mechanisms, and updating information [7]. In the event of a database server failure, the entire system is affected, and information can be lost if it has not been backed up and stored. Ownership of the master file by a centralized user also accords control to a single party; thus, there is no inherent safeguard against data tampering, and the integrity of data cannot be guaranteed [10].

Blockchains organize data so that secure transactions are approved and recorded through consensus from entities on the chain [10,11], providing greater error checking and transactional validity than relational shared databases [10-12]. A blockchain distributes data across the network, with data copied on each node of the chain [13]. Each node installs the genesis block or the first block in the chain [10]. A group of validated transactions is added to a new block with the file attachment, sender, receiver, timestamp, and cryptographic hash of the previous block [14]. A hash is a one-way encryption function, which is used to generate a public and private key for each user [15]. Information sent over the blockchain is secured by a user’s private key and cannot be viewed or modified without the key [12,13]. Data are encrypted and unintelligible to protect private information stored on the blockchain or in the event of a security breach [14]. An individual block’s hash depends on the hash of the previous block, locking transactions together [12,14]. Modifying data in one block would alter all subsequent blocks, making the blockchain an immutable and authoritative record of transactions [10,12-14]. Blockchain also uses a consensus validation mechanism replacing a trusted third-party intermediary or a manual offline reconciliation process with peer-to-peer protocols, allowing organizations to agree upon submitted entries without a singular point of failure or control [10-12,16]. A network of users collectively adheres to previously agreed upon rules automatically implemented to verify the authenticity of transactions and ordering of records added to the chain [12,16].

A public blockchain is completely decentralized, and transactions depend on consensus from a majority of nodes. In a private blockchain, users are granted access by permission from the owner of the blockchain [10]. For sensitive data such as personal identity records, private blockchains limit transaction visibility to authorized users and promote scalability because of greater user and transactional control [12]. A private blockchain is only partially decentralized because nodes are limited to trusted users with varying degrees of access and sharing permissions. If a conflict or security breach arises, the system can be recovered from any user and timestamp [10]. The only security issue is that a majority of nodes could collude to rewrite the chain, as there is a partially centralized authority controlling the nodes in the chain. However, in a permissioned system, it is unlikely that users aim to violate the immutability of the blockchain, as they are trusted entities using the blockchain for organizational or personal benefit [12,16-18]. Lack of interoperability between service providers arises from nonuniform data formats and storage methods [13]. Blockchain
creates an accessible and authoritative ledger of diverse document types, acting as a method for storing and gathering information from multiple independent systems [6]. Off-blockchain data storage can be integrated for large files or extensive data storage in a variety of formats and is scalable to include a larger health and social service ecosystem. The blockchain can also be used to facilitate communication for application programming interfaces (APIs), which can restructure, aggregate, and merge data from various sources in a standardized format. A blockchain-based API model allows for decentralized and authoritative data exchange between systems, user identification, a validated transaction history, and proof of transaction legitimacy [19].

In this study, we describe the results of a pilot test using a blockchain solution to mitigate the current challenges in service access for the homeless and data exchange between providers. The potential for blockchain in various health care settings has been examined in several studies [3,4,6-9,14,20,21]. However, these studies are theoretical in nature, and to our knowledge, no published studies have examined the feasibility, effectiveness, or performance of blockchain in a real-life public setting. In this study, we used a private, permissioned blockchain system for secure storage and transmission of documents with planned API integration for intersystem data access and transmission from legacy databases. This model additionally permits individuals to access and control their own data by uploading official documents and sharing self- or provider-uploaded records with select organizations. Our approach in this study aimed to increase agency, motivation, and control while reducing service barriers for the homeless and supplying more complete and accurate information for service providers.

**Methods**

**Generating Testable Assumptions**

Austin, Texas, was 1 of the 35 cities selected by the 2018 Mayor’s Challenge Competition, sponsored by Bloomberg Philanthropies. The competition was designed to facilitate innovative and scalable solutions for city leaders to tackle urgent local challenges. Each Champion City selected in the Mayor’s Challenge Competition was to prototype and test their ideas over 6 months. Through a partnership between Dell Medical School, the City of Austin’s Office of Technology Innovation, Austin Travis County Emergency Medical Services, and community organizations, a pilot study was conducted to test the use of blockchain technology to validate identities for the homeless.

Participation in the Mayor’s Challenge Competition required a series of steps to design and implement testing. First, we identified assumptions underlying the idea, which will be required for stakeholder participation. We found that the following set of assumptions must be tested and shown to be valid for the successful implementation of our solution (see Textbox 1): (1) our prototype platform would be appropriate for PEH in Austin, (2) PEH will be able to understand its features and will consent to participate in such a system, (3) providers will be able to access and trust the information on the platform, (4) blockchain technology is essential to manage identity for PEH, (5) privacy and confidentiality of data will be protected, (6) service delivery will be facilitated, and (7) interorganizational efficiency will increase by sharing data in a standardized manner with shared governance on the platform.

After determining how to test and evaluate these assumptions, we developed and modified prototypes and tests based on real-life findings, user feedback, and an evolving understanding of our idea. For prototype testing, we used an existing blockchain technology platform that had been implemented outside the United States to manage the identities of refugees.

Second, we identified markers for what constitutes an appropriate test of a platform based on blockchain technology (see Table 1). To be effective, the platform needs to be able to allow individuals to enter the system by creating an account. They need to be able to upload documents and then share those documents with others, with control over which documents get shared with which other participants. Service providers need to be able to additionally conduct transactions, especially transactions of identity validation, and to share information with each other. All these actions and pieces of information need to be recorded and available, to be differentially accessible based on user-controlled permissions, and to remain securely protected and immutable. The system overall needs to be easily understood by users.

Before testing our assumptions, initial engagement with the homeless population was performed to determine their needs and concerns. Two-hour meetings were held biweekly over a period of 12 months. Attendees included 20 homeless individuals in the City of Austin and 1 to 2 staff members from the City of Austin Office of Innovation who regularly interacted with the homeless population. The homeless participants were rotated monthly to include a larger subset of the population, and each participant was compensated for their time at a rate of US $20 per hour. Meetings consisted of open-ended questions regarding difficulties those with lived experience of homelessness face in daily life, interacting with service providers, maintaining documents, and filling out applications.

On the basis of these discussions and the answers we received to the questions in Table 2, we developed a list of documents that are most useful for testing our solution. Figure 1 lists types of documents and types of organizations and gives a sense of how difficult it is to reobtain a particular document. The figure provides insight into what a person experiencing homelessness needs to be able to manage to prove their identity to receive services, especially those that provide health care and potential housing.

As can be seen, the documents required for identity verification varied across types of organizations. Every organization, though, needed an official photo ID; yet, about one-third of clients lacked such a basic identity document when first entering the system. Replacing a photo ID is a time-intensive effort. Approximately half of the presenting users lacked insurance cards, which were required by many organizations. Looking at the entirety of the figure, though, it becomes clear that managing identity involves managing a significant number of identity documents across a wide audience of service organizations.
As some of the assumptions had overlapping aspects, we describe our methodology in testing all 7 assumptions in the subgroups below.

**Textbox 1. Testable assumptions for solution implementation.**

<table>
<thead>
<tr>
<th>Test</th>
<th>Elements needed</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Allow individuals to create accounts and upload documents</td>
<td>Profiles, Ability to connect profiles, Individual document repository, Ability to grant repository and asset level access</td>
</tr>
<tr>
<td>2. Allow individuals to share documents with differentiated permissions</td>
<td>Ability to find other profiles in the system, Ability to send a document, Ability to share a document, Profile user-controlled permission, Data level permission</td>
</tr>
<tr>
<td>3. Allow service providers to share documents and conduct transactions, including verification of service use</td>
<td>Ability to see a validated document, Ability to share a document, Ability to see permissions by individuals</td>
</tr>
<tr>
<td>4. Allow service providers to share with each other</td>
<td>Ability to find other verifiable users/profiles</td>
</tr>
<tr>
<td>5. Capture all transactions/records</td>
<td>Ledger with varied permissions, All actions write to a ledger, Inability to delete from ledger</td>
</tr>
</tbody>
</table>

**Table 2. Research questions.**

<table>
<thead>
<tr>
<th>Participants</th>
<th>Questions</th>
</tr>
</thead>
<tbody>
<tr>
<td>For persons experiencing homelessness:</td>
<td>• Which things on your to-do list frustrate you the most? • Which records or documents are you in most need of accessing? • If you could reduce a barrier to a daily goal, what would it be?</td>
</tr>
<tr>
<td>For community health paramedics, when you help the homeless:</td>
<td>• Where do you see the most missed opportunities? • What common miscommunications could be prevented if you had direct information or document access? • What information is lacking that would help you the most?</td>
</tr>
</tbody>
</table>
Testing Assumptions 1 and 5: Usability and Security of the Platform

Assumptions 1 and 5 regarding the viability of an existing private, permissioned blockchain platform for our use case and the security and privacy of data were tested in 2 sessions on June 14, 2018, and July 13, 2018. In the first session, our testing plan was for the homeless clients to set up an account, upload a document onto the blockchain, deny a request to connect from an organization, accept a request to connect from an organization, and participate in a 3-party transaction between the client and 2 service providers. All tests were performed with platform provider staff, our team members, and 2 homeless individuals. Members of our team created mock provider accounts before testing with our homeless participants. For our second testing session, we modified the user interface so that an account profile contained the user’s picture and name with categories for general profile information, identity documents, medical documents, and dependents or emergency contacts.

Testing Assumption 2: User Participation and Understanding of the Technology

We tested our assumption regarding user participation (assumption 2) at 2 pop-up resource clinics, where the homeless could access multiple health, social, and other service interventions. Our group of 8 city officials and 5 individuals from our team engaged a total of 34 homeless residents. Of the 34 homeless residents, 15 agreed to participate, 11 indicated interest when more information and a working platform were available, and 8 either declined to participate or did not finish the discussion.

Attendees were offered the opportunity to discuss and provide feedback on a technology designed to securely store and share their documents. In our discussions with homeless participants, we used 3 different prototypes of our platform with increasing levels of fidelity to a real-life DLT platform. At the lowest level, to explain the concept of DLT in a nontechnical manner, we created a prototype of the platform using several journals with a lock and key (Figure 2). Each journal represented the record of a user or a service provider. In a DLT, when a document (or other record) is written in the journal or uploaded onto the blockchain, none of the other users in the individual’s network can see its contents until permission is granted, even if they are aware that there is an existing entry in the ledger (or block on the chain). In our testing analogy, granting permission is represented by the key that opens the lock to a specific physical journal. We also demonstrated distributed data storage by tearing up a piece of paper from a user’s journal and spreading the pieces into buckets representing different institutions. In this scenario, when a document was accessed with permission, the pieces were reassembled.

Increasing the fidelity of the prototypes, we next showed screenshots of the platform prototype with sample transactions, and then, at the highest fidelity level, a digital prototype on a mobile phone with uploaded data was presented. These 2 prototypes were used to further explain the technology and platform concepts. The static screenshot-based prototype showed prospective categories (eg, identity, residency, medical profile, employment history, education, and children/preferred contacts) for the different types of documents. We also showed screenshots of a request from a provider for permission to see a user’s data, accepting and giving the provider permission to view specific documents, and a transaction history showing that a document was shared with a provider.

At this stage in our project, the high-fidelity prototype platform was then used to demonstrate uploading and viewing a picture of a driver’s license via the platform. The prototype platform for refugees had not been modified at all for our use case. Thus, our demonstration was performed in a sandbox or in a closed, nonlive testing environment to safely experiment with Web or software projects. We additionally decided to conduct further tests with sample documents until the technology was fully configured and free of errors.

Understanding and acceptance of metrics were measured with participation consent forms and qualitative feedback through open-ended questions.
Testing Assumptions 3, 6, and 7: Stakeholder Participation and Organizational/Data Standards

We tested assumptions 3, 6, and 7 regarding stakeholder participation and organizational and data standards through interview questions with representatives of the Downtown Austin Community Court, Central Health, and ECHO who interact with and provide services to PEH regularly (Multimedia Appendix 1). The participants were initially explained the technology platform, its relevant features, and our assumptions to test its practicality in addressing PEH identity management for health care and social services. Each representative was provided an opportunity to respond to the semistructured, facilitated discussion.

Results

Test of Assumptions

As was clear in the Methods section, multiple assumptions were tested in each of the approaches. As such, we note which assumption(s) was being tested, where appropriate. In particular, note that assumption 6 about data availability facilitating service transactions permeates most aspects of the testing process. The assumptions are listed in Textbox 1, and more detailed testing results are listed in Multimedia Appendix 2.

Assumptions 1 and 5

In testing assumptions 1 and 5, both of our homeless participants were able to set up a user account, accept a connection request, deny and accept a provider connection request, and exchange transactions to and from providers. Specific observations, difficulties encountered, and their relevance to our project and testing assumptions are displayed in Multimedia Appendices 2 and 3. During the second session, with modifications to the test, some of the onboarding workflow resulting from entering extensive personal information created a more streamlined user experience in terms of finding and categorizing types of documents. However, testers still experienced several challenges (Multimedia Appendices 2 and 3) in addition to those previously documented in Multimedia Appendix 2 regarding platform features and functionality. In general, the problems that users experience tend to fall into 5 buckets: trusting self-uploaded documents, understanding blockchain concepts, platform performance issues, confusion about the workflow, and privacy concerns. We return to this in the discussion below.

Overall, users on the platform were able to accomplish the tasks expected of them even if guidance was required, but there were definite issues that need to be solved. Trying to use an existing platform developed to assist refugees without modification did not translate to the use case of working with those experiencing homelessness. Furthermore, privacy and security did indeed turn out to be of paramount importance to end users.

Assumptions 2 and 6

The results of our tests showed that the homeless can understand the platform and its potential benefits, and a majority of individuals consented to participate immediately or at a later date. Feedback from our PEH test participants included the need for a wider variety of documents that can be validated and authenticated on the platform, leading us to consider possibilities for future expansion, such as involving state or federal institutions. We also planned to create benchmark documents facilitating services such as housing, disability benefits, Supplemental Nutrition Assistance Program (SNAP), medical, court documents, and insurance. Each benchmark document would consist of validation from multiple providers that the documents necessary for a service have been obtained and authenticated, increasing efficiency for service providers and improving access to services for their homeless clients.

Assumptions 3 and 6

The results showed that providers will accept data shared through the blockchain platform, but permissible document fidelity varies across organizations. Specifically, the requirements of what would be considered a certified document varied (see Table 3). Transactions requiring hard copies included employment documents, bank transactions, social security, and vital records, which would be difficult to include without altering the standards for data. The Medical Access Program Card (a local health insurance card), SNAP application documents, and housing applications permit document copies and can easily facilitate transactions without adjusting data standards.

The need for interorganizational records or documents from clients also varied. Many providers kept internal digital copies of client records and provided services to the homeless without proof of identity because of flexible policies for this population. Identification documents are unnecessary for social security, disability benefits, transitional housing, or rehabilitation services, but the lack of identification documents can delay
medical care at hospitals. These providers envisioned a role for a distributed ledger system when clients did not grant permission for document storage and for time-sensitive documents such as a current utility bill needed to prove residency. In these cases, system-level efficiency could be improved if provider employees knew what type of documents were available and if documents of interest could easily be located without looking through extraneous information.

### Table 3. Level of document certification

<table>
<thead>
<tr>
<th>Certification level</th>
<th>Definition</th>
<th>Requirements to meet level of certification</th>
<th>Examples</th>
</tr>
</thead>
<tbody>
<tr>
<td>Validated</td>
<td>Approved to be valid document and belong to the holder (platform user)</td>
<td>Documents coming directly (digitally and physically) from the originating Source</td>
<td>- Birth certificate uploaded and sent by Vital Records &lt;br&gt; - Medical record sent by a doctor &lt;br&gt; - Medical Assistance Program (MAP) card sent by the issuing entity</td>
</tr>
<tr>
<td>Verified</td>
<td>Verified that document belongs to the holder (platform user) and document is what it claims to be</td>
<td>Physical document must be seen by the certifying entity</td>
<td>- ID that is seen in person by Austin Police Department (APD) and uploaded or sent to a user</td>
</tr>
<tr>
<td>Uncertified</td>
<td>Exists as a document/asset, but not marked as validated or verified</td>
<td>None</td>
<td>- A self-uploaded form, such as a Homelessness Statement</td>
</tr>
</tbody>
</table>

### Assumption 4

Potential changes in the organizational workflow to accommodate a new system, such as our platform, was another area of friction. The HMIS provided by the US Department of Housing and Urban Development (HUD) is already widely used across the country as a centralized database to confidentially aggregate data on the homeless and housing provisions provided to these individuals. Copies of documents and IDs can be stored via HMIS, and organizations funded by HUD are required to use HMIS for client data. From the service provider perspective, blockchain is most useful for documents not currently stored in the HMIS database or for client personal use to keep track of future appointments and pending documents needed for services. This showed that the blockchain platform may, for the time being, work complementary to other existing databases or information systems, adding new features that are difficult to establish using legacy systems.

### Assumptions 5 and 6

Technological concerns included the privacy and confidentiality of indelible and immutable client data for a service that might not be successful in the long term. Providers agreed that the technology showed value for the nonhomeless population as well, but opinions on whether the technological barriers were surmountable for the homeless were mixed. The most vulnerable members of the homeless population struggle to keep a phone and remember their email IDs and passwords, complicating platform access and use. There will always be a level of tension between ease of use and privacy/security concerns. However, adequately addressing the latter may help facilitate more practical solutions for the former. The readiness to overcome any specific requirements for the use of the solution by PEH seemed to be determined by how many of their problems were being solved effectively by using such a platform.

### Assumption 7

Analysis of interview feedback elucidated the requirement of clearly defined roles for each organization. Not all providers wanted responsibility or additional work processes of account creation, document validation, and resolution of transactional or account legitimacy. Legal issues and worries regarding Health Insurance Portability and Accountability Act (HIPAA) compliance to share personal health information and other client data between organizations were further constraints on stakeholder roles, participation, and interorganizational efficiency. The questions around governance and standardized processes for onboarding and managing roles remained unresolved. It was not clear whether the City of Austin had the capacity to manage a blockchain platform or if there was another organization in the city, which had the capacity and trust of all other stakeholders and general citizens, including the PEH.

### Assumptions 1 and 4

The results of our tests demonstrated that the platform we had chosen to use lacked core functionality and configuration specifically needed for our particular use case. The user experience was time consuming and not intuitive for tasks such as account creation and sharing of data, which will likely hinder client and provider understanding, acceptance, and adoption of the platform. Validated data could not be securely shared while protecting privacy and confidentiality; thus, data transactions on the blockchain platform cannot facilitate services or increase interorganizational efficiency. The nature of sharing and transacting data on this platform was specific to the original use case of small farmers and refugees and was not suitable for our purpose of securely sharing and storing documentation. As our contract with the platform provider was constrained to limited modifications because of the time frame and budget of the project, we were unable to make the necessary changes to continue testing this platform for our use case. Given these findings, testing assumption 4 on the equivalence of the 2 platform use cases was invalidated.

### Discussion

#### Principal Findings

Secure, fast, and reliable sharing of validated health and identity data is crucial to improve the quality of life and health outcomes.
of the general population, particularly vulnerable populations such as those experiencing homelessness. Our project tested whether a blockchain-based platform had the functionality to manage permissioned access and distribution of data while empowering patients with control over their own records. This study also showed the need to address challenges in establishing and operationalizing a blockchain system before trial or full-scale production.

Although broader and timely access to health and identity records can be achieved through blockchain, there are costs in transferring to a new system and training professionals and patients on the best methods of use to improve efficiency and outcomes. In the underserved populations, initial adoption depends on a user-friendly interface and an end user experience accounting for varying levels of technological access and ability. Unfamiliarity with blockchain technology and usage also creates challenges in adoption for service providers. Understanding the basic principles of blockchain technology is necessary to confer trust in the system and allow changes in workflow, promoting organizational efficiency and preventing the burden of additional verification of authorized documentation. Institutions participating in a blockchain system must also mutually agree upon the size of data that may be stored or transferred on the blockchain to maximize system performance [7,12].

Our research showed that a blockchain can be used to manage personal and health data by facilitating interoperability, patient control of documents, and a record of consented document access while maintaining data privacy and security. A validated, immutable, and decentralized ledger promotes system and transactional trustworthiness but cannot guarantee the absence of falsifications or errors from the point of origin. These mistakes are perpetrated in the blockchain without a manual content verification procedure [10,22,23]. Our results show that a private, permission-based blockchain might be suitable for sensitive personal and health information with regulatory guidelines and standards to ensure appropriate use of data. In a permissioned system, participating organizations need to decide who is responsible for the creation of new accounts [10]. Individual users may also request for their data to be erased [11]. If the data are protected health information (PHI), HIPAA mandates its deletion in the event of unauthorized access. PHI must also be destroyed when a data storage device is decommissioned. This is only possible when documents are not stored in the blockchain. If data are stored in an off-blockchain data repository or database, a record of the existence of deleted data may still be maintained within the chain [24]. There is ambiguity regarding whether metadata of PHI are considered PHI [25], but legal counsel with respect to the application of HIPAA and data privacy standards is vital to ensure compliance with regulatory frameworks [24,26]. A potential limitation regarding these data and use standards arises with respect to a private, partially centralized blockchain. To achieve compliance and vendor neutrality, an outside enforcing authority may be required [12].

Limitations

Timeline and budgetary constraints from the Mayor’s Challenge Project limited our ability to fully modify the platform for our use case. We were unable to develop an end user experience promoting homeless client adoption or develop changes in workflow, policy, and data sharing agreements for the best use of blockchain technology. The significant security and usability issues with our original platform prevented large-scale implementation in an empirical setting.

Further research is required to compare the efficacy and costs of an approach based on blockchain technology with other alternative approaches. Although the research presented here shows the potential of a blockchain-based approach, we need to better understand the comparative benefits and costs. For example, the City of Austin could have created a central database to which all partners and collaborators would agree to add their data. Questions on whether all participants would adopt the use of standard data types and a centralized, city-owned database would need to be addressed. Experience has shown that not all advocacy groups or people experiencing homelessness fully trust the city government, for example. The purpose here, however, was to show whether a blockchain-based approach could work, and it was not to address the question of comparative effectiveness.

Comparison With Prior Work

Several studies to date have explored the potential applications of blockchain to solve key issues in the health care sector. This study demonstrates a methodology and rigor that may be needed to test if a blockchain can be used to securely store and track verified documentation, promote client ownership of data, and improve interoperability by facilitating permission-based data sharing. This study paves the way for future studies by detailing specific organizational, logistical, and system considerations for successful and scalable implementation.

Conclusions

Blockchain may provide a means for consented access to validated personal and health data, thus increasing interoperability without compromising the security or privacy of data [12,24]. Existing solutions need to be put through rigorous testing before being adopted at scale. We developed assumptions based on feedback from end users, PEH, and service providers on important aspects to be tested. We engaged these groups actively to test the assumptions using a preexisting platform and found that many of the assumptions could not be validated, given the constraints of the platform, limitations on time and resources in the pilot, and lack of clarity on legal and compliance implications of this new technology. On the basis of our learnings through this pilot study, we opine that using an off-blockchain data lake or extant provider databases for PHI storage and systematic storage of an index of health records and associated metadata on the chain can permit the management of access and data control while complying with privacy and regulatory standards [24,27]. Maintaining limited personal data on the blockchain maximizes the speed of transactions and scalability of the blockchain system [11,12,20]. Through an API, organizations can integrate data and receive accurate, updated information in a usable format [19]. Faster availability of real-time data reduces delays in service [10,11,28] and promotes coordinated health care and specialized treatment based on outcomes and efficacy. Shifting data ownership and
control to the individual optimizes access to health and social services and engages a patient in their own care through selective sharing of information and data with providers or researchers [29-31]. Patient-reported measurable outcomes and data from mobile apps or on-person sensors may also be integrated, creating a single access point for all real-time health data and improving personalized health care [12,13]. These benefits outweigh the challenges in adoption, employment, and investment of a blockchain system. The application of current recommendations and continued research into blockchain implementation is crucial to develop cost-effective strategies for the operationalization of blockchains while ensuring efficiency, data privacy, and scalability in the health care ecosystem [24].
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Abstract

Background: Personal health record (PHR) security, correctness, and protection are essential for health and medical services. Blockchain architecture can provide efficient data retrieval and security requirements. Exchangeable PHRs and the self-management of patient health can offer many benefits to traditional medical services by allowing people to manage their own health records for disease prevention, prediction, and control while reducing resource burdens on the health care infrastructure and improving population health and quality of life.

Objective: This study aimed to build a blockchain-based architecture for an international health record exchange platform to ensure health record confidentiality, integrity, and availability for health management and used Health Level 7 Fast Healthcare Interoperability Resource international standards as the data format that could allow international, cross-institutional, and patient/doctor exchanges of PHRs.

Methods: The PHR architecture in this study comprised 2 main components. The first component was the PHR management platform, on which users could upload PHRs, view their record content, authorize PHR exchanges with doctors or other medical health care providers, and check their block information. When a PHR was uploaded, the hash value of the PHR would be calculated by the SHA-256 algorithm and the PHR would be encrypted by the Rivest-Shamir-Adleman encryption mechanism before being transferred to a secure database. The second component was the blockchain exchange architecture, which was based on Ethereum to create a private chain. Proof of authority, which delivers transactions through a consensus mechanism based on identity, was used for consensus. The hash value was calculated based on the previous hash value, block content, and timestamp by a hash function.

Results: The PHR blockchain architecture constructed in this study is an effective method for the management and utilization of PHRs. The platform has been deployed in Southeast Asian countries via the Asia eHealth Information Network (AeHIN) and has become the first PHR management platform for cross-region medical data exchange.
Conclusions: Some systems have shown that blockchain technology has great potential for electronic health record applications. This study combined different types of data storage modes to effectively solve the problems of PHR data security, storage, and transmission and proposed a hybrid blockchain and data security approach to enable effective international PHR exchange. By partnering with the AeHIN and making use of the network’s regional reach and expert pool, the platform could be deployed and promoted successfully. In the future, the PHR platform could be utilized for the purpose of precision and individual medicine in a cross-country manner because of the platform’s provision of a secure and efficient PHR sharing and management architecture, making it a reasonable base for future data collection sources and the data analytics needed for precision medicine.
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Introduction

Background

Traditionally, standard clinics have offered medical services focused on disease treatment. However, with the world’s current aging populations, there is a growing gap between what services clinics offer and patients’ actual needs. This means that clinics may not be equipped to offer the complete range of care required by patients, resulting in preventable medical harm. The National Institute for Health and Care Excellence’s 2016 Multimorbidity Clinical Assessment and Management Guidelines Report [1] emphasized the importance of integrating patient-centered decision-making methods for multiple problems, with a focus on precision medicine. Precision medicine is a disease treatment and prevention strategy formulated with reference to individual variability in terms of genes, environment, and lifestyle, which is used to determine necessary dynamic changes and personalized treatment for preventative health care and clinical care. The core elements of precision medicine are historical disease data, daily vital signs data, personal health management, and medical record exchange, and it aims to stop potentially harmful or unnecessary medical behavior, integrate care, reduce treatment burden, and help patients select meaningful treatment and care goals through accurate assessment. With the requirements of precision medicine mentioned earlier, there is a need to not only maintain patients’ electronic medical records (EMRs) in hospitals but also to establish personal health records (PHRs) by combining medical records from different health institutes and functions of precision medicine, which patients can use to save, manage, use, and exchange with health care practitioners.

PHRs are highly private data, and this sensitivity means that there are significant security challenges involved in their management and exchange. Any system that seeks to manage and exchange such records must ensure that health records are exchanged appropriately, that they are not leaked, and that protected data are not tampered with. A good way to achieve the secure exchange of health records is by using blockchain architecture. A decentralized storage management architecture based on blockchain would be able to meet the security requirements. In a 2016 study, Ford [2] predicted that 75% of the adults worldwide will be using PHRs by 2020 without any external incentives. The importance of a PHR is that it allows a health care provider to examine a patient’s history of illnesses and medications and it provides a basis for medical decision making. More importantly, PHRs offer a basis for personal health management. PHRs include various health information such as medical information, vital signs (heartbeat, blood pressure, blood sugar, and body temperature), family disease history, and blood test reports [3-5]. Most countries today, however, still use the EMR system. In 2013 in Taiwan, a total of 502 hospitals had a comprehensive EMR system for accessing medical records, inspection reports, medical images, medication information, and so on. However, these data only exist in hospitals and are exchanged between other hospitals or clinics via the EMR exchange center. To achieve the goals of precision medicine and health care, a patient-centered approach to record management and exchanges is required; the traditional centralized PHR repository in hospitals does not meet the requirements to achieve this. A patient-centered approach would involve PHRs being managed by the patients themselves, while providing those records to various health care providers as needed. This kind of system would require a very secure architecture to protect PHR data.

According to the National Health Insurance (NHI) Administration of the Ministry of Health and Welfare in Taiwan, the average number of outpatient visits, not including Chinese medicine or dentists, is 13 per year for people in Taiwan. Most of these people visit different hospitals for treatment of the same condition over a short period of time. With the PHR system, people can manage their own health records and conditions, and doctors can also view their past medical records and medication status.

Blockchain technology was proposed by Nakamoto in 2008 [6] in a white paper titled “Bitcoin: A Peer-to-Peer Electronic Cash System.” A blockchain has the characteristics of decentralization, and its encryption mechanism can be designed to verify the data content to ensure that the data have not been tampered with. In this paper, the blockchain concept was used to solve the problem of data security and third-party authentication in the transaction process. A blockchain is a decentralized public account that records all money transactions and how much money everyone owns. John et al [7] proposed that the use of blockchain technology in electronic health care records can avoid the need to add another organization between the patient and the records. It is not a new repository for data but rather implies a decentralized control mechanism in which all users have an interest, but no one exclusively owns the data. This technology can improve data safety and remove privacy issues. Pouyan et al [8] stated that regarding the trust in health
information exchange competency and exchange integrity, the blockchain architecture is more trustworthy than other exchange mechanisms for exchanging highly sensitive information.

This design differed from previous work on blockchain infrastructures and associated consensus mechanisms in that, while they operate in a decoupled manner from other blockchain frameworks, Fast Healthcare Interoperability Resource (FHIR) Chain [9] focuses on designing the decisions of smart contracts to be compatible with any existing blockchain architecture that supports the execution of smart contracts. However, this architecture remains vulnerable to the 51% of cyber attacks and does not provide complete data security.

Objectives
This study proposed a blockchain-based architecture for storing, sharing, and protecting sensitive personal information. In the proposed architecture, the blockchain manages the authorization of data exchanges between patients, health care providers, and other users. The blockchain does not physically replace the electronic health record system, as most hospital information systems store detailed EMRs in a secure database on site or on a duplicate site located outside the hospital. Therefore, the blockchain architecture simply helps to ensure the security, confidentiality, integrity, and availability of the data. Combined with FHIR’s data format standards, stakeholders can read and write data into their own electronic health record systems that can be exchanged securely with other systems using the blockchain. The computational strength of the encryption built into the blockchain ensures that the data are correctly and safely transferred during PHR exchange transactions. However, a blockchain is not a data repository, rather it is a ledger of data integrity. This technology can be used to exchange records, verify data, and protect sensitive data. It can ensure that medical records will not be modified by unauthorized third parties. The uploading time of the data to the blockchain can also be recorded. Thus, the enabling of the collection of a patient’s more complete longitudinal data and the ability to share it remotely with professionals can allow for better decision making and reduce medical errors and medical malpractice.

Methods
The blockchain-based exchange architecture for PHR management proposed in this study comprises 2 main components. The first component is the PHR management platform, on which users can upload PHRs, view their record content, authorize PHR exchange with doctors or other medical health care providers, and check their block information. When a PHR is uploaded, the hash value of the PHR is calculated by the SHA-256 algorithm, and the PHR is encrypted by the RSA (Rivest-Shamir-Adleman) encryption mechanism before being transferred to a secure database. The second component of the architecture is the blockchain exchange architecture, which is based on Ethereum to create a private chain. Proof of authority (PoA), which delivers transactions through a consensus mechanism based on identity, is used for consensus. The hash value is calculated based on the previous hash value, block content, and timestamp by a hash function.

The architecture of the platform is shown in Figure 1. The PHR management platform consists of the transfer module, the security module, and the view PHR module. The transfer module allows users to connect to the blockchain exchange architecture to create or search for blocks. The security module is used to encrypt and confirm the PHR content. The view PHR module displays the PHR content for personal health management or for doctors to view the record.

The blockchain architecture in this study is designed based on Ethereum, including elliptic curve digital signature, PoA, and the new block creation function. The blockchain architecture ensures that the PHR content remains secure and confirms that the PHR content is correct.

Figure 1. Personal health record management platform and blockchain architecture. PHR: personal health record.

Personal Health Record Management Platform
The major goal of this study was to build a cross-area health information exchange platform that could fulfill the needs of international medical services. This study used My Health Bank (MHB) as an initial example of PHRs. In Taiwan, MHB is issued by the NHI and contains a majority of the clinical data collected from different health care services. MHB not only includes the
necessary clinical data chronically arranged by time for a single patient but also contains the information entered by the patient, such as blood pressure measured at home. Therefore, there was a good reason for this study to choose MHB for the PHRs in the Asia eHealth Information Network (AeHIN). Detailed items of the MHB are provided in this manuscript. Basically, PHRs refer to individual-centric personal health data from different medical service providers or devices, while EMRs represent the data of a patient in a single hospital.

Multiple simulated computers are used as blockchain nodes in this study to emulate the encryption and secure storage of a PHR in this study. As health records are private data, the blockchain must be built in a secure environment as a private chain, increasing the efficiency and stability of data transmission and sharing.

MHB was used as a PHR example in this study. MHB was launched by the Ministry of Health and Welfare of Taiwan in 2015. It allows Taiwan’s NHI members to download their own health records from its website.

The MHB data contain all the necessary clinical information because they are generated by the hospital when it applies for health insurance payments.

The entire PHR of any single patient was uploaded in our platform. For authority management and confidentiality, we used a variety of tags in the contents to specify the function levels to different uses through a carefully designed user interface, through which patients could assign which data would not be revealed to others as well as assign tags to the data. Our design to keep the whole data is for the purpose of future use of the data, as the PHR platform could also become a clinical data repository and the data could be used for further analysis of precision medicine in the future.

The MHB data include (1) outpatient information for Western medicine, traditional Chinese medicine, and dentistry; (2) hospitalization information; (3) allergy information; (4) images and information for pathological exams and tests; (5) patients’ discharge record abstract; (6) patients’ intention for organ donation and palliative care; (7) preventive health data; (8) preventive vaccination information; (9) patients’ health insurance card information; (10) premium and charging specific information; and (11) insurance premium payment specific information. The MHB file format can be selected as either XML or JSON. This study used the XML format.

**Hash Value for Data Integrity Confirmation**

To ensure that PHRs are not modified when they are transferred between platforms, this study designed a hash function to confirm the integrity of PHR data. SHA-256 was used to create a hash value for each PHR. SHA-256 is a cryptographic hash function, which takes an input and produces a 256-bit (32-byte) hash value known as a message digest, typically rendered as a hexadecimal number, 40-digit long. It was designed by the United States National Security Agency and is a US Federal Information Processing Standard [10,11]. If the PHR data have not been altered during transfer, the SHA-256 hash value would remain the same. Unlike encryption, which converts text into reversible cipher texts of different lengths, the hash function converts text into irreversible hash strings (or message digests) of the same length.

When users upload their PHRs to the platform, the PHR hash value is created and transferred to the blockchain architecture as block content. Then, when the PHRs are viewed by the owner, or exchanged with other users, the platform obtains the hash value from the block and calculates the PHR hash value by SHA-256 again. If the hash value from the PHR is equal to the hash value from the block, the PHR data have not been modified.

The procedure of PHR management is shown in Figure 2.

**Figure 2.** Personal health record creation, uploading, and verification procedure. DB: database; PHR: personal health record.

https://www.jmir.org/2020/6/e16748
Data Encryption for Personal Health Record Security

In this study, PHRs were encrypted by RSA before being uploaded to the secure database. RSA is a public-key cryptosystem used for secure data transmission [12]. The encryption key is public and differs from the decryption key, which is private. The platform automatically creates the RSA public and private keys for users. When users upload their PHRs, the public key is used to encrypt the record. Thus, even if a malicious attacker were to overcome the firewall and all other security mechanisms, they would only be able to obtain the encrypted PHR and would have no means of decrypting it. The user private key is used to decrypt the PHR when exchanged.

Viewing Personal Health Record and Block Information for Personal Health Management

This study designed a PHR exchange architecture in which PHR contents are not read when users upload their PHRs; the platform only uploads encrypted PHRs to the secure database, thus ensuring the security of personal data.

Moreover, this study developed a user interface for personal health management that shows PHR contents when users want to access them. Using MHB as an example, when users use the application to read their PHRs, it means that the platform has the authority to read the PHRs. The PHRs are then decrypted by the user’s RSA private key, and the platform reads PHR data, without storing them. This means that the platform cannot simply access PHRs without explicit user consent and action.

Blockchain Exchange Architecture

As the blocks in a blockchain cannot be tampered with or maliciously altered, this study stored PHR hash values in a blockchain to protect the PHR data and confirm the integrity of the PHR contents. Ethereum’s private chain was used as the blockchain architecture, and the Geth (Go Ethereum) application, which is the Ethereum protocol, was used to transfer the transaction from the proposed platform to the blockchain exchange architecture, create a new block, and connect to the blockchain. The block creation process is shown in Figure 3.

To secure against private data being leaked during transmission on the network, the data are encrypted during the data transmission process. The health record uploaded to the secure database by the platform is also encrypted to ensure the privacy of the user. The block content includes the PHR hash and timestamp, where the PHR hash is used to check whether the PHR in the database has been tampered with. If a malicious attacker attempts to obtain the block content, they will only get a collection of random numbers. The encryption method combines hash encryption and asymmetric encryption. The block content is protected by a hash encryption function that uses SHA-256 to scramble data into a set of hexadecimal strings. Asymmetric encryption uses the elliptic curve digital signature algorithm to encrypt PHR transfer information, ensuring the integrity and nonrepudiation of transaction data, and then the PoA consensus mechanism is used for validation by a qualified verifier established by an audited authority to confirm the correctness and validity of the PHR and create the verified blocks of the blockchain.

Elliptic curve cryptography (ECC) is a public-key cryptography based on elliptic curve mathematics, also known as asymmetric cryptography. The elliptic curve digital signature algorithm is based on ECC for digital signatures. The working principle is similar to that of most digital signature algorithms. They are signed with a private key and verified with a public key, thus offering nonrepudiation. Compared with traditional digital signature algorithms (such as RSA), ECC is faster, offers stronger security, and requires shorter signatures.

In the proposed platform, each user has one password for a user account and a private key for blockchain and PHR decryption. To improve the platform efficiency, users can choose to store their personal blockchain private key in the platform’s security database (or store it themselves). When data are uploaded to the platform, the system will retrieve the key from the database to complete the transaction process.

Figure 3. Block creation process. PHR: personal health record.
Proof of Authority for Block Creation

PoA is a technology that achieves consensus in a private chain. In the operation, an authorized node has the authority to generate the next block in a blockchain network. The blockchain information reaches the extreme value of the consensus of all nodes, which can guarantee that the latest blocks are accurately connected in series to the blockchain, and the blockchain information stored by the nodes is consistent, indivisible, and even resistant to malicious attacks. In this study, the private chain consensus mechanism is established, and the verifier is set on multiple simulated computers. The initial setup verifier node is set up on the simulated computers. In the feature, possible nodes represent cooperating institutions, medical institutions, research centers, and so on; the verifier uses this identity to obtain the right to verify.

Compared with other proof mechanisms, the key elements of the PoA network in this study include the following:

1. Improved efficiency: Block creation is accelerated and the waiting time for data exchange is reduced.
2. Verifier setup: A mutual supervision relationship with partner institutions is established to allow self-supervision and supervision of others, preventing the blockchain from being controlled by the node manager; the verifier can vote for a new verifier or remove an unqualified verifier at any time.
3. Highly scalable and highly compatible: It is also possible to complete intelligent collaborative construction and optimize it.

Hash Value for Block Corrected, Confirmed, and Connected

The cryptographic hash function is an important part of the blockchain. It is essentially a function that gives security capabilities to the created block, based on processed transactions, making them immutable. In Ethereum’s function, SHA-256 is used to create new blocks. The hash of a block is created based on the block content, previous hash value, and timestamp. The block content and architecture are shown in Figure 4.

Block content includes the following:
- Block number: Current block number
- Pre-Hash: The hash value of the previous block
- Hash: The hash value of this block
- Timestamp: Current time
- PHR hash: The hash value of PHR created by the platform
- PHR index: The index position of the health record in the secure database

Figure 4. Block content on the blockchain architecture. PHR: personal health record.

Overall System Workflow

Personal Health Record Exchange Authority Mechanism

Users can manage the authority for PHR exchange once they have uploaded their PHRs. When users want to make their PHRs available to a doctor, the authority assignment procedure is as shown in Figure 5.

The workflow of the system comprises 3 components: upload, exchange, and view. To begin, a user uploads their PHR to the platform (Figure 6).

In the uploading process, the PHR is assigned a hash value by SHA-256. Then, the PHR is transferred to the secure database after encryption by RSA. Once the data are stored in the database, blockchain is used to ensure data security and integrity.

SHA-256 and ECC are then used to create a block, and the Ethereum architecture is used as the blockchain architecture in this study. The PHR hash value and the PHR index in the database are transmitted to the Ethereum block by the user’s blockchain account (public key) and using the user’s private key signature. To create a block, block content must be verified and the block hash value must be calculated by the verifier node; it is then broadcast to each node.

The workflow of users sharing their PHRs with a doctor is shown in Figure 6. First, the platform sends the transaction to the blockchain architecture. The block architecture will then select the user’s block and read its content. The users’ PHRs will be obtained from the secure database based on the database index of the PHRs and decrypted using the users’ private key, and the hash value will be created again. The PHR will then be
transferred to the doctor after being encrypted by the doctor’s RSA public key and decrypted by the user’s private key if the hash value is equal to the block content’s hash.

The workflow of viewing the PHR content is shown in Figure 7. When users want to view their PHRs or share their PHRs with a doctor, the platform will send the transaction to the blockchain architecture. The blockchain architecture will confirm that the PHR content has not been modified and that the user or doctor has the authority to view the PHR. The PHR will then be transferred to the user or doctor after being encrypted by their RSA public key. The user or doctor will then use their own private key to decrypt it. They will then be able to view the PHR content. MHB is used as an example in this study.

*Figure 5.* Workflow of a user uploading their personal health record. PHR: personal health record.
Figure 6. Workflow of a user sharing their personal health record with a doctor. PHR: personal health record; RSA: Rivest-Shamir-Adleman.

User exchange: How a PHR works

1. A allows B to view his PHR whose block-number is 20.
2. Read the content of block whose block number is 20
   - Block-Number : 20
   - Owner : A
   - Hash Value : F04DE338483....
   - PHR-Index : 1
3. Search the encryption PHR from database
4. Unlock the PHR by the owner’s RSA private key
5. Create the hash
6. Compare the hash for PHR confirm
7. Encrypt PHR by the B’s RSA public key
8. Exchange A’s PHR to B
9. Unlock the PHR by B’s RSA private key
10. Display A’s PHR in B’s device

Figure 7. Workflow of a user viewing their own personal health record. PHR: personal health record; RSA: Rivest-Shamir-Adleman.

User “View” how an PHR works

1. A view self’s PHR whose block-number is 20.
2. Read the content of block
   - Block-Number : 20
   - Owner : A
   - Timestamp : 12023440
   - Hash Value : F04DE338483....
   - PHR-Index : 1
3. Search the encryption PHR from database
4. Unlock the PHR by owner’s RSA private key
5. Create the hash
6. Compare the hash for PHR confirm
7. Display A’s PHR in device

Remote replication Database

Security Database

**International Personal Health Record Exchange Implementation Process**

The platform can be used at all places where the internet is available. This study used the data format designed in Taiwan MHB as an example to test the system in Asia. MHB contains all the necessary clinical health care data. In Taiwan, 99% of residents can access MHB. Therefore, we chose MHB as an example of PHRs for the AeHIN. The Philippines and Thailand were used as test cases for this study, and 2 of the physician representatives in this study were Dr Alvin in the Philippines and Dr Boonchai in Thailand.

A testing scenario was designed in which a patient from Taiwan travels to Bangkok and the Philippines and suddenly requires medical services. Both the patient and doctors in different countries were registered on this platform. Before the patient would see a doctor in a specific country, authorization to view the PHR would need to be given to the doctor by the patient. For this testing scenario, a patient’s PHR with diagnoses of type 2 diabetes mellitus, epilepsy, brain stem stroke, and proteinuria NOS (not otherwise specified) and medication data was designed. The data of testing scenario is described in Table 1.

The scenarios consisted of the following scenes:
1. A patient from Taiwan travels to the Philippines.
2. The patient develops a headache and dizziness.
3. The patient goes to see a doctor who has been registered in our platform.
4. Authorization to view the PHR is given to the doctor.
5. The doctor retrieves the patient’s PHR from the platform.
6. By viewing the previous PHRs of the patient, the doctor obtains the health profile of the patient and then completes a new diagnosis, treatment, or medication order according to the current status of the patient.
7. A new block is created and the new PHR is stored in the PHR database, if the doctor is willing to upload the new record.

<table>
<thead>
<tr>
<th>Num</th>
<th>Date</th>
<th>Diagnosis</th>
<th>Medical</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>October 10, 2017</td>
<td>Type 2 diabetes mellitus</td>
<td>Iunaidon Tablets Yu Sheng</td>
</tr>
<tr>
<td>2</td>
<td>July 16, 2017</td>
<td>Epilepsy</td>
<td>Neurtrol F.C. Tablets 300 mg.</td>
</tr>
<tr>
<td>3</td>
<td>May 25, 2017</td>
<td>Brain stem stroke</td>
<td>Cofarin Tab 1 mg</td>
</tr>
<tr>
<td>4</td>
<td>May 20, 2017</td>
<td>Brain stem stroke</td>
<td>Cofarin Tab 1 mg</td>
</tr>
<tr>
<td>5</td>
<td>January 20, 2017</td>
<td>Proteinuria not otherwise specified</td>
<td>Kaluril Tablets 5 mg</td>
</tr>
</tbody>
</table>

**Results**

**Study Design**

This study designed a blockchain-based PHR exchange architecture and management platform for the secure management transfer and sharing of PHR data between patients and medical health care providers. In the PHR management component, the user interface was established; its functions include viewing PHRs for personal health management, sharing PHRs with a doctor, and checking the blockchain content for security. The PHR viewer user interface is shown in Figure 8. MHB was used as an example in this study.

**Figure 8.** The user interface of a personal health record viewer.
The Personal Health Record Viewer User Interface of Platform

In Figure 8, the uploaded PHR is displayed. Records are sorted in a time sequence from the latest to the oldest. The display shows the record of each visit, and the patient’s medication history. A doctor can view the latest related health record and recent medication status to give the patient the most appropriate diagnosis, while avoiding the problem of adverse reactions between repeated medications or adverse medications.

Blockchain Information in the Platform

The block content is shown in Figure 9 and includes the time at which the PHR was uploaded, the PHR owner, the PHR hash value, a timestamp, a block hash value, and a pre-hash value. Each block records the previous block location and concatenates to the previous block.

When users upload their personal MHB file, the system automatically converts the file to the FHIR format and transfers it to the security database. The data are then encrypted and uploaded to the blockchain. The users can view the uploaded data records and the contents of the block by uploading the module and obtain a health record for downloading in the FHIR format. A hospital can then upload that data to their system, as long as the system supports the FHIR format.

The blockchain architecture allows users to set their own PHR read permission using the PHR management platform to control who can view their records. The blockchain is used to confirm that the PHR content is correct. The authority control user interface is shown in Figure 10. The simple user interface design ensures that the platform and function are easy to navigate and operate. The design uses 2 columns to display a list of permissions, one of which is a list of trusted participants, and the other is a list of participants to whom the user wishes to grant permission to view their current PHR. When the user wants to grant a doctor permission to view their PHR, they select the doctor from the left-hand column and update the identity.

The blockchain architecture in this study is built by Ethereum, and the blocks are connected by the hash value of each block. The connection diagram is shown in Figure 11.

Figure 9. Block content.

Figure 10. Authority control user interface.
Testing Feedback from Physicians

This study used the MHB data as an example to demonstrate the functioning of the PHR exchange platform and the PHR exchange mechanism based on the blockchain architecture and encryption mechanism, which can ensure PHR storage security and its tamper-proof nature.

The system can more effectively manage self-health records and provide physicians with PHRs as a decision-making reference. The results of this study have been cross-nationally tested in Southeast Asian countries, exchanging PHRs via the AeHIN, and invited physicians from Southeast Asian countries as international participant doctors to allow users to exchange PHRs internationally for appropriate treatment.

The proposed platform was designed to easily share and exchange PHR information electronically. The contents of the PHRs were protected and kept unchanged by the technology of the blockchain architecture. The international standard format of Health Level 7 FHIR was designed in this platform to ensure the interoperability. Doctors could use the platform to upload and download PHR data from different places at any time, thereby allowing PHRs to be exchanged efficiently. Therefore, this platform could increase the accessibility, interoperability, timeliness, and usability of PHRs.

The platform is currently in its testing stage, and there is a low number of users on the network. The users’ comments could be summarized as follows:

1. PHRs that are in a standardized format on this platform are a benefit for clinical service.
2. By using the platform, the exchange of PHRs is easy and efficient.
3. The protection offered by the blockchain technology can convince users that the system is secure.
4. Even if the role of the user is that of the platform manager, PHRs still cannot be read without the authorization given by the patient to view the PHR.
5. Personal health management functions can be designed in future work.

Discussion

Potential

Blockchain technology has great potential for electronic health records [13]. The core of the blockchain model ensures that any information involved has nonrepudiation to maintain the correctness of the historical process records [14]. Gary et al [15] reviewed the current PHR definitions and multiple blockchain architectures for PHR management and found that blockchain technology is a key requirement for the management of consent to use private health data.

Many studies have proposed health applications based on the blockchain technology that can be used in the medical domain to achieve medical record sharing. In 2016, Ekblaw et al [16] created a decentralized medical record management platform that was built on the private network of Ethereum. The platform can only be accessed by authorized users, and blockchain was used to manage authentication, data sharing, and other security functions in the medical field. In the study, when any information was updated on the hospital side, it was uploaded to the blockchain; the platform was synchronized with the patient’s database, and the patient would be reminded to update the block. However, patients were unable to upload data themselves, as the data were all still stored in the centralized hospital database. Omar et al [17] used Ethereum’s smart contracts and a decentralized application to build a cloud-based PHR system. This system was used to store the PHR of each user and also to ensure the security and integrity of the uploaded data. Private accessible units (PAU) were responsible for all encryption, decryption, uploading of data, searching for data, and verification of data in which users can encrypt data with an encryption key and upload data to the blockchain through a smart contract, which then returns a block-id to the user uploading the data. The user would be responsible for
remembering the block-id. To view the data, the user would provide the PAU with the block-id, and the system would automatically return the corresponding block content and decrypt it with the decryption key. This system, however, did not offer the capability of sharing personal medical records or system interoperability.

Peterson et al [18] presented a blockchain-based approach to sharing patient medical data that relies on a single centralized source of trust rather than network consensus to translate data and provides consensus on proof of structural and semantic interoperability. Zhang et al [9] presented a blockchain-based framework FHIR Chain that was designed to fit the technical requirements defined by the Office of the National Coordinator for Health Information Technology interoperability roadmap.

Precision medicine requires the accurate collection and management of all kinds of clinical data. To this end, this study constructed an innovative data storage mechanism, used blockchain technology to ensure the correctness and safety of the PHR data, and combined a security database storage structure with a data verification mechanism to complete data management. A Korean team implemented the blockchain PHR management platform; however, the data transaction time in their study was too long. To allow for the management of queries by a large number of patients, transaction and propagation times must improve [19]. Ahmed et al [20] proposed a blockchain-based emergency access control management system that can protect PHRs using a smart-contract design; however, the system manager can still retrieve real patient data, making privacy issues a concern. The platform designed in this study could offer patient-centered clinical record exchange and decision-making support and allow patients to view and share their own PHRs, as well as manage their health status and apply for medical data using other functions effectively. The platform and architecture could enable the meaningful use of PHRs and promote self-health management. The feasibility was demonstrated by an application test with international users in this study.

An important element of precision medicine is the exchange and management of PHRs and the subsequent provision of personalized medical treatment based on that data during the clinical diagnosis and treatment. This study therefore combined blockchain architecture and data verification methods to effectively solve the problems of data security, storage, and transmission and proposed a hybrid blockchain and data security approach that could enable effective international PHR exchanges. Using the AeHIN’s cross-national network environment, PHRs were successfully exchanged, and an international network of medical and health care providers was established to improve the quality of health care and precision medicine internationally.

Principal Findings

The principal findings are as follows:

- A PHR platform was built using a blockchain architecture to ensure the security and privacy of health data. Few PHR systems based on blockchain technology have been developed for cross-country data exchange purposes.
- The platform has been tested by several users in different countries in the AeHIN and has shown that it is a suitable platform for PHR sharing and exchange.
- In our design, health data that can be used for precision medicine and can be stored and modeled in the architecture.

Limitations

Currently, our PHR platform is at the prototype stage. Users from limited groups are participating in testing of the platform. However, the hardware architecture will need to be expanded to ensure the good performance of the platform when a large number of users wish to access the system. Furthermore, as the contents of the PHRs will be exchanged and shared by different countries and regions, an international data standard, such as HL7 FHIR, will be required to ensure smooth implementation.

Future Directions

Important points regarding the comparison with prior work are as follows:

- Precision medicine is the future trend of health care and must be based on PHRs. Our PHR platform not only enables PHRs to be shared between countries but also creates space for future functions of precision medicine.
- Blockchain technology ensures data security and privacy and has been successfully used in financial data management systems.
- A cross-country medical care architecture must be developed in the present busy international activities.

Conclusions

On the basis of the blockchain technology, it is possible to remove all limitations to patients’ ability to copy and transfer their own health records to other health service providers [21]. After data are uploaded in the blockchain, the block can guarantee that the records cannot be modified by anyone [22]. The PHRs are stored in a decentralized network; therefore, it is impossible to steal PHR data or hack the system illegally [21]. In addition to improved health record sharing and analysis, data sharing will be secured and privacy will be protected [23].

In addition, the blockchain technology is essential for future precision medicine applications. Through the blockchain architecture, the data required by precision medicine can be integrated from different sources. In addition to using blockchains as a ledger for patient care data, they can also be used to store various types of health care–related data, such as precision medical data and genomic data [24], health care plan data, patient-centered data [25], clinical trial data [26], medication supply chain data, and biomarker data [27-29]. In this study, we implemented a cross-country platform for PHRs. By using this platform, PHRs can be exchanged and shared between different organizations in an efficient manner. The platform has been tested by several users in different countries in the AeHIN and has been shown to be a suitable platform for PHR sharing and exchange. With our design, the health data
that can be used for precision medicine can be stored and further modeled in the architecture. The security and privacy of PHRs can also be ensured by the features of blockchain technology, such as distributed node consensus algorithms, data transmission cryptography, and a decentralized network of smart contracts. However, an international standard, such as FHIR, will be required to ensure the PHR contents are internationally compatible.
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Abstract

Background: Sexually transmitted infection (STI) rates are on the rise among adolescents and young adults in the United States. With the popularity of online dating, adolescents and young adults must increasingly rely on limited cues to make initial judgments about potential sexual partners, including judgments about STI risk.

Objective: This study aimed to assess whether in the context of online dating, an attractiveness heuristic would be used for STI risk assessment. We hypothesized that consistent with research on halo effects, decision makers would judge more attractive people to be less likely to have STIs.

Methods: In a survey experiment, we asked participants to determine which individual in each of 20 sets of paired photographs was enrolled in a personals website for people with publicly disclosed STIs.

Results: Despite financial incentives for accuracy and high levels of self-confidence in their judgments, participants performed no better than chance at identifying individuals with self-reported STIs. Contrary to our hypothesis, however, more attractive people were judged as being more likely to have an STI. This relationship appears to be mediated by inferences regarding the target individual’s sexual behavior, with more attractive individuals considered to have more partners.

Conclusions: On showing adolescents and young adults photographs offering no diagnostic information about STIs, they appeared to use attractiveness as a cue for sexual risk, which was mediated by the belief that attractive individuals have more sexual opportunities. Health care providers may wish to address this heuristic process among their adolescent patients in discussions about sexual health.

(J Med Internet Res 2020;22(6):e14242) doi:10.2196/14242
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Introduction

In the United States, sexually transmitted infections (STIs) are increasingly among the most commonly reported diseases, with the total cases of STIs reaching a historical high in 2017 [1,2].
partner has an STI [4,5]. In a recent study, among a sample of young adults using dating apps, those who transitioned from a profile view to having an in-person date had higher self-reported rates of risky sexual behavior than those who did not transition to face-to-face interactions [6]. Here, we examine one aspect of the process that can lead to sexual contact and STI risk, which is the inference that young people make regarding potential partners’ STI risk according to their personal appearance.

The interfaces of popular dating sites, such as Tinder, feature photographs of potential partners and encourage scrolling quickly through them and swiping “right” on appealing individuals for further examination [7]. Beneath the photographs are profiles that might be consulted for those who pass such initial screening. As it is socially awkward to ask about STI status [8] and dating apps rarely provide this information [9], young people must rely on intuition when making judgments about potential partners’ STI risk. Attractiveness can be a valid cue for predicting disfiguring STIs (eg, advanced syphilis). On the other hand, for the far more frequent cases of asymptomatic STIs, attractiveness provides no directly relevant information. However, attractiveness could provide indirectly relevant information if it is correlated with risk factors, such as number of sexual partners, frequency of sex, access to health care, and use of condoms.

Existing research offers conflicting evidence regarding the roles of attractiveness judgment in inferences regarding STI risk. Some studies found that when asked explicitly, young people expect more attractive individuals to have greater STI risk, reasoning that they will have more opportunities for varied sexual activities and be more promiscuous [10,11]. A large body of studies, however, suggested the opposite. For example, one study found that male respondents provided lower estimates of STI risk for women described as “attractive” in thumbnail personality sketches [12]. Another found an inverse relationship between how “attractive” various qualities were perceived in a potential partner and how “risky” those qualities were judged to be [13]. These studies may involve a “halo effect,” whereby one positive feature, such as physical attractiveness, encourages other positive perceptions [14,15]. Indeed, some evidence suggests that motivated rather than deductive reasoning may color subjects’ judgments about sexual purity, when self-justifying their failures to use condoms with more attractive partners [16,17]. There is also strong evidence that people seen as more attractive are also viewed as more intelligent, academically and socially competent, politically knowledgeable, and cooperative [18-23]. This halo effect is present for visual judgments of both male and female individuals and remains in place once individuals have interacted with one another. If sexual risk is within the halo of attractiveness, young people may infer a lower STI risk from potential partners’ physical attractiveness in online dating contexts.

In this study, we created such a context experimentally in order to examine whether attractiveness is a cue for risk when young people make judgments from photographic cues alone. We also examined their confidence and accuracy. We posited that people making quick judgments about potential dating partners in online dating profiles would apply an attractiveness heuristic. Namely, they would perceive attractive individuals as less likely to have an STI.

Previous studies of perceived STI risk have typically asked participants to make inferences from multiple (sometimes contradictory) cues [10,12] or have asked them to evaluate attractiveness and risk simultaneously, with explanation of their inferences [10-13,24]. Our study adds to this research by examining rapid judgments based on visual cues alone, with no prompt for reasoned inferences. Its results have implications for online dating contexts and, more generally, for the connections between fast and slow thinking [25].

We asked participants to judge the likelihood that individuals in photographs have STIs under conditions that should automatically evoke judgments of the targets’ attractiveness (making snap judgments based on rapidly displayed pairs of photographs). The judgment is which of the two pictures has been drawn from a website for people with self-disclosed STIs. To develop this test set of photographs, we had a separate sample rate the target in each photograph in terms of attractiveness and several factors that might mediate the relationship with STI risk (number of sexual partners [as a proxy for STI exposure], intelligence, frequency of condom use, and decision-making competence [potentially protecting from exposure]).

### Methods

#### Baseline Photograph Data Set

To characterize the photographs used in the experiment, we had a separate pretest sample of 125 heterosexual individuals (aged 18-25 years; 39% female), who were recruited from a university student pool, rate opposite-sex photographs for attractiveness and several risk-related characteristics. Raters were recruited for a web-based survey in which they would be “asked to make judgments about individuals,” and they received university course credit for participating. They were eligible for the rating study if they self-identified as heterosexual, were at least 18 years of age, and self-reported not being in a romantic relationship. Photographs were drawn from profiles of residents across the United States. All photographs showed someone who identified as being between the ages of 18 and 25 years and heterosexual in their original online dating profile. Each individual was photographed looking directly at the camera. Among photographs of both male and female individuals, there were approximately 80% Caucasian people. Photographs were cropped square (1:1 aspect ratio) to show only the neck and face and to minimize surrounding visuals. Photographs were all in color and were selected by two independent research assistants as having a pleasant or neutral facial expression.

All photographs were publicly available, and use of the photographs complied with the terms of service of the websites at the time that the stimulus photographs were gathered. Although the photographs, by their nature, identified the individuals depicted, they were obtained from national sources; hence, there was a very low probability of including individuals known to the participants. The sources of the photographs were not revealed to the participants.
There were 96 photographs in total (48 photographs of male individuals and 48 of female individuals). Each photograph was rated by 10 raters. Each rater judged 12 unique, randomly selected, opposite-sex photographs. Photographs were rated on physical attractiveness (1 [very unattractive] to 7 [very attractive]), according to the approach in other studies on facial attractiveness [26,27]. Photographs were also rated on the following three risk-related characteristics drawn from prior studies [15], which could be protective against sexual risk: (1) intelligence (1 [not at all intelligent] to 7 [very intelligent]), (2) competence (1 [foolish] to 7 [sensible]), and (3) condom use with a new partner (1 [never] to 7 [always]). Additionally, photographs were rated on the following factor that could increase sexual risk: likelihood of multiple sexual partners (1 [not at all likely] to 7 [very likely]). Raters used the entire 7-point Likert scale. The average attractiveness score in ratings of photographs of male individuals ranged from 1.75 to 5.0 and in ratings of photographs of female individuals ranged from 1.35 to 5.50. Controlling for the website from which the photographs were drawn, photographs of male individuals were rated as slightly less attractive than those of female individuals ($t_{27}$=2.11, $P$=.04). There were no significant differences in the attractiveness ratings of photographs from each dating website ($P$.11; the average attractiveness ratings for STI website photographs ranged from 1.61 to 5.00 and for non-STI website photographs ranged from 1.35 to 5.50).

Descriptive statistics for the pretest sample’s ratings of the photographs that were ultimately retained to be used in the research study (10 pairs of male individuals and 10 pairs of female individuals; rated on a scale from 1 to 7) along with the correlations between them can be found in Multimedia Appendix 1. Individuals judged as more attractive were given higher ratings on the three protective factors (intelligence, frequency of condom use, and competent decision-making) and one risk factor (multiple sexual partners).

**Study Participants**

Our study included 87 participants (55 male and 32 female participants) recruited from a private university student participant pool using online postings and recruited on the street in a high foot-traffic neighborhood housing multiple universities (both public and private) with a sign posted outside a research laboratory. The posting stated that participants were being recruited for “a study to understand individual decision-making” and could participate if they met the inclusion criteria of being at least 18 years of age and not participating in rating the baseline photograph data set. Participants recruited from the university student participant pool were emailed a link to the study. Participants recruited on the street outside the laboratory completed the study on a computer inside a private cubicle.

**Study Procedure**

Participants were shown 20 pairs of photographs (10 pairs of male individuals and 10 pairs of female individuals) drawn from the pretrained photograph set. One photograph in each pair was drawn from a personals website for people who have publicly disclosed an STI. The other photograph was drawn from a dating website without that disclosure. Participants were told about the two websites and the photograph sampling procedure. They were also asked to assume that people from the non-STI disclosure website had the same rate of STIs as the general population. For each photograph pair, participants were asked which photograph was from the STI website and about their confidence in the choice (from 50% [chance] to 100% [certainty]). For each pair, one photograph was randomly sampled from each site and assigned randomly to the right- or left-hand side.

Participants received US $5 in compensation for their time or university course credit. All participants received an additional US $0.25 for each correct response. This amount was selected to provide an incentive for accuracy without compromising the rapid judgment process. Such incentives have been found to increase attention without reducing errors attributable to heuristic use [28].

For those who completed the study online, the primary researcher evaluated responses for accuracy and emailed the participants about their payment, which was collected from another researcher. Although this researcher could infer the number of correct responses from the payment amount, there was no information about which stimuli a participant had seen. The data were fully deidentified upon payment and prior to the analysis.

After completing the task, participants answered questions about their relationship and sexual history, including binary response questions, such as *Are you currently in a romantic relationship?*, *Are you currently sexually active?*, and *Have you ever had a “one-night stand”?*, and numeric response questions, such as *How many sexual partners have you had in total?* and *How many times have you had sex in your lifetime?*, as well as a categorical sexual orientation question.

The study, including the acquisition and use of stimuli, was approved by the Institutional Review Board (IRB) of Carnegie Mellon University, which designated the study as posing minimal risk. The IRB did not require informed consent from the individuals in the stimuli as, at the time, all photographs were publicly available, with no requirement to create an account to view or download them for research purposes. To ensure the privacy of the individuals in the photographs, we have not made their images publicly available. Our code, survey, and stimuli rating data set are available publicly [39].

**Results**

**Participant Characteristics**

Of the 87 participants, 74 identified as heterosexual, 12 as homosexual or bisexual, and one did not respond. The participants ranged in age from 18 to 56 years, with a mean age of 22.8 (SD 7.8) years. Table 1 presents the participants’ self-reported demographic characteristics.

Among the 87 participants, 79 (91%) responded to the question about prior sexual activity, with 50% (26/52) of male participants and 22% (6/27) of female participants reporting none.

https://www.jmir.org/2020/6/e14242
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### Table 1: Participants' self-reported demographic characteristics

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Male</th>
<th>Female</th>
<th>P-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years)</td>
<td>20-56</td>
<td>20-56</td>
<td></td>
</tr>
<tr>
<td>Gender</td>
<td>Male</td>
<td>Female</td>
<td></td>
</tr>
<tr>
<td>Race</td>
<td>White</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Education</td>
<td>High School</td>
<td>College</td>
<td></td>
</tr>
</tbody>
</table>

---
Table 1. Participants’ characteristics.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Value (N=87), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender</td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>55 (67%)</td>
</tr>
<tr>
<td>Female</td>
<td>32 (33%)</td>
</tr>
<tr>
<td>Age</td>
<td></td>
</tr>
<tr>
<td>18-24</td>
<td>65 (75%)</td>
</tr>
<tr>
<td>25-34</td>
<td>10 (11%)</td>
</tr>
<tr>
<td>≥35</td>
<td>5 (6%)</td>
</tr>
<tr>
<td>Currently in a romantic relationship</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>35 (40%)</td>
</tr>
<tr>
<td>No</td>
<td>45 (52%)</td>
</tr>
<tr>
<td>Currently sexually active</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>42 (48%)</td>
</tr>
<tr>
<td>No</td>
<td>38 (44%)</td>
</tr>
<tr>
<td>Total lifetime instances of sex</td>
<td></td>
</tr>
<tr>
<td>(eg, penile-vaginal, oral, and anal)</td>
<td></td>
</tr>
<tr>
<td>0 instances</td>
<td>36 (41%)</td>
</tr>
<tr>
<td>1-10 instances</td>
<td>13 (15%)</td>
</tr>
<tr>
<td>&gt;10 instances</td>
<td>31 (36%)</td>
</tr>
<tr>
<td>History of “one-night stands”</td>
<td></td>
</tr>
<tr>
<td>Never</td>
<td>67 (77%)</td>
</tr>
<tr>
<td>At least once</td>
<td>13 (15%)</td>
</tr>
</tbody>
</table>

Of the 87 participants, 7 (8%) did not provide complete demographic data.

Descriptive Statistics

Sample Size Considerations

Each of the 87 participants made 20 judgments about which individual in a pair of photographs was more likely to have an STI. Our effective sample size is somewhere between 87 observations (if each participant’s responses are perfectly correlated) and 1740 observations (20 × 87). Assuming an effective sample size of 87, the statistical power is 0.15 to detect a small effect (r=0.1), 0.81 to detect a medium effect (r=0.3), and 0.99 to detect a large effect (r=0.5).

STI Identification

The mean percentage of correct STI identifications was 47% (9.85/20). Participants’ mean confidence in their judgments was 67.2% (SD 16.0%). Thus, in aggregate, participants were overconfident, expecting more correct identifications than were observed.

Attractiveness Heuristic

To test for the use of an attractiveness heuristic in our primary experiment, we estimated a series of binary mixed logit models predicting the probability of participants predicting that an image was from the STI website as a function of the difference in the mean attractiveness ratings of the two images (for the pretest sample) and controlling for the “ground truth” of a self-disclosed STI. The following three models were created:

Models 1-3 in Table 2 are indexed by participant i and photograph pair j. The dependent variable y_{ij} is coded as 1 if participant i selected the photograph on the right from photograph pair j and as 0 otherwise. Each model used the logit function to relate p_{ij}, the modeled probability that participant i selects the right photograph in pair j as having an STI, to characteristics of the photograph and the participant. In model 1 (M_1), we included an intercept β_{0i} to allow for individual-specific tendencies to select the photograph on the right and β_{1ij} times the difference in attractiveness between the right and left photographs for pair j to capture individual-specific tendencies to use attractiveness as a cue for STI risk. The coefficients β_{0i} and β_{1ij} are assumed to be drawn from a multivariate normal distribution with mean 0 and an unrestricted variance-covariance matrix. Model 2 (M_2) adds an indicator variable for whether the photograph on the right involves an STI for photograph pair j. Model 3 (M_3) adds additional individual-level covariates. For all models, we used the
Nelder-Mead optimizer from the lme4 package in R for estimation.

As seen in Table 2, model 1 found that as the difference in attractiveness increases, participants are more likely to identify the more attractive individual as having been drawn from the STI website. This relationship held when, in model 2, the actual website was added to the equation, with that information not adding significant predictive power (consistent with participants predicting the actual website at chance level). Model 3 showed that the pattern held after adding four participant-level variables, none of which added predictive power (gender, age, gender match with the target individual, and the participant’s reported number of lifetime sexual partners).

Across all participants, a greater difference in attractiveness between the two photographs being judged was associated with a higher probability of the participant predicting that the more attractive individual was from the STI website ($Z=2.08, P=.04$).

Table 2. Mixed logit models predicting whether the target was drawn from the sexually transmitted infection disclosure website, according to attractiveness ratings, the actual website, and personal characteristics.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Model 1 (1738 observations, 87 participants)</th>
<th>Model 2 (1738 observations, 87 participants)</th>
<th>Model 3 (1578 observations, 79 participants)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Estimate SE SD</td>
<td>Estimate SE SD</td>
<td>Estimate SE SD</td>
</tr>
<tr>
<td>Intercept</td>
<td>−0.11 0.07 0.40</td>
<td>−0.08 0.08 0.41</td>
<td>−0.04 0.25 0.19</td>
</tr>
<tr>
<td>Attractiveness difference score</td>
<td>0.10a 0.05 0.20</td>
<td>0.10a 0.05 0.20</td>
<td>0.11a 0.05 0.21</td>
</tr>
<tr>
<td>Self-disclosed STIb</td>
<td>−0.07 0.10 0.20</td>
<td>−0.10 0.07 0.11</td>
<td>−0.11 0.06 0.11</td>
</tr>
<tr>
<td>Gender</td>
<td>−0.001 0.01 0.00</td>
<td>−0.06 0.11 0.00</td>
<td>−0.06 0.06 0.00</td>
</tr>
<tr>
<td>Target matched on gender</td>
<td>−0.05 0.10 0.05</td>
<td>−0.10 0.06 0.03</td>
<td>−0.10 0.06 0.03</td>
</tr>
<tr>
<td>Total number of sexual partners</td>
<td>0.02 0.05 0.00</td>
<td>0.02 0.05 0.00</td>
<td>0.02 0.05 0.00</td>
</tr>
</tbody>
</table>

a $P<.05$.
b STI: sexually transmitted infection.
c Not entered into the regression.

cRole of Risk-Relevant Characteristics in STI Risk Judgments

We used binary mixed logit models to assess the role of other features of the photographs, using pretest sample ratings (Multimedia Appendix 1) added to models 4-6 (Table 3). As seen in Table 3, model 4 found that the difference in target-perceived intelligence added no predictive power. Model 5 found that the difference in the ratings of condom use added predictive power, without affecting the relationship with attractiveness. Model 6 found that the difference in the ratings of the targets having multiple partners added predictive power as well, with attractiveness no longer playing a role.

Table 3. Mixed logit models predicting whether the target was drawn from the sexually transmitted infection disclosure website, according to attractiveness ratings, the actual website, and photograph ratings.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Model 4 (1738 observations, 87 participants)</th>
<th>Model 5 (1738 observations, 87 participants)</th>
<th>Model 6 (1738 observations, 87 participants)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Estimate SE SD</td>
<td>Estimate SE SD</td>
<td>Estimate SE SD</td>
</tr>
<tr>
<td>Intercept</td>
<td>−0.04 0.09 0.44</td>
<td>−0.05 0.09 0.40</td>
<td>−0.06 0.08 0.39</td>
</tr>
<tr>
<td>Attractiveness difference score</td>
<td>0.13a 0.05 0.20</td>
<td>0.15a 0.05 0.21</td>
<td>−0.03 0.06 0.28</td>
</tr>
<tr>
<td>Self-disclosed STIb</td>
<td>−0.14 0.10 0.01</td>
<td>−0.14 0.10 0.07</td>
<td>−0.10 0.10 0.09</td>
</tr>
<tr>
<td>Intelligence difference score</td>
<td>−0.11c 0.05 0.12</td>
<td>−0.35d 0.07 0.21</td>
<td>0.38a 0.07 0.21</td>
</tr>
<tr>
<td>Condom use difference score</td>
<td>— — —</td>
<td>— — —</td>
<td>— — —</td>
</tr>
<tr>
<td>Multiple partners difference score</td>
<td>— — —</td>
<td>— — —</td>
<td>— — —</td>
</tr>
</tbody>
</table>

a $P<.01$.
b STI: sexually transmitted infection.
c $P<.05$.
d Not entered into the regression.
Discussion

Principal Findings

Young adults and adolescents engaging in online dating have to generate quick intuitive judgments when making choices about their interactions with potential sexual partners. Like other decision makers, when they lack statistical estimates, they may rely on heuristics to judge risk [30]. Online dating invites such heuristic judgments in decisions about engaging others as potential sexual partners. In this study, we examined the potential role of an attractiveness heuristic in sexual risk judgment by asking participants to predict which of two photographs came from a website for individuals with self-reported STIs. We assumed that participants would automatically evaluate the target’s attractiveness and then apply the attractiveness heuristic to that judgment.

We did find that attractiveness predicts judgments about STI risk. However, the direction of the association was contrary to our prediction that STIs would seem less likely in more attractive individuals (ie, observing a “halo effect”). Instead, attractiveness appeared to be used as a cue for higher sexual risk. Analyses incorporating other variables led us to an alternative post hoc explanation, which is consistent with research findings that attractive people are perceived as more sexually promiscuous [10,11]. In our study, the relationship between judgments of attractiveness and STI risk appeared to be mediated by judgments of target individuals’ numbers of partners; more attractive individuals are considered to have more partners and hence a greater STI risk. Thus, the archetype of an attractive individual may not be associated with “purity” as much as with “opportunity.” It is also possible that the confidence judgments evoked more analytical and less heuristic thinking, producing more measured inferences about sexual “opportunity,” even in a context designed to encourage snap judgments.

Whatever processes guided their judgments, participants were unable to predict which photographs were drawn from the website with STI disclosure, despite incentives for accuracy. Moreover, they showed overconfidence that is typical of difficult tasks [31]. Their predictions were related to the normatively valid cue of whether the target was rated (by the pretest sample) as someone likely to use condoms and, perhaps, with greater intelligence (Table 3). However, those perceptions appeared to reflect judgments of attractiveness, suggesting sound inferences based on unsound assumptions (Multimedia Appendix 1). As seen in model 6 (Table 3), inferences reflecting attractiveness appear to be subsumed by inferences regarding multiple sexual partners. Given how we created the stimulus set, attractiveness was not a valid cue for predicting a photograph’s origin and yet it played a role in participants’ judgments.

Limitations

Our study had several notable limitations. First, photograph pretesting was limited to judgments by male and female individuals identifying as heterosexual. Thus, it is possible that the attractiveness ratings for these photographs did not reflect the perceptions of the mixed heterosexual and bisexual participants in our experimental study sample. However, there is evidence that judgments of attractiveness of same and other-sex individuals differ by gender but not sexual orientation [32]. To the best of our knowledge, there is no analogous evidence regarding judgments of STI risk and our sample size did not allow subanalyses by sexual orientation. Understanding how such judgments relate to sexual orientation is a topic for future research, and it is particularly relevant given the popularity of dating apps among gay, bisexual, and other men who have sex with men, as well as their higher risk of contracting STIs [2].

Our convenience sample had a gender imbalance, perhaps reflecting greater interest among male participants (65%) in an experiment about “online dating.” As such, our results are more generalizable to those who are interested in online dating. Within the constraints of our sample, STI predictions were unrelated to gender, gender match with photographs, age, or self-reported STIs (Table 2).

While our sample consisted primarily of college students recruited through a university student pool and other young people recruited in a public setting, we did have a sizable proportion (15/87, 17%) of participants aged ≥25 years. Our results did not differ by age group; however, the lack of age-based exclusion in our recruitment procedures should be noted when interpreting the findings in the pediatric context. Moreover, by advertising the topic, as well as recruiting some participants in person, we may have biased the recruited sample.

According to participants’ self-reports, 41% (36/87) had no sexual encounters and 36% (31/87) had more than 10 encounters. The large representation of sexually inexperienced individuals is unlike much sex-related research [33-35] and higher than reports in national samples of this age group [36]. We cannot predict how this or other selection processes might have influenced our results. We attempted to focus participants on the images; rather than the individuals in them, by presenting targets who participants would never meet and by providing financial incentives for accuracy. This approach deprived participants of both valid and invalid cues available in everyday life, the most important of which may be the website on which the photograph appeared. Thus, our results suggest a form of heuristic thinking that young people may use, without indicating its power or prevalence.

Conclusions

Romantic interest in a target has been found to be driven primarily by sexual attractiveness [35]. For many people, the attractiveness of a potential partner’s online image affects whether to proceed in engaging with them [37]. Using an experimental task that involved rapid judgments of photographs, we found that judgments of STI risk were related to both relevant risk factors and the irrelevant cue of attractiveness. The role of attractiveness appears to have been mediated by the rapid inference that attractive people have more sexual partners and hence greater STI risk. Although participants predicted STI risk at chance levels (47%), they had moderate confidence in their predictive ability (mean confidence 67%). Reliance on heuristic judgments of risk from visual cues alone, paired with a misplaced confidence in the ability to identify risk among others,
could contribute to the higher rates of STIs among those who use online dating sites to initiate sexual encounters [38-40]. These findings may help inform conversations between health care providers and their young patients, providing content for STI counseling that many are eager to provide [41]. Such conversations offer one way to address the medical community’s call for more proactive approaches to stem the rise in STI rates [42]. Those conversations may include discussions on the validity of the cues available in online dating apps. This research is a formative step toward understanding young people’s inference processes when using apps that play central roles in many of their lives. Further research should examine heuristics that might better inform the snap judgments of sexual risk that accompany “swiping left or right.”
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Abstract

Background: Clinical free-text data (eg, outpatient letters or nursing notes) represent a vast, untapped source of rich information that, if more accessible for research, would clarify and supplement information coded in structured data fields. Data usually need to be deidentified or anonymized before they can be reused for research, but there is a lack of established guidelines to govern effective deidentification and use of free-text information and avoid damaging data utility as a by-product.

Objective: This study aimed to develop recommendations for the creation of data governance standards to integrate with existing frameworks for personal data use, to enable free-text data to be used safely for research for patient and public benefit.

Methods: We outlined data protection legislation and regulations relating to the United Kingdom for context and conducted a rapid literature review and UK-based case studies to explore data governance models used in working with free-text data. We also engaged with stakeholders, including text-mining researchers and the general public, to explore perceived barriers and solutions in working with clinical free-text.

Results: We proposed a set of recommendations, including the need for authoritative guidance on data governance for the reuse of free-text data, to ensure public transparency in data flows and uses, to treat deidentified free-text data as potentially identifiable with use limited to accredited data safe havens, and to commit to a culture of continuous improvement to understand the relationships between the efficacy of deidentification and reidentification risks, so this can be communicated to all stakeholders.

Conclusions: By drawing together the findings of a combination of activities, we present a position paper to contribute to the development of data governance standards for the reuse of clinical free-text data for secondary purposes. While working in accordance with existing data governance frameworks, there is a need for further work to take forward the recommendations we have proposed, with commitment and investment, to assure and expand the safe reuse of clinical free-text data for public benefit.

(J Med Internet Res 2020;22(6):e16760) doi:10.2196/16760

KEYWORDS
ethical; legal; social implications; public engagement; free-text data; information governance
**Introduction**

**Background**

Structured electronic health records (EHRs) have long been used in large-scale research to create new knowledge to inform clinical care, practice, and policy. There are many enterprises specializing in making EHR data available in accordance with jurisdictional legislation and governance [1-4]. We refer to structured data as information recorded in specified forms and fields within the EHRs. Generally, clinical data are highly personal and sensitive and, therefore, need to be deidentified or anonymized before they can be used for any secondary purposes outside the clinical environment. We refer to deidentified data as records from which the commonly recognized identifiers (eg, name, address, and date of birth) have been removed and anonymized as information from which the data subject cannot be identified [5]. EHR data also contain free-text components, including notes made at consultations and referral letters, which, by definition, are unstructured. As such, they tend to be less available beyond the immediate setting and are typically not readily available for secondary uses such as research or service improvement. However, clinical free-text data represent a vast, untapped source of rich information to guide research and clinical care, including patient-specific context and details that clarify and supplement information coded in structured data fields. Furthermore, some clinical information in mental health, pathology, and imaging reports is not available in coding structures but only in free-text form. By their nature, free-text data are highly likely to contain sensitive information and patient identifiers, and this must be suitably processed to protect individual privacy before the information can be shared further. The key difficulty is that there are major challenges in finding effective methods to deidentify free-text on a scale that does not damage data utility as a by-product.

Methods from natural language processing (NLP) have been developed to automatically scan clinical free-text data to identify potential identifiers, such as patients’ names, significant dates, and their family members. There are generally 2 approaches to automated deidentification. In a method referred to as blacklisting, deidentification algorithms remove identifying information so that these variables are masked in the data extract. Alternative methods focus only on isolating the relevant clinical information from personal identifiers via extraction of specified variables such as medication dosage instructions or diagnoses, which are whitelisted and preserved in text. Whitelisting can be thought of as the converse of blacklisting in that it extracts clinically informative data rather than excluding disallowed pieces of information [6-8].

Each method has advantages and disadvantages and many permutations within them. For example, blacklisting can result in some personal identifiers remaining within deidentified text or important nonidentifiable data being removed from the text if the process is too stringent. Conversely, whitelisting can result in valuable data being left behind or false information being extracted inadvertently. Whitelisting also relies on a data extraction algorithm to choose the relevant clinical information, if no human is to see the identifiable data. A synthetic clinic letter is shown in Figure 1 to illustrate some of these challenges. As can be seen, a clinic letter can contain a variety of identifiable information about the patient and their care providers. Accuracy and the resulting privacy and utility in preparing free-text extracts for reuse depends on the sophistication of the methodologies in use. We provide some simple example problems for illustration purposes. Blacklisting could result in some personal identifiers remaining within purportedly deidentified text, for example, names that are also common words—Green and Verb. Conversely, whitelisting can leave valuable data behind, for example, parietal polymicrogyria without the word suggestive or pathology to explain the hemispasms without extracting the word no. There is much natural language processing and other methodological work underway to enable the creation of extracts that retain data utility and protect privacy. It is important to note that deidentification and extraction algorithms do not work out of the box but often have to be built and tested on specific data annotated by domain-specific experts to train and develop the algorithms. In general, algorithms can be trained to work to a standard comparable with that of a human annotator, but accuracy can decrease with increasing information complexity [6-8].
Being able to create free-text extracts that do not contain identifying information with a high degree of confidence is a fundamental issue but is not the only consideration for the governance of clinical free-text data. In addition, there are issues such as regulatory approvals including independent ethics committee review, working with or within the health service, accessing identifiable data for the deidentification and extraction process, engaging with clinicians to understand clinical concerns and point of care issues, patient involvement, questions around patient consent, retaining the ability for data linkage, and conditions and environments for data reuse.

Main Aim
In recognition of these challenges, the main aim of this study was to develop recommendations for the creation of data governance standards to integrate with existing frameworks for personal data use, to enable free-text data to be used safely for research for patient and public benefit. As such, it will form a position paper and inform further work. In this context, we define safely as where the identity of the individual is highly unlikely to be discovered. We refer to this study as TexGov. It focuses on data governance and health services within the United Kingdom, but the main findings are applicable more widely.

Methods

Study Design
TexGov was designed to cover a variety of activities to develop data governance standards for using clinical free-text data in research. It included an outline of the UK data protection landscape for context, a rapid literature review on governance aspects in previous UK research studies using clinical free-text data, UK case studies with systems providing access to free-text data for more in-depth information, engagement with researchers to explore barriers and solutions in working with free-text data, and engagement with the public for views on socially acceptable approaches. These activities are described in the following sections.

Data Protection Landscape
We reviewed the relevant legislation, regulations, and official guidance in place in the United Kingdom for context on governance aspects for the use of free-text data. This included the UK Data Protection Act (DPA) 2018 [9], the European Union General Data Protection Regulation (GDPR) 2016 [5], the Human Rights Act [10], the common law duty of confidentiality (CLDC [11]), the Caldicott Principles [11], and the Information Commissioner’s Office guidance on data sharing and anonymization [12,13].

Free-Text Data Governance Practice
We gained information on data governance in working with clinical free-text data by carrying out a rapid literature review [14] and mini-case studies of systems making deidentified free-text data available for research in the United Kingdom. The methodology for the literature review is given below:

Search Strategy
Searches for studies indexed in PubMed and Web of Science (WoS) were conducted on January 15, 2019, using the following search terms: (1) “electronic health records” or “electronic medical records” or “electronic patient records” or “hospital records” or “personal health records” or “computerized patient records” or “computerized medical records” combined with (2) “text mining” or “natural language processing” or “free text” or “narrative.” Given our sole interest in ethical and governance procedures in the United Kingdom, the search was then restricted to papers using UK databases containing free-text data by using the following terms: “UK” or “United Kingdom” or “Britain” or “England” or “Wales” or “Ireland” or “Scotland.” The search was limited to human studies published in English. No restrictions were imposed on the year of publication.
Eligibility
To be eligible for this review, published research had to meet the following criteria: primary research using free-text records; UK-based health databases or data from UK hospitals; and information extracted from the text of (human, not veterinary) electronic medical records, medical letters or medical reports, and methods papers (eg, development or description of search and analytic tools), but only if the paper used patient data in the study.

Data Extraction
Characteristics of the included studies were extracted by one researcher and reviewed by another researcher and were as follows: (1) year published and lead author institution, (2) broad purpose of the study, (3) what and where data were accessed, (4) focus of free-text data, (5) whether the data were accessed in identifiable form, (6) whether the study used the health records in conjunction with other data, (7) main finding or conclusion, and (8) any ethics and governance detailed. We will focus on data governance aspects only, rather than the clinical value of using free-text data.

Case Studies
The case studies were conducted through face-to-face or telephone interviews in February 2019 and were structured to capture information about the main model for making data available, types of data included, data linkage capability, free-text deidentification or extraction method, and governance approvals. Notes were taken during the interviews and subsequently checked for accuracy with each interviewee.

Engagement With Clinical Text-Mining Researchers
We held a 1-day workshop (January 16, 2019) for clinical free-text mining researchers to explore their perceptions of barriers and solutions in working with free-text data for sharing outside the clinical setting. Participants were recruited via advertisements on the Healtx website. The workshop was attended by 44 people and included outlines of the TexGov study aims, the findings of a previous citizens’ jury on using clinical free-text data for research [15], and data protection. These were followed by presentations from the NLP community on their approaches to working with clinical free-text data, during which the audience was asked to write down the topics to discuss in more detail. The identified topics were grouped into 4 themes and used in group discussions on challenges and solutions: (1) patient involvement at identifiable and deidentified data stages, (2) opt-in/opt-out consent models for the reuse of free-text data, (3) working with identifiable data for NLP algorithm development, and (4) deidentification methods and thresholds of reliability. Delegates were randomly allocated to one of the groups but were allowed to change to another if they felt strongly about a particular topic. Each of the discussions was facilitated and noted to capture views on the nature of the challenge, what can be done to address it, and how that can be achieved.

Engagement With the Public
We discussed the TexGov study with 2 public groups. The first event was advertised to the general public and patient interest groups by the Alan Turing Institute and held at their premises on March 28, 2019, attended by approximately 50 people. It included a presentation on the TexGov study and a role-play exercise to illustrate how clinical free-text data are collected at a hypothetical general practitioner (GP) consultation and to engage the audience in discussion. It also included a panel discussion so the audience could ask questions to the representatives from the National Data Guardian’s office [16]; Understanding Patient Data, an independent patient data taskforce [17]; use MY Data, a movement of patients, carers, and relatives in support of using patient data [18]; and National Health Service (NHS) England [19]. Notes were taken during the panel discussion. This was followed by facilitated and noted group discussions on the topics of (1) Transparency and patient choice in the use of free-text data: what information do patients need and which are the best methods of dissemination? (2) Identifiability, deidentification, and anonymization: what is the best approach to making data available? and (3) Data access models and security in working with free-text data: how to balance restricting and facilitating access to data? These topics were prioritized from issues for discussion identified by registered delegates in advance of the workshop.

The second public engagement activity was conducted with the consumer panel based at Swansea University on May 1, 2019. This panel is made up of 18 members of the general public, and it advises on developments in the use of person-based data for research, such as via the Secure Anonymised Information Linkage (SAIL) Databank [20]. Following a description of the TexGov study and the preliminary findings, there was an open discussion so that members of the panel could provide their views on the work and the publicly acceptable way forward for the reuse of free-text data. Notes were taken on the views of the panel members.

Results

Data Protection Landscape
The Human Rights Act provides overarching legislation, with Article 8 setting out rights to enjoy a private life free of intrusion and interference, subject to restrictions in accordance with law in a democratic society [10]. Our review of UK statutory data protection law in the DPA [9] and the GDPR [5] showed that free-text data are not singled out by these instruments: the provisions apply to free-text data in the same way as any general person-identifiable data (PID) and special category health data. Similarly, free-text data given in confidence, such as in a physician-patient consultation, are subject to the same CLDC [11] principles and professional practice as for structured, coded data. The Caldicott Principles [11] set out fundamental good practices for the protection of information that could identify an individual but also highlight that data sharing can be as important as the duty to protect confidentiality. Within these principles and in the Information Commissioner’s Office guidance on data sharing and anonymization, there is nothing specifically stated about free-text data (Table 1). The requirements are for data use to be subject to an appropriate lawful basis and for data to be processed to protect privacy before secondary uses, unless another justification (such as
participant consent for research) is in place. This is a challenge for the reuse of clinical free-text data: the difficulty in being confident (and providing evidence) that deidentification is adequate when making claims of anonymity or minimizing the use of personal data, so that information derived from the unstructured format of free-text data can be safely taken forward for reuse.

Table 1. Summary of relevant data protection landscape.

<table>
<thead>
<tr>
<th>Item</th>
<th>Key points</th>
</tr>
</thead>
<tbody>
<tr>
<td>UK Human Rights Act</td>
<td>Sets out an individual’s rights to enjoy a private life free of intrusion and interference</td>
</tr>
<tr>
<td>European Union General Data Protection Regulation and the UK Data Protection Act</td>
<td>Provisions for processing general person-identifiable data and special category health data</td>
</tr>
<tr>
<td>Common Law Duty of Confidence</td>
<td>Governs the use of data given in confidence, such as in a physician-patient consultation</td>
</tr>
<tr>
<td>Caldicott Principles</td>
<td>Set out good practice for the protection of information that could identify an individual and the importance of data sharing</td>
</tr>
<tr>
<td>Information Commissioner’s Office</td>
<td>Provides guidance on data sharing and anonymization</td>
</tr>
</tbody>
</table>

Data Governance

The search identified 45 papers from PubMed and 340 papers from WoS, with 354 papers remaining after the removal of duplicates. After screening abstracts and full texts, 51 studies were defined as eligible for inclusion in the rapid review. Medical records were accessed via 3 main databases: (1) the Health Improvement Network (THIN) primary care database [21-22] (N=7) [23-29], (2) South London and Maudsley NHS Foundation Trust (SLaM) with clinical records accessed via the Clinical Records Interactive Search (CRIS) system [30-32] (N=16) [33-49], and (3) the Clinical Practice Research Datalink (CPRD) [50] (N=13) [51-62]. One study used the SAIL Databank [63]. There were 13 independent studies, which were not associated with a data management infrastructure [64-76].

The THIN and CPRD databases contain NHS patient primary care records, whereas the CRIS system includes clinical records for people who have used a range of NHS mental health services and substance misuse services in the United Kingdom. The study that used the SAIL Databank accessed the primary care dataset. The independent studies accessed a range of free-text records, including from accident and emergency department, outpatient department, intensive care, primary care, and prescribing datasets. All records in the studies that used THIN, CRIS, CPRD, and SAIL Databank were anonymized, and no personal information was, therefore, available to researchers. The independent studies were more variable depending on specific approvals and permissions, of identifiable data accessed by authorized hospital staff within an NHS organization [64,71] or data extracted following the ethical approval of the study [76].

All studies reporting the use of THIN noted ethical approvals, and 3 studies also cited the overarching THIN data resource approvals by the NHS South East Multicenter Research Ethics Committee. All but one [48] of the studies that used the CRIS data resource noted approval by the Oxfordshire research ethics committee and the service user-led oversight committee study approval, which must be granted before access to the anonymized data is permitted. Of the 13 studies using CPRD free-text data, 4 provided no ethical approval details [51-53,61]. All the remaining studies in this group detail some level of ethical approval, either study approval or the resource multicenter research ethics committee approval for all observational research using CPRD data. The study accessing free-text data in SAIL Databank does not cite the information governance review panel (IGRP) approval that must have been sought before access to SAIL data was granted [63]. Of the 13 independent studies, 7 detailed the local ethical approval process [67-69,72,73,75,76]. One stated that ethical approval was not necessary, as the purpose of the study was to measure service provision retrospectively without using identifiable patient information [74], and the remaining 7 studies did not mention ethical approvals [64-66,70,71]. None of the 7 studies that used THIN detailed the data access model, which could have been via a sublicense agreement enabling access for a defined period to conduct unlimited studies, subject to protocol approval, or release of data extracts consisting of subsets of raw data in accordance with researchers’ study protocols and specifications. CRIS is accessed within the NHS system by researchers at the Maudsley Biomedical Research Centre; as such, most lead authors (or at least one coauthor) of the 16 studies using SLaM clinical records were based at King’s College Hospital. Some, but not all, studies specify this access route. CPRD (formally known and referenced in studies as the General Practice Research Database) operated on a data release model under the strict CPRD and data control terms. Few of the retrieved studies specified this model. The study using free-text records in the SAIL Databank did not detail the access route, that is, following necessary governance approvals and safe researcher training, data can be accessed remotely within the safe haven with no external data release [77]. The 13 independent studies provided very little information on how data were accessed. A summary of key information from the rapid review is given in Table 2.
<table>
<thead>
<tr>
<th>Institute</th>
<th>Study</th>
<th>Free-text search</th>
<th>Linkage to additional datasets</th>
<th>Use of identifiable data</th>
<th>Ethical approval</th>
</tr>
</thead>
<tbody>
<tr>
<td>THIN&lt;sup&gt;a&lt;/sup&gt; (n=7)</td>
<td>[23-29]</td>
<td>[23] cause of death; [24] ischemic cerebrovascular events; [25] diabetic retinopathy and diabetic maculopathy diagnoses; [26] child maltreatment; [27] colorectal cancer recording; [28] endometriosis diagnosis; and [29] major malformations and comments assigned to referrals to specialists</td>
<td>Yes: [23,25,27,28]; no: [24,26,29]</td>
<td>Yes: [26]; all others: no</td>
<td>THIN data resource approved by NHS South East Multicenter Research Ethics Committee</td>
</tr>
<tr>
<td>CRIS&lt;sup&gt;b&lt;/sup&gt; (n=17)</td>
<td>[33-49]</td>
<td>[33] smoking status; [34] extrapyramidal side effects and adverse drug events; [35] antipsychotic polypharmacy; [36] negative symptoms of schizophrenia; [37] mood instability; [38] cannabis use; [39] medication descriptions; [40] characteristics of people with Alzheimer disease; [41] delivery of cognitive behavioral therapy for psychosis; [42] notes and correspondence on diagnoses of mental disorders; [43] adverse drug events; [44] symptoms of severe mental illness; [45] risk factors for depression; [46] presence of negative symptoms and antipsychotic use; [47] suicide ideation and attempts; [48] information on hepatitis C and HIV; and [49] registered company addresses</td>
<td>Yes: [39,42,45]</td>
<td>No</td>
<td>CRIS approved for secondary analysis by the Oxfordshire Research Ethics Committee. A service user-led oversight committee considers all proposals before access to the anonymized data is permitted</td>
</tr>
<tr>
<td>CPRD&lt;sup&gt;c&lt;/sup&gt; (n=13)</td>
<td>[51-62]</td>
<td>[51] heart defects; [52] congenital malformations; [53] pregnancy outcomes; [54] ovarian cancer diagnoses; [55] cause of death; [56] coronary angiogram results; [57] keywords for rheumatoid arthritis; [58] markers for rheumatoid arthritis; [59] disease-modifying antirheumatic drugs; [60] records of visible hematuria, jaundice, or abdominal pain; [61] drug usage values and administrations; and [62] terms indicating allergic bronchopulmonary aspergillosis cases</td>
<td>Yes: [51-53]; no: [54-62]</td>
<td>No</td>
<td>Multicenter research ethics committee approval was in place for all observational research using CPRD data</td>
</tr>
<tr>
<td>SAIL&lt;sup&gt;d&lt;/sup&gt; (n=1)</td>
<td>[63]</td>
<td>[63] symptoms of ankylosing spondylitis</td>
<td>No</td>
<td>No</td>
<td>Ethical approval is not required for the use of anonymized data within SAIL. An independent information governance review panel assesses all proposed uses of SAIL data.</td>
</tr>
</tbody>
</table>
We now turn to the interviews provided further information on systems providing access to data derived from clinical free-text sources. The purpose was to learn about their methods and from their experiences. We do not describe the models in full detail, as that would be beyond the scope of this paper. The THIN database was created in 2003 by In Practice Systems (Vision). THIN is a primary care data repository with the capability to extract free-text as well as structured data from GP practices, but currently, only structured data are released to external researchers. THIN has collaborated with University College London (UCL) to promote academic use of the data. As part of this, a copy of the THIN database will sit in a UCL data safe haven, which can be accessed by UCL researchers. THIN is seeking ethical approval to enable the use of the free-text data for academic research within UK academic or NHS safe havens. Free-text data will be subjected to an automated deidentification process using a blacklisting method. The full data governance model at UCL is in the final stages of development at the time of writing. THIN is overseen by an advisory committee involving patient, clinician, and researcher representatives, and all studies are reviewed by a scientific review committee before data access can be granted [21,22].

CRIS is a medical record inquiry program that has been implemented in a number of mental health trusts. Our example relates to SLaM, and so, we refer to CRIS at SLaM because other NHS Trusts might not operate CRIS under exactly the same principles. Data are held in a repository inside the Trust firewall (ie, in the same domain as the original health record), which comprises a database of structured and free-text mental health records that are deidentified, but linkable at the individual level, before entering the repository. Unlike some blacklisting algorithms that rely on a lexicon to ascertain and remove names, the CRIS deidentification algorithm has access to individual health records and makes reference to this to blank out the name of the patient. CRIS at SLaM has ethical and s251 approval: the latter for occasions when PID need to be exported outside the firewall to enable linkage. It also has approval from the Trust Caldicott Guardian and the executive board. The person accessing the data in the safe haven must have a SLaM contract, a SLaM honorary contract, or a research passport (an accreditation issued by the Health Research Authority [78]). All projects must include at least one member of the study team who has an honorary or substantive SLaM contract and can act as a guarantor [30-32].

SAIL is a repository that holds multiple health and wider administrative datasets in a deidentified form about the population of Wales. SAIL Databank does not process PID but uses a trusted third party to receive the PID and carry out a matching and deidentification process, with the creation of a consistent identifier unique for each person represented to enable individual-level linkage across datasets. Further controls are enacted to provide access to data for research in anonymized form within a safe haven. The SAIL data comprise extracts of structured, coded data, with minimal free-text data at present. However, work is underway to incorporate free-text data so that they can be included in studies when needed. Unlike approaches that deidentify free-text data (blacklist) and incorporate the

<table>
<thead>
<tr>
<th>Institute</th>
<th>Study</th>
<th>Free-text search</th>
<th>Linkage to additional datasets</th>
<th>Use of identifiable data</th>
<th>Ethical approval</th>
</tr>
</thead>
<tbody>
<tr>
<td>Independent studies (n=13)</td>
<td>[64-76]</td>
<td>[64] string “asth” for asthma; [65] range of clinical terms; [66] reason for admission; [67] test results for stages 3-5 chronic kidney disease; [68] search in reports of CT scan of brain for stroke; [69] search in reports of CT scan of brain for stroke, subarachnoid hemorrhage, or ischemic stroke; [70] keywords on hearing aid decisions; [71] reasons for dose omissions; [72] reasons for deaths due to unsafe care; [73] breathlessness and wheeze symptoms; [74] focal liver lesions; [75] cardiology information; and [76] clinician discourses compared with patient narratives</td>
<td>Yes: [68,69,76]; no: [64-67], [70-75]</td>
<td>Yes: [64,71,73,76]; no: [67-69,72,74,75]; and not clearly stated: [65,66,70]</td>
<td>Variable depending on particular study</td>
</tr>
</tbody>
</table>

Table 2 summarizes the key information reported in the studies included in the rapid literature review. The first column shows the number of studies relating to each institute. The study numbers in subsequent columns are as per the reference list (and are not counts of studies). The extent to which individual studies reported approvals was variable, although (at least for those attached to THIN, CRIS, CPRD, or SAIL) they would have had to abide by the mechanisms in place before data access was granted because access is under institutional control. Rather than attempting to include all details by study, we showed the standard approvals in the final column with fuller information in the text.

The interviews provided further information on systems providing access to data derived from clinical free-text sources. The purpose was to learn about their methods and from their experiences. We do not describe the models in full detail, as that would be beyond the scope of this paper. The THIN database was created in 2003 by In Practice Systems (Vision). THIN is a primary care data repository with the capability to extract free-text as well as structured data from GP practices, but currently, only structured data are released to external researchers. THIN has collaborated with University College London (UCL) to promote academic use of the data. As part of this, a copy of the THIN database will sit in a UCL data safe haven, which can be accessed by UCL researchers. THIN is seeking ethical approval to enable the use of the free-text data for academic research within UK academic or NHS safe havens. Free-text data will be subjected to an automated deidentification process using a blacklisting method. The full data governance model at UCL is in the final stages of development at the time of writing. THIN is overseen by an advisory committee involving patient, clinician, and researcher representatives, and all studies are reviewed by a scientific review committee before data access can be granted [21,22].

CRIS is a medical record inquiry program that has been implemented in a number of mental health trusts. Our example relates to SLaM, and so, we refer to CRIS at SLaM because other NHS Trusts might not operate CRIS under exactly the same principles. Data are held in a repository inside the Trust firewall (ie, in the same domain as the original health record), which comprises a database of structured and free-text mental health records that are deidentified, but linkable at the individual level, before entering the repository. Unlike some blacklisting algorithms that rely on a lexicon to ascertain and remove names, the CRIS deidentification algorithm has access to individual health records and makes reference to this to blank out the name of the patient. CRIS at SLaM has ethical and s251 approval: the latter for occasions when PID need to be exported outside the firewall to enable linkage. It also has approval from the Trust Caldicott Guardian and the executive board. The person accessing the data in the safe haven must have a SLaM contract, a SLaM honorary contract, or a research passport (an accreditation issued by the Health Research Authority [78]). All projects must include at least one member of the study team who has an honorary or substantive SLaM contract and can act as a guarantor [30-32].

SAIL is a repository that holds multiple health and wider administrative datasets in a deidentified form about the population of Wales. SAIL Databank does not process PID but uses a trusted third party to receive the PID and carry out a matching and deidentification process, with the creation of a consistent identifier unique for each person represented to enable individual-level linkage across datasets. Further controls are enacted to provide access to data for research in anonymized form within a safe haven. The SAIL data comprise extracts of structured, coded data, with minimal free-text data at present. However, work is underway to incorporate free-text data so that they can be included in studies when needed. Unlike approaches that deidentify free-text data (blacklist) and incorporate the
remainder, the algorithm used by SAIL extracts medical terms and descriptors (whitelist) at the NHS source for incorporation so that only nonidentifiable structured data leave the organization. SAIL Databank took this approach because of the risks of introducing insufficiently deidentified information into the databank. Working with free-text data at source is by means of an NHS honorary contract [8], and all proposals to use SAIL data must have received approval from an independent IGRP before access can be granted via the data safe haven [77].

CPRD operates on a data release model and used to collect and release deidentified (blacklisted) free-text data under strictly controlled protocols. However, this was discontinued in 2013 on advice from the Information Commissioner’s Office, and the catalog of free-text data was destroyed. At present, CPRD has no plans to develop NLP or an automated text anonymization service. Instead, they liaise directly with GPs on behalf of researchers to validate codes to supplement coded data with additional information.

Engagement With Clinical Text-Mining Researchers
A summary of the information gained during the discussions on each theme is shown below in relation to the nature of the challenge, what could be done to address it, and how this could be achieved.

**Patient Involvement at Identifiable and Deidentified Data Stage**
This theme relates to the principles of engagement with the public for good research practice in general.

**Nature of the Challenge**
Delegates felt that there was a challenge in balancing what could be perceived as a lack of individual choice in nonconsented data cohorts with the risk of selection bias in consented cohorts, particularly if there is doubt about the level of knowledge among individuals, including conceptual differences between coded and free-text data.

**What Can Be Done**
Additional public engagement in free-text research was seen as needed. This should be linked with wider information about patient data uses to help people better understand the issues and gain their input. This could contribute to a checklist of recommendations for researchers using free-text data, so the public views on the use of free-text data are taken into account.

**How It Can Be Achieved**
Public panels and existing groups can help clarify reasonable expectations regarding the use of free-text data. It would be useful to have a repository of findings from research using free-text data showing its clinical benefits. This could also include information in lay format on advances in methodological research to improve processes of handling free-text data.

**Opt-In/Opt-Out Consent Models for Reuse of Free-Text Data**
This theme relates to managing individual choices in the use of free-text data for research.

**Nature of the Challenge**
Discussions focused on the need to convey a reasonable understanding of the motivations, risks, and benefits of researchers accessing free-text data and how data reuse is governed. In particular, the challenge of providing appropriate consent options was highlighted.

**What Can Be Done**
As consent might not be required, or even be possible, for processing large-scale free-text data across populations, delegates stressed the need for guidance and good practice on free-text data reuse in line with governance requirements and expectations.

**How It Can Be Achieved**
A wider examination of existing practice used by government departments along with clinical and regulatory codes of practice would provide further guidance on how to manage consent options. Possible solutions could be piloted and evaluated for practicality.

**Working With Identifiable Data for Natural Language Processing Algorithm Development**
This theme relates to the practicalities in accessing free-text data in identifiable form to prepare extracts for research.

**Nature of the Challenge**
Free-text data are needed in their original (raw) form for effective NLP algorithm development and maintenance, yet the data are identifiable, and some contain sensitive information. In addition, the free-text datasets accessed need to be of sufficient scale to avoid introducing bias when developing NLP methods.

**What Can Be Done**
There is a need to clarify whether enabling data access via a safe haven can provide a suitable solution, if patient data can be used without consent for the purpose of training algorithms, and the usefulness of publicly available datasets.

**How It Can Be Achieved**
Delegates suggested possible solutions by creating a Text Bank to support NLP development via data donation, the use of synthetic datasets, and sharing annotated free-text data with other developers.

**Deidentification Methods and Reliability Thresholds**
This theme relates to residual reidentification risk and data utility in the datasets used for research.

**Nature of the Challenge**
Delegates focused on the challenges in quantifying the residual risk of reidentification in free-text data extracts, particularly in the face of the high degree of data variability and the absence of a gold standard threshold for free-text deidentification.

**What Can Be Done**
Discussions highlighted the need for robust security with only trusted access and an audit trail, and that free-text data extracts should be treated as potentially identifiable. More research on the relationship between the accuracy of the deidentification methods and reliability thresholds is needed.
algorithm, risk of reidentification, and data utility was identified as a need.

**How It Can Be Achieved**

Accessing free-text data extracts only within safe havens by small teams embedded within organizations, and with clear lines of accountability, was seen as a positive step. A range of risk models should be employed to avoid overscrubbing the data with consequent loss of data utility and to determine acceptable levels of deidentification.

**Engagement With the Public: Panel Discussions at the Turing Institute Event**

The panel discussion at the Turing Institute event with representatives from the National Data Guardian’s office, Understanding Patient Data, use MY Data, and NHS England raised some important points. The National Data Guardian representative highlighted that data protection legislation is not a barrier to data sharing, but there is a need for proper transparency and trustworthiness to build public confidence. In addition, there is a need for a joined-up approach in developing consistent standards, language, and message. The representative from understanding patient data stressed the huge potential in being able to use clinical free-text data beyond direct care but also highlighted the challenges in being able to enact this in an acceptable way, respecting privacy and ensuring accuracy in data extracted. They also spoke of the need for evidence of the potential benefits to patients of the use of their clinical free-text data. The representative from use MY Data emphasized the enormous potential of, as yet, largely underutilized free-text data for research purposes, seeing this as an *atrocious waste*. This was accompanied by an expression of the need for ongoing patient engagement and that use MY Data is an instruction, not a request, as the group wants greater use of patient data and is working hard to convey this message to decision makers. The NHS England representative spoke about the CLDC and the need for free-text data use not to impact the confidentiality of medical consultations. All the panelists emphasized the need to demonstrate to the public the benefits of using clinical free-text data and the importance of working in accordance with existing research and information governance frameworks, but that adaptations to these frameworks may be required for emerging data types and formats.

**Engagement With the Public: Group Discussions at the Turing Institute Event**

A summary of the points emerging from the group discussions with delegates at the Turing Institute event is provided in relation to knowledge gaps, involvement and engagement, and suggested solutions.

**Transparency and Patient Choice in the Use of Clinical Free-Text Data: What Information Do Patients Need and Which Are the Best Methods of Dissemination?**

**Knowledge Gaps**

The delegates acknowledged the efforts that go into public involvement and engagement but highlighted the seldom heard voices, such as hard to reach groups, marginalized groups, and young people.

**Involvement and Engagement**

They felt that because of risks of misunderstanding, information for the public should be layered, that is, it should be contextualized by founding it on health data and research before adding the particular features, risks, and benefits of free-text data.

**Suggested Solutions**

Information should be provided in plain language and in accessible formats, taking into account differing needs and abilities. Delegates recommended tapping into patient networks as authentic, credible ambassadors for discussions with the wider public and the value in working with communication experts. It was seen as important to explain that although there are challenges in effectively deidentifying free-text data, it is a format of data and not fundamentally different from other health data.

**Identifiability, Deidentification, and Anonymization: What Is the Best Approach to Making Data Available?**

**Knowledge Gaps**

The delegates felt unclear about how the GDPR (introduced in 2018) would apply within the context of the existing UK regulations and uncertainties around how best to make data available and minimize risks. There were uncertainties around how one might seek informed consent to participate in research in a way that participants would understand but also how wider public would be able to grasp concepts in the abstract.

**Involvement and Engagement**

The delegates expressed the need for clearer information on the relationship between having a lawful basis for data processing under the GDPR and the fact that this does not negate the need for consent to participate in research. With regard to identifiability, delegates felt that the research community should make a strong case for the use of free-text data in research, including that it was important not to lose that richness.

**Suggested Solutions**

Delegates felt that engagement and educational events should be carefully planned in terms of how they could empower people to make informed decisions when it came to reusing of free-text data. This would need to provide a compelling reason for research to look at minimally deidentified free-text data to preserve the richness, balanced against how the risks to participants could be managed.

**Data Access Models and Security in Working With Free-Text Data: How to Balance Restricting and Facilitating Access to Data?**

**Knowledge Gaps**

Delegates acknowledged a general lack of awareness of different data access models and the degrees to which data can be controlled, shared, or made openly accessible. They stressed the risks of not using the free-text data and the benefits that could be added to research.
Involvement and Engagement
Delegates felt that there should be more involvement and engagement with the public to explain due diligence processes and safeguards in managing free-text data. This should include interactive methods and demonstrations, not limited to passive information transfer.

Suggested Solutions
Delegates stressed that free-text data need to be used so that the United Kingdom does not lag behind other countries. The research community should be open to the public and explain that deidentification of free-text data may be imperfect. Patient groups should follow the example of use MY Data and lobbying data controllers for free-text data to be made more accessible to researchers.

Engagement With the Public: Consumer Panel
Having been presented with the findings of the previous engagement activities (described here), the consumer panel agreed and furthermore suggested that patient involvement should be included at all stages practical in the development of algorithms to avoid bias in relation to diversity; that involvement should be ongoing because of societal attitudinal changes over time and as new knowledge comes to light; and that a databank of clinical free-text data for algorithm development would be a good thing, provided that it is done transparently and properly managed.

Discussion
Principal Findings
To our knowledge, this is the first study to explore the data governance aspects for using clinical free-text data and to do this through a combination of outlining the legislative and regulatory backdrop, reviewing literature and systems using free-text data extracts in health research, and gaining the perspectives of free-text data researchers and members of the public. In terms of UK data protection legislation and guidance, there is nothing specific in relation to free-text data. In many ways, this was to be expected, as legislation tends to be high level needing interpretation and justification of an appropriate lawful basis on how data are to be used. In addition, free-text is a data format and not a different type or category (eg, health, political views, and ethnicity) of data, and so, it is covered by the data protection provisions for health data. In terms of official guidance, such as from the Information Commissioner’s Office, the need to properly manage and process all personal data for reuse is addressed in codes of practice [12,13]. However, until recently, the vast majority of routine health data made available for secondary use was from coded records. As such, clinical free-text data are among the emerging research datasets, such as genomic and imaging data, and reduces the future possible uses of the text data, and increases the need for human access to clinical free-text data through continual improvement in technological NLP methods for deidentification of clinical narratives. Further developments are also needed in other areas of text processing so that free-text data can be more efficiently converted to a structured format before reuse. Although this is advantageous in terms of risk minimization, it risks the loss of information richness that could be needed for qualitative research, exploring areas such as language, culture, and patient stories in the full free-text data, and future possible uses of the text data, with new extractions needed for subsequent research studies.

The clear need for patient involvement and engagement in the development of reusing free-text data was highlighted in the events with researchers and the public. This included a call for public-facing activities to be ongoing, inclusive, and transparent. Public delegates at the Turing Institute event and the consumer panel were generally positive about using free-text data for research, and this is in line with previous work with the Brighton Citizen’s Jury (in 2018). This jury suggested that people’s concerns could be mitigated with comprehensive patient-facing
information about how, when, and under what conditions patients’ free-text data might be used for research. Furthermore, patients should be involved as key stakeholders throughout all stages of the research process. The public also expects that researchers are committed to a culture of continuous improvement of methods for coding, anonymizing, processing, and safeguarding clinical free-text data [15].

Participant consent was a theme discussed at the clinical text-mining researcher workshop and again at the Turing Institute event, as it was at the Brighton Citizens’ Jury. There was a recognition that it would not generally be practicable to seek opt-in consent to incorporate deidentified free-text extracts into data safe havens for reuse in research. The possibilities of opt-out consent were also explored and were considered favorable if they could be enacted in accordance with existing patient data guidelines. In England, there is a national opt-out where patients can choose not to have their data used for purposes beyond their direct care. However, in practice, this only applies to situations where the reuse of the data relies on s251 approval to set aside the CLDC [80]. As such, it is not a comprehensive opt-out mechanism and is not equipped to allow someone to specify a particular data format. Working in Wales, SAIL Databank operates its own opt-out mechanism by allowing individuals to inform their GP that they do not wish their data to be provided to the databank; again, this is an all-or-nothing option. More granular optouts would present difficult challenges in defining data content for inclusion and exclusion. Nevertheless, the mechanisms in place do provide individuals with choices they can exercise in relation to their patient records.

The panel discussion at the Turing Institute event stressed the importance of operating within existing frameworks for all data, not singling out clinical free-text data as fundamentally different. Although challenges remain for meaningful opt-out consent, mitigation can be provided via clear privacy notices, lawful bases for data processing, and transparent information on safeguards and their limitations. However, although the group discussions highlighted the great importance of being able to make good use of clinical free-text data, we are still left with the situation that the deidentification (blacklisting) of free-text data is imperfect, and extracting only certain elements (whitelisting) produces only a study-specific data extract. Although established data systems making free-text extracts available in one form or another have data governance controls in place, there are cases where further measures are needed at the project level. Two examples are studies that are not associated with established systems such that the data might be subject to external release (ie, to be held outside a data management infrastructure) and studies that need to use free-text data for qualitative analysis, where having the data translated into coded form would not be adequate.

**Recommendations**

In addition to good practice in handling person-based data in general, we propose the following set of recommendations and suggestions for further work to operate in accordance with, and augment, existing research and information governance frameworks:

- There is a need for clear regulatory guidance on data governance for the reuse of clinical free-text data, taking into account factors including whether the data are deidentified through blacklisting or extracted via whitelisting; the native data are housed at their original source or safe havens or exported to external users, and the extracts are in a coded or raw free-text form.
- Patients and the public should be better informed about free-text data flows and uses, including the availability of opt-out arrangements for the reuse of patient data for research in accordance with jurisdictional policies. This requires commitment from researchers and the public.
- The use of free-text data and results of studies should be publicized to all stakeholders, but particularly patients, so that the public can see that free-text data can bring additional benefits. This could take the form of regularly updated case studies in a central location, including information about the data used and the findings of the study.
- Further improvements are needed in deidentification and extraction algorithms with a better understanding of the relationships between the accuracy of deidentification and thresholds of reidentification risk. This could be facilitated by a national challenge with public demonstrations on how free-text data are deidentified.
- Owing to the current uncertainties, blacklisted clinical free-text data should be treated as potentially identifiable and access for research restricted to accredited data safe havens, unless a thorough review is conducted before release.
- Organizations providing access to clinical free-text extracts should stipulate in their publication policies a data governance statement to be placed in publications, and journals should require a suitable statement for all studies using data derived from free text.
- The specifics around the creation of a databank of donated clinical free-text data to support the construction of deidentification and extraction of algorithms should be explored; this would necessarily include further public engagement and government and NHS commitment.

**Limitations**

We acknowledge that the TexGov study was subject to limitations. It was a small study of a few months in duration and, as such, could not be comprehensive in scope. It was limited to the United Kingdom, and the governance of data use may differ in other jurisdictions. However, we believe that the principles will be largely applicable beyond the United Kingdom. We were unable to engage specifically with data providers or clinicians who created the data to gauge their viewpoints. This could be a focus of future work.

**Conclusions**

It is well known that clinical free-text data represent a rich resource for reuse in research, but that there are particular challenges in working with unstructured data to safeguard privacy and maximize data utility. We have shown that lessons can be learned from established systems providing access to data derived from clinical free text and that the views of
text-mining researchers and members of the public provide valuable insights. We present the new knowledge gained in this unique study in the form of a position paper to work toward the development of data governance standards for the reuse of free-text data. While recognizing that free-text data are not fundamentally different from other patient data and the need to work within existing data governance frameworks, we propose that there is a need to develop the TexGov recommendations, with commitment and investment, to expand and assure the safe use of free-text data for public benefit.
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Abstract

Background: Health services researchers spend a substantial amount of time performing integration, cleansing, interpretation, and aggregation of raw data from multiple public or private data sources. Often, each researcher (or someone in their team) duplicates this effort for their own project, facing the same challenges and experiencing the same pitfalls discovered by those before them.

Objective: This paper described a design process for creating a data warehouse that includes the most frequently used databases in health services research.

Methods: The design is based on a conceptual iterative process model framework that utilizes the sociotechnical systems theory approach and includes the capacity for subsequent updates of the existing data sources and the addition of new ones. We introduce the theory and the framework and then explain how they are used to inform the methodology of this study.

Results: The application of the iterative process model to the design research process of problem identification and solution design for the Healthcare Research and Analytics Data Infrastructure Solution (HRADIS) is described. Each phase of the iterative model produced end products to inform the implementation of HRADIS. The analysis phase produced the problem statement and requirements documents. The projection phase produced a list of tasks and goals for the ideal system. Finally, the synthesis phase provided the process for a plan to implement HRADIS. HRADIS structures and integrates data dictionaries provided by the data sources, allowing the creation of dimensions and measures for a multidimensional business intelligence system. We discuss how HRADIS is complemented with a set of data mining, analytics, and visualization tools to enable researchers to more efficiently apply multiple methods to a given research project. HRADIS also includes a built-in security and account management framework for data governance purposes to ensure customized authorization depending on user roles and parts of the data the roles are authorized to access.

Conclusions: To address existing inefficiencies during the obtaining, extracting, preprocessing, cleansing, and filtering stages of data processing in health services research, we envision HRADIS as a full-service data warehouse integrating frequently used data sources, processes, and methods along with a variety of data analytics and visualization tools. This paper presents the application of the iterative process model to build such a solution. It also includes a discussion on several prominent issues, lessons learned, reflections and recommendations, and future considerations, as this model was applied.

(J Med Internet Res 2020;22(6):e18579) doi:10.2196/18579
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**Introduction**

There are a variety of data sources most frequently used for health services research, a multidisciplinary research field that investigates the implications of factors such as social determinants, organizational structures and processes, technologies, financing and reimbursement, individual choices and behaviors on the access and quality of health care delivery, and overall health and well-being of individuals [1]. Most of the data sources for health services research are provided by the Centers for Medicare and Medicaid Services (CMS); however, there are also data sources provided by other government agencies and nonprofit or for-profit data providers. Health services researchers, especially those using secondary data, can expand their research analytics by using merged datasets for health services research. In the absence of a single data warehouse from which to retrieve and analyze data from previously disparate datasets, health services researchers are forced to perform separate and often redundant data-related tasks on each individual dataset. Anecdotal reports suggest that researchers spend as much as 60% of their time on data preparation. At best, we can describe the current data-related processes as inefficient, costly, time-consuming, and cumbersome [2]. Moreover, the current uncoordinated and isolated efforts on these disparate datasets can be wasteful as they may generate research findings that are not reproducible or sometimes misleading because of the unaddressed inherent problems within these datasets. Furthermore, without the needed information technology (IT) infrastructure, analytics, and data visualization tools, the potential of the ever-growing health-related big data accumulated in these disparate datasets would still be untapped [3]. Therefore, there is a need for a cyberinfrastructure that integrates these disparate databases in a secure and consistent manner and provides the necessary analytics and visualization tools.

**Background: Systems Around Health Data**

In its life cycle, health-related data mainly move through four types of systems, as indicated in the top part of Figure 1 (adapted from the study by Ozaydin et al [4]). Patient-level data are usually generated in one of the operational systems that fall into categories of clinical, administrative, research, and precision medicine systems and systems that manage medical devices that patients use. The clinical systems include everything that is part of the electronic health record (EHR) and systems dealing with laboratories, imaging, physician notes, medications, histories, procedures, and diagnoses, regardless of whether or not they are part of the EHR. Administrative systems include admittance-discharge-transfer; billing, scheduling, and claims systems; as well as systems that are not specific to health care, such as systems that manage human resources and payroll. The research-related health data are generated by the systems for clinical research, clinical trials, and various registries. Furthermore, there are systems generating precision medicine data, such as genomics, phenomics, and microbiome, and systems where patient-generated data are generated, such as mobile health and telehealth systems, internet-of-things, and other data-generating medical devices, social media, and patient portals. After being created in one of the data-generating systems, the patient-level data are usually aggregated at an institutional enterprise data warehouse system. These data warehouses usually serve as the infrastructure on which institutional data analytics and business intelligence (BI) systems—based on which reporting and visualization systems, such as dashboards—run [4]. There are also other data warehouse systems outside of individual institutions, such as systems used for public health purposes [5,6].
As indicated in the bottom part of Figure 1, there are also second-layer systems that operate between the systems shown in the top part of Figure 1. The second-layer systems include decision support systems, systems that provide interoperability between the first-layer systems (ie, interface engines), health information exchanges, and networks of institutional data warehouses. These second-layer systems are closer to data-generating systems if they are required to use real-time data. In the absence of the use of real-time data, these systems rely on delayed data provided by the data warehouse systems. As decision support systems mature, there are increasing expectations to provide their results back to the data-generating systems as close to real time as possible. To date, several data warehouse networks, such as the networks of informatics for integrating biology and the bedside (i2b2) systems called the shared health research information network, have been developed as data warehouse networks to integrate clinical and administrative data extracted from various systems of health care entities.

Need for the Healthcare Research and Analytics Data Infrastructure Solution

The systems described so far are mostly geared toward integrating patient-level electronic health, billing, and other administrative data to be used for clinical and translational research [2], without much focus on the organizational-level data. The first-layer systems also include systems that generate population- and provider-level data and data warehouse systems for them as indicated on the right-hand side of Figure 1. The population-level warehouse systems focus on epidemiological systems, systems managing national and regional indexes and surveys, and systems managing the Centers for Disease Control and Prevention databases. The provider-level warehouse systems focus on systems that manage data for health services administration, such as quality measures, satisfaction scores, inspections, financial performance, and services offered.

In addition to data warehouse networks for patient-level data, there have also been attempts to create integrated data repositories to include certain portions of the selected data sources for health services research for various purposes (ie, Research Data Assistance Center [ResDAC] [7] and Wharton research data services [WRDS] [8]). However, we could not find evidence of any mature platform that integrates all of the targeted data sources mentioned in Textbox 1 or of any effort to create such a platform in the literature. A majority of health services data continue to aggregate and evolve as isolated silos within various governmental or nongovernmental entities [2], with research efforts to interpret the data also operating in silos. In an era where the generation of data surpasses the efforts to extract meaning out of it, these uncoordinated silos of research efforts delay the necessary improvements in much-needed research efficiency. Therefore, enhancing health services research efficiency necessitates a platform that has the potential to integrate the disparate silos of datasets and research efforts.

Textbox 1. Data sources included in the first phase of the Healthcare Research and Analytics Data Infrastructure Solution.

- Centers for Medicare and Medicaid Services (CMS) Medicare cost reports
- CMS impact and final rule files
- Datasets from CMS Hospital Compare, including Hospital Consumer Assessment of Healthcare Providers and Systems
- Area health resources files
- American Hospital Association (AHA) annual survey
- AHA health information technology supplement
- Dartmouth Atlas
- Bureau of Labor Statistics

Methods

This section introduces data sources and architecture for the Healthcare Research and Analytics Data Infrastructure Solution (HRADIS) platform and the theoretical orientation and explains how the theoretical background is used to inform the methodology for this study.

Healthcare Research and Analytics Data Infrastructure Solution Data Sources and Architecture

To address the aforementioned need, this project aimed to generate a cyberinfrastructure by initially creating a data warehouse using the Microsoft SQL Server platform to integrate these frequently used health services data sources in a reliable, secure, and consistent manner and then to build a BI system that includes tools for data mining, analytics, and visualization, as depicted in Figure 2 (adapted from Kroenke and Auer [9]).

The elements of HRADIS include data; metadata; procedures and applications of the data and metadata; other data tools; and users, groups, and data access policies. As shown in Figure 2, there are several different areas of data interaction. First, the data interact with the ETL (extract, transform, load) processes where data are prepared for storage in the data warehouse. Next, the data warehouse management system stores the data and metadata and handles data interaction between various other system tools and the stored data. Finally, the health services researchers interact with a graphical user interface to access the data through data mining and BI tools. The first phase of HRADIS hosts data from the data sources listed in Textbox 1.

https://www.jmir.org/2020/6/e18579
Some of the data sources listed in Textbox 1 have been made available through several research data centers such as ResDAC at the University of Minnesota, WRDS at the University of Pennsylvania, and the National Bureau of Economic Research (NBER) [10]. However, these research data centers do not include most of the data sources listed in Textbox 1. They primarily provide training and technical assistance on specific data sources such as CMS Medicare and Medicaid data in the case of ResDAC, focus on nonhealth care areas such as finance and business in the case of WRDS or improve the accessibility of existing data sources such as CMS Medicare cost reports (MCR) in the case of NBER. There are also commercial data centers, which provide reports on quality, finance, and inpatient and outpatient outcomes, for individual hospitals such as the American hospital directory [11] or hospital profiles such as Hospital-data [12]. However, these commercial data centers are not as comprehensive as, and some lack research focus when compared with HRADIS.

HRADIS is designed to be sustainable and scalable so that the inclusion of new data sources and updates of existing ones is efficient. This allows health services researchers to apply their models to updated data or data from new sources without having to merge new data to their research datasets.

A challenge exists in interpreting complex data dictionaries, layouts, and other metadata elements that accompany raw data to be able to identify and reliably extract parameters of interest for a given research project. To address this issue, HRADIS integrates metadata and ETL processes that utilize it to identify and extract parameters of interest based on how the parameters are defined by the metadata, rather than keeping metadata in a separate file repository or in an accompanying document warehouse [13]. To accomplish this, the source data are put through an initial phase of ETL tasks to populate database tables created based on the relational HRADIS data model in the entity relationship diagram format. Furthermore, HRADIS includes a second phase of ETL tasks to populate dimensions and measures that are created for the most frequently used parameters for more efficient performance of data mining, analytics, and visualization tasks based on the multidimensional HRADIS data model in a star schema diagram format. In other words, HRADIS benefits the advantages of both relational and dimensional models and their diagrammatical representations, as described in studies by Corral et al [14] and Schuff et al [15].

Currently, we have loaded MCR, AHA, Hospital Consumer Assessment of Healthcare Providers and Systems (HCAHPS), Dartmouth Atlas, Bureau of Labor Statistics (BLS), and parts of Hospital Compare datasets with HRADIS and have begun data extraction from multiple data sources for pilot projects. Although most of the data incorporated into the system come from publicly accessible sources, some of the data are restricted. As we populate HRADIS with data, we are also implementing the security and data governance components of the system. Security and data governance are important for users to access only the parts of the data for which they are authorized.

Sociotechnical Systems Theory

Although cyberinfrastructures can be designed and developed in a system-centric vacuum, the associated functionality must consider the role of the user and how the user will interact with the data housed in the cyberinfrastructure. A sociotechnical systems approach that takes into account the interaction between the human and the technology [16,17] is therefore appropriate because it promotes theoretical development while enabling system designers and developers to incorporate social awareness, organizational behavior, or other underrepresented domains.
such as culture, which may be a critical component in system use. Many engineered system innovations fail in terms of adoption or use due to their lack of attention on human-technology interactions that are necessary and unavoidable [18,19]. An innovative cyberinfrastructure that introduces various changes to the existing practices would potentially fail if its psychosocial implications are not recognized. Moreover, in the current era, both the continuous coevolution of society and technology [20,21], especially the emergence of virtual organizations [22] that utilize telecommunication [23] or electronic-learning tools [24-26], and a surge in the amount of digital data (ie, big data) [27] create challenges for system developers in designing user-friendly, yet adaptive and sophisticated cyberinfrastructures. HRADIS considers the importance of intuitive user interfaces that are cognizant of the psychosocial and educational backgrounds of its users. It is worth noting that achieving the adaptability and sophistication with the simplicity that user-friendliness requires may necessitate more investment in the information systems design and development processes.

**Iterative Process Model as a Conceptual Framework**

Multiple databases are available, but remain disparate, making it difficult, if not impossible, for the health services researcher to conduct and collaborate on innovative and rigorous research that has currency and relevance. The literature provides evidence of the importance of intuitive user interfaces that are cognizant of the psychosocial and educational backgrounds of its users. It is worth noting that achieving the adaptability and sophistication with the simplicity that user-friendliness requires may necessitate more investment in the information systems design and development processes.

Design science is an essential component in information systems research that holds promise to improve research capabilities. Through artifact creation, health services researchers have immediate access to multiple and expanding datasets, offering opportunities for comparisons previously thought cumbersome and time-consuming. This artifact can be a construct, method, model, or instantiation [30]. This paper focused on the method used to design and develop a data warehouse for health services researchers.

Offermann et al [31] synthesized the design research process into 3 categories: (1) problem identification, (2) solution design, and (3) evaluation. This paper reports the information systems design problem identification and solution design categories only.

The literature offers multiple approaches for problem identification [32,33]. Historically, interviews were conducted with relevant end users so that designers could understand the issues as the users saw them. In addition, previous studies in the literature illuminate the problems that researchers look to solve. However, more recently, one needs to only read the headlines for problem identification: a lot of data, in many different places, accumulating very quickly. Some call this big data, but regardless of what label it is given, health services researchers are clamoring for efficient ways to cleanse, combine, analyze, and visualize the disparate datasets for ease of analysis, collaboration, action, and publication. Doing so holds promise to analyze and visualize combinations of data to reveal information that, when put into practice, can give their organization a competitive advantage.

Although there is much literature on design engineering information systems to accept data, there is very little literature on considerations to design solutions specific to disparate health datasets, or more simply stated, a how to approach [5,6].

Solution design is part of an evolutionary process that helps to operationalize solutions and general system analysis and design principles. The model proposed by Jonas [34], as shown in Table 1, is appropriate for use as a conceptual model in the design and development of a data warehouse for health services researchers because it allows for consideration of the entire process and encourages creative solution design. In Figure 3, 4 domains of design inquiry (ANALYSIS, PROJECTION, SYNTHESIS, and COMMUNICATION) are indicated as phases of the iterative macro process of design and are denoted with all capital letters. The 4 steps of the iterative microprocess of design (Research, Analysis, Synthesis, and Realization), on the other hand, are denoted with first capital and the other lower-case letters. Each previous microprocess step informs the next microprocess step, as indicated by the arrows. Similarly, the output from each macro process phase of design, which considers each step of the iterative microprocess of design, then informs the next macroprocess phase. The dotted lines on the arrows between the microprocess steps and the macroprocess phases denote that this is an iterative process. As COMMUNICATION is the driver for all macrophases and microsteps, this continual and iterative process is denoted by a dotted circular process arrow.

The 12 shaded sections in Figure 3 contain what occurs for each respective step. For example, in the ANALYSIS/Synthesis step, there needs to be an understanding of the current situation relative to the whole. The model is not prescriptive in exactly how this understanding occurs and thus allows for various types of individualized design processes. Within the first 2 phases of the iterative macroprocess (ANALYSIS and PROJECTION), the model allows for moving from Research (gathering data about the problems) to Analysis (understanding those problems) to Synthesis (expressing the problems from the perspective of looking at the system as a whole and assigning the problems into categories) and then Realization (presenting these problems as a problem/requirements statement). The difference between these first 2 phases is that during ANALYSIS, the model allows us to focus on the current problems and requirements, whereas during PROJECTION, the model allows for focusing on future problems and the requirements of an ideal system. In both cases, the end product is the presentation of the problems in their respective categories. In SYNTHESIS, all the knowledge learned from the previous 2 phases informs the Research, Analysis, Synthesis (or design), and Realization (or development and implementation) of the core functionalities of the entire system, that is, the first version of the system. We address how we interpret COMMUNICATION in the Methodology section.
Methodology

Consistent with the iterative process model, the first phase, ANALYSIS, is to understand the current situation with the data and then to realize a usable presentation of the current situation. This is accomplished through the following:

- Research: gathering disparate data, databases, their metadata, and the problems health services researchers currently face dealing with these data sources.
- Analysis: understanding the data, its structure, and metadata in each database and the domains of problems health services researchers face.
- Synthesis: merging these domains of problems and our understanding of the data and metadata from the perspective of the data warehouse project as a whole.
- Realization: creating an initial problem statement and requirements documentation for the project.

Table 1 presents a summary of this process relative to the ANALYSIS phase of the data warehouse project.

Once this first phase, ANALYSIS of how the data, metadata, disparate databases and their structures and evolution up to this point, and the problems around utilizing them for health services research, is appreciated, it is time to consider phase 2, PROJECTION, or what the ideal state of HRADIS would be. This second macrophase in the iterative design process is concerned with the future needs of the project. First, in the Research step, we gather data about the additional problems and requirements that may surface as a result of Analysis, Synthesis, and Realization of the ANALYSIS phase as well as data about future additions and changes of the source databases and their structures. Next, in the Analysis step, we work to understand the future needs of the ideal system based on the information gathered during the Research step. Third, in the Synthesis step, we further synthesize the future needs into possible future scenarios. Finally, in the Realization step, we present the project goal based on the anticipated needs of the data sources and system users. Table 2 presents a summary of this process relative to the PROJECTION phase of the HRADIS project.

The SYNTHESIS phase of the iterative (macro) process design considers how HRADIS will be in a usable state. First, the Research step takes into account the realizations of the previous ANALYSIS and PROJECTION phases to inform the gathering of data on the requirements for the first version of the HRADIS project that addresses its core functions with an understanding of what its future functions will be. Second, the Analysis step involves understanding the requirements of the core functions by creating process and data models for these core functions. Third, the Synthesis step involves the creation of design solutions, and finally, the Realization step involves the development and implementation of these core functionalities. Table 3 presents a summary of this process relative to the SYNTHESIS phase of the HRADIS project.

Table 1. The iterative process model—phase 1 (ANALYSIS).

<table>
<thead>
<tr>
<th>Macroprocess</th>
<th>Research</th>
<th>Analysis</th>
<th>Synthesis</th>
<th>Realization</th>
</tr>
</thead>
<tbody>
<tr>
<td>ANALYSIS—“the true”</td>
<td>Gathering data, databases, metadata, and problems</td>
<td>Understanding of the data, data schemas, metadata</td>
<td>Merging the problem domains and data/metadata analysis for the perspective of data warehouse project as a whole</td>
<td>Creating an initial problem statement and requirements document</td>
</tr>
<tr>
<td>(how it is today)</td>
<td>researchers face using these data sources</td>
<td>of each data source, and domains of problems</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>researchers face</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
The COMMUNICATION phase allows for understanding the process to move the project forward and encompasses the other 3 macroprocess phases of iterative design. The main premise of the COMMUNICATION phase is to keep the entire project team(s) on the same page as the iterative process evolves, and the design continuously changes. Considering a sociotechnical approach, COMMUNICATION also includes how the systems and its users and stakeholders interact.

As its name indicates, the model is both horizontally and vertically iterative (hence the arrows to illustrate the iterative movement); therefore, it allows for continuously updating each shaded box in Figure 3 as we increase our understanding of the requirements and the design of the project.

**Results**

This section describes the application of the iterative process model to the design research process of problem identification and solution design for HRADIS.

**Iterative Process Model—Phase 1: ANALYSIS**

As part of the Research step, we downloaded raw data files and data layout and/or data dictionary (metadata) files for all available data releases from the following data sources that are most frequently used by health services researchers: CMS MCR, impact/final rule files, HCAHPS, the area health resources files, AHA annual survey and IT supplement, Dartmouth Atlas, and BLS. Consistent with the iterative process model, the goal was to capture data and metadata from all of the data sources in a single database as is, without changing the source data structure. In general, data and metadata file structures for a given data source were mostly consistent among its releases. Within the release of a particular data source, there were one or multiple data files along with a metadata file. For each data file that was included in the latest release of a particular dataset, we created a table in the data warehouse, naming the table the same as the data file name with a prefix that corresponds to its data source. In cases where previous releases included a data file that was not in the latest release, we also added tables for the additional data files to the data warehouse in the same manner. For example, for the CMS MCR data source, the latest release included 3 data files, namely, ALPHA, NMRC (numeric), and RPT (report). Some of the earlier releases had another data file named ROLLUP. For each of these 4 data files, we created the following tables with an MCR prefix to indicate their data source and a HOSP prefix to distinguish them from other health organization types, for which we may include MCR data in the future: MCR_HOSP_ALPHA, MCR_HOSP_NMRC, MCR_HOSP_RPT, and MCR_HOSP_ROLLUP. Similarly, we created a table named MCR_HOSP_DATAELEMENTS for the metadata files.

Before importing data from data files into the data warehouse, we created an additional column for each table to store the release information. Then, we imported the data values from the data files into their corresponding tables, merging multiple release files into a single corresponding table. When possible, we repeated the same process for the metadata files. The aforementioned processes resulted in a database with data and metadata from all data sources, whose different releases merged into their corresponding tables with their release information preserved. Although data from different sources are not related together as an integrated database yet, having such a database allows for a better understanding of the source data structure and changes to the data structure and metadata over time and also enables data integration from different sources at the query level and the ability to save that query logic. Finally, these manual import processes inform the automation of the import tasks of future releases.

Analysis of the data, metadata, and the problems and issues the health services researchers identified helped inform the Synthesis step. In this step, we considered categories of the problems, each corresponding to a module of the system as a whole (design-focused synthesis and problem categorization). As a result, in the Realization step of the ANALYSIS phase, we generated a list of problems that HRADIS should address, as displayed in **Textbox 2**.
As part of the Realization step, we also developed the requirements document based on the above problem statement, as displayed in Textbox 3.

**Textbox 2.** Problem statement at the Realization step of the ANALYSIS phase.

<table>
<thead>
<tr>
<th>General problems</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Duplication of effort for each project</td>
</tr>
<tr>
<td>• Problems related to dealing with a large amount of data</td>
</tr>
<tr>
<td>• Management of licenses, data use agreements, and data access levels of users with different roles (administrative, faculty, student, etc)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Integration problems</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Disparate storage of data</td>
</tr>
<tr>
<td>• Problems related to dealing with data updates</td>
</tr>
<tr>
<td>• Updates of static data (previous release data does not change; new release data gets added to the previous releases)</td>
</tr>
<tr>
<td>• Updates of dynamic data (new releases add new data; also, update some of the previous release data)</td>
</tr>
<tr>
<td>• Integration of data elements from different data sources</td>
</tr>
<tr>
<td>• Lack of standards in how data elements from different sources are integrated</td>
</tr>
<tr>
<td>• Integration of data and metadata</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Lack of standards in research data processing to deal with</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Changes of data structure from one data release to another</td>
</tr>
<tr>
<td>• Matching data elements from different releases</td>
</tr>
<tr>
<td>• Missing data values</td>
</tr>
<tr>
<td>• Inconsistent data values</td>
</tr>
<tr>
<td>• Variability and lack of documentation of assumptions about the data and the clean-up processes</td>
</tr>
<tr>
<td>• Definition and use of measures and indexes</td>
</tr>
</tbody>
</table>

**Textbox 3.** Requirements document at the Realization step of the ANALYSIS phase.

The system should be able to:

<table>
<thead>
<tr>
<th>Store data and metadata from multiple data sources in a single storage (all data should be in one place)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Store relationships among data elements within and across data sources</td>
</tr>
<tr>
<td>Store rules and procedures for content-specific data processes</td>
</tr>
<tr>
<td>• Imputation of missing values (sometimes even multiple methods for a single data element)</td>
</tr>
<tr>
<td>• Creation of new data elements based on existing ones (calculations, indexes, conversions, etc)</td>
</tr>
<tr>
<td>• Identification of measures and dimensions</td>
</tr>
<tr>
<td>Integrate data sources through the stored relationships, rules, and procedures</td>
</tr>
<tr>
<td>Extract data based on predetermined criteria (data marts)</td>
</tr>
</tbody>
</table>

**Iterative Process Model—Phase 2: PROJECTION**

Given that the PROJECTION phase deals with the *ideal* during its Research step, collaboration with fellow health services researchers is important to pinpoint potential future problems and requirements and better understand the generic workflow of a hypothetical secondary data analysis research project. The analysis of the information gathered from the Research step provided insights into the goals and user scenarios for HRADIS. The synthesis of these insights that considers the system as a whole led to the Realization step of the PROJECTION phase, in which we identified a list of tasks and goals for the ideal data warehouse, as displayed in Textbox 4.
Textbox 4. List of tasks and goals for the ideal system at the Realization step of the PROJECTION phase.

- Development of generalized solutions for
  - anticipated data structure changes to the existing data sources
  - addition of new data sources

- User interfaces for the system administrator user role

- In addition to provider-level data, the inclusion of patient-level data

- Addition of data sources about entities health services researchers are interested in other than hospitals (ie, nursing home data)

- Metadata search interface that allows keyword search based on a taxonomy similar to Table 4.

- A user-friendly query builder interface

- An infrastructure that allows
  - multiphase larger projects (harmonious efforts)
  - building new projects based on existing ones

- Inclusion of data analytics toolset

- Inclusion of data visualization toolset

- User interfaces for researchers to utilize analytics and visualization toolsets

- A knowledge base that encompasses metadata, measures and indices, analytics and visualization tools, and references related to all these knowledge base items from the literature

In addition, in the Realization step, we acknowledge the sociotechnical system theory that suggests the development of a technology by always considering the needs of end users. Relative to this project, bringing together various data sources would generate thousands of variables and measures. Moreover, sifting through thousands of variables can be very discouraging unless this process is simplified by considering the needs of the health services researchers. Therefore, to enable seamless development of research projects, an interface that allows intuitive browsing and filtering of metadata through taxonomies is a vital feature of HRADIS. Similar to biologic taxonomy, data taxonomies also separate data elements based on certain common characteristics and simplify browsing [35]. For this purpose, we have developed a data taxonomy (Table 4) by combining our own experience, information on dimensions of health care quality from the CMS Hospital Compare website [36], and hierarchical categories frequently used by health services researchers [37-42]. This taxonomy is incorporated into metadata tables and is dynamic in nature, meaning that one data element can be classified into several categories. In other words, the envisioned user interface will provide some flexibility for health services researchers in categorizing the data elements. This process embodies the use-inspired research model and facilitates further taxonomy growth and development as use and application increase.

Another product of the Realization step of the PROJECTION phase is high-level use cases for the health services researcher and system administrator user roles. Use case analysis is used in systems analysis and design to document the interaction of each user role with the system being considered to be created [43]. Use case analysis is usually performed after requirements definition and user role determination. The use cases are then used for creating the process and data models. For the health services researcher user role, use cases include browsing data elements (metadata) without creating a project, browsing completed projects and selecting one to create a new project by editing it, retrieving data for a given project, and creating a new project. Similarly, for the system administrator user role, use cases include creating system rules, editing system rules, managing user credentials, managing user groups, and managing user and group permissions.

As an example, Figure 4 shows the casual format use case for the researcher user role, which does not include the input/output data elements and their sources/destinations.

The iterative process model allows for considering the ideal in early stage design processes. Therefore, decision support tools facilitating the following future state use cases for the health services researcher user role are considered: (1) browsing appropriate data analytics methods, (2) selecting appropriate data analytics methods, (3) browsing data visualization methods, and (4) selecting data visualization methods.
Table 4. Data taxonomy for health services research.

<table>
<thead>
<tr>
<th>First-level classification</th>
<th>Second-level classification</th>
<th>Examples</th>
</tr>
</thead>
<tbody>
<tr>
<td>Organizational/structural characteristics</td>
<td>N/A&lt;sup&gt;a&lt;/sup&gt;</td>
<td>Size (number of beds)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Location</td>
</tr>
<tr>
<td></td>
<td></td>
<td>System membership</td>
</tr>
<tr>
<td>Staffing</td>
<td>Nurse</td>
<td>Registered nurse FTEs&lt;sup&gt;b&lt;/sup&gt; per inpatient day</td>
</tr>
<tr>
<td></td>
<td>Physician</td>
<td>Physician FTEs per inpatient day</td>
</tr>
<tr>
<td></td>
<td>Other</td>
<td>Radiology technician staffing</td>
</tr>
<tr>
<td>Quality</td>
<td>Structural measures</td>
<td>Safe surgery checklist</td>
</tr>
<tr>
<td></td>
<td>Patient experience</td>
<td>Communication with doctors</td>
</tr>
<tr>
<td></td>
<td>Timely and effective care</td>
<td>Heart attack—aspirin at arrival</td>
</tr>
<tr>
<td></td>
<td>Outcome measures</td>
<td>30-day readmission/mortality</td>
</tr>
<tr>
<td>Financial performance</td>
<td>Profitability</td>
<td>Operating margin</td>
</tr>
<tr>
<td></td>
<td>Liquidity</td>
<td>Current ratio</td>
</tr>
<tr>
<td></td>
<td>Capital structure</td>
<td>Equity financing</td>
</tr>
<tr>
<td></td>
<td>Activity</td>
<td>Total asset turnover</td>
</tr>
<tr>
<td></td>
<td>Utilization</td>
<td>Occupancy rate</td>
</tr>
<tr>
<td>Environmental/market characteristics</td>
<td>N/A</td>
<td>Market (ie, county, health referral region, or health service area) competition</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Managed care penetration</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Per capita income (county)</td>
</tr>
</tbody>
</table>

<sup>a</sup>N/A: not applicable.

<sup>b</sup>FTE: full-time equivalent.
Iterative Process Model—Phase 3: SYNTHESIS

Considering that the SYNTHESIS phase focuses on the real, its Research step gathers the information from the results of the Realization steps (end products) of the ANALYSIS and PROJECTION phases to develop practical solutions for immediate use. Analysis of the initial problem statement and requirements, use cases, future requirements, and goals of the system revealed that any practical solution has to balance time spent on priority data requests for immediate research projects and time investment required for the development of the data warehouse infrastructure.

For the Realization step, we laid out the process for a plan to implement the first version of HRADIS with its core functionalities. We then expanded this process to include high-level steps to implement some of the future functionalities, such as data analytics and visualization modules. Figure 5 explains the steps of this process, which can also be described.
as system modules, the reasoning behind why each module is considered, and the tasks involved in each. The iterative process model enables partial-phase completion to develop a system for immediate use, while building out other functionality in an iterative environment. As such, only various parts of the Analysis, Synthesis, and Realization steps of the SYNTHESIS phase were completed. To date, we have implemented the first 3 modules of Figure 5.

**Figure 5.** The process for a plan to implement healthcare research and analytics data infrastructure solution; BI: business intelligence. HRADIS: healthcare research and analytics data infrastructure solution.

1. **Creation of raw data and metadata tables in the format of the original data schemas of the sources allows for:**
   - Straightforward data and metadata updates
   - Facile inclusion of new data sources
   - Merging multiples of release data while preserving release information
   - Feeding of data into the HRADIS multidimensional data schema
   - Use of Microsoft SQL Server Integration Services to streamline and automate data import and merge processes

2. **Creation of initial data marts allows for:**
   - Identification of generalizable solutions to data preprocessing and cleansing jobs
   - Identification of processes for data extraction for analysis
   - Identification of generalizable measures and indices for data utilization
   - Immediate utilization of merged data for time-sensitive research projects

3. **Creation and implementation of the HRADIS multidimensional model allows for:**
   - Creation of the initial framework of the multidimensional data model
   - Creation of the most common dimensions and measures
   - Generalization and automation of data cleansing tasks

4. **Creation of data analytics and BI tools allows for:**
   - Creating a framework of data analytics and BI tools
   - Modification and reuse of multiple models
   - Inclusion of tools for statistical analysis, machine learning, and predictive analytics
   - Use of Microsoft SQL Server Integration Services, including its data mining module, to streamline and automate creation of data analytics and BI tools

5. **Creation of data reporting and visualization tools allows for:**
   - Canned and ad hoc reporting
   - Systematic and consistent report creation and data visualization
   - Scalability and sustainability for multiple iterations in data reporting and visualization
   - Use of Microsoft SQL Server Reporting Services to streamline and automate creation of data visualisation tools

6. **Creation of data and information governance policies allows for:**
   - A comprehensive, multi-party trust agreement between all health services researchers
   - Description of the mutual responsibilities, obligations and expectations of all health services researchers
   - A framework for safe and secure health data extraction and use

7. **Creation of a searchable knowledge base with an accompanying forum platform allows for:**
   - Users to learn how to use HRADIS and to contribute to its knowledge base
   - A single place to search for answers and ask questions on metadata, measures and indices, and analytics and visualisation tools
   - Storing references from the literature for the items included in the knowledge base

8. **Implementation of data and information governance policies allows for:**
   - A one-stop agreement acknowledgment for all users accessing the system

At this stage, as it was essential to obtain a better understanding of the data and the structures in the source systems, we have not yet created a multidimensional data model for HRADIS (a multidimensional model results in faster analysis and output of large and complex datasets). Instead, we kept the data schemas of the source systems in their original state, and table creation only considered the raw data and metadata tables (the first item in Figure 5). These tables will later feed data into the tables
based on a new multidimensional HRADIS data schema, whose data model will be designed as part of the Synthesis step (the third item in Figure 5) and will be implemented as part of the Realization step. As part of the process, we merged data from all releases of AHA, Dartmouth Atlas, MCR, Hospital Compare, and HCAHPS data sources into their respective tables in the database. By doing so, we have encountered examples of data preprocessing and cleansing tasks from which to learn and apply in future iterations. As these examples included tasks that are typical for health services research projects, identifying generalized solutions for these assists with isolating the ETL processes, the dimensions and measures for the HRADIS multidimensional model, and the data analytics and visualization tools needed to be created as part of the next steps in the development.

Discussion

Principal Findings

This study provides theoretical underpinnings of the processes and methodologies in developing a data warehouse system as an infrastructure to support health services research. This paper addresses existing inefficiencies, disparate and unnecessary duplication of efforts, and the lack of harmony among health services researchers during the obtaining, extracting, preprocessing, cleansing, and filtering stages of data processing. For this purpose, we envision HRADIS as a full-service data warehouse integrating frequently used health services research data sources, processes, and methods along with a variety of data analytics and visualization tools. A conceptual iterative process model framework combined with sociotechnical systems theory provided guidance on the design process. We presented the application of 4 phases (ie, ANALYSIS, PROJECTION, SYNTHESIS, and COMMUNICATION) of the iterative process model. In the following paragraphs, the discussions on several prominent issues with supporting examples, lessons learned, reflections and recommendations, and future considerations are provided.

In terms of the application of the iterative process model (Figure 3) into the development of HRADIS, the guidance provided to synthesize the ANALYSIS and PROJECTION phases was quite significant. Traditionally, some system development strategies suggest the development and implementation of the core functionalities of a system as the first version, then additional features are added in the later phases or versions. However, the iterative process model provides a solid framework for consideration of the entire system as the pieces are being developed. With the model, the PROJECTION phase guides us to analyze the future requirements of the ideal state of the system before designing the core functionalities of the system for its first version. This allows designers to be informed by the envisioned end product of the PROJECTION phase, hence resulting in the design considerations in the SYNTHESIS phase for the solutions for the immediate use to include the goals of the ideal system, some of which will be designed and implemented in the future.

When a small-scale development team comprises only a few members, formal COMMUNICATION may not be as critical. In such an environment, the team is in constant communication naturally and is able to utilize agile development methods, where the features that are immediately needed are analyzed, designed, and implemented. The implemented features satisfy the immediate requirements and may later go through slight modifications to be generalized and fit into the larger project. This is also how the HRADIS project was initially implemented, by creating ad hoc data extracts, transform and load procedures, and queries for immediate research projects. Working with larger teams, on the other hand, requires more formal COMMUNICATION to create a shared understanding of the immediate processes as well as awareness of the larger to be project. As mentioned earlier, how the system communicates with the users and stakeholders in the general sense, and COMMUNICATION in this specific context, is critical, for example, interactions between the system and its users when there is a request for a new data source to be included in the warehouse as well as when a data extract is requested from the system.

Conclusions

During the development of HRADIS, several issues were found that are worth further discussion. We believe that for those who consider attempting a similar project, the following lessons learned, reflections, and recommendations would be instrumental.

First, seamless progress requires a balance between immediate/urgent needs and the need to generalize the solutions being considered. To achieve this balance, we developed practical solutions by recognizing the trade-off between the quality and cost during the SYNTHESIS phase. The time investment into a highly generalized, reusable, better-quality solution to a specific problem that would yield time savings in the long term comes with its opportunity cost of not spending that particular time into multiple, less effective but working, ad hoc solutions that may yield results in the short term. For example, as we considered various geographical categorizations of hospitals based on county, health service area (HSA), and health referral region (HRR) codes in the AHA data for a study, we recognized missing values in the data and considered several ways to calculate the missing codes. We were faced with making a decision between creating a generalized solution that would encompass all possible ways to calculate the missing values or create an ad hoc solution specific to the pilot project we were working on at the time. The generalized solution would take a longer time investment to create, with the potential to be used for many studies, compared with the specific solution. In this particular case, we chose to implement the generalized solution as the long-term benefits of reuse outweighed the opportunity cost of delaying the use of HRADIS for particular pilot projects. However, these types of decisions must be considered on a case-by-case basis, as the decision would strongly depend on the potential reuse of the generalized solution and the urgency of the particular study. When making decisions on such trade-offs, one should also consider the potential benefit of the ad hoc solution in developing a generalized solution given that the ad hoc solutions sometimes provide the required knowledge base and intimacy between the designer and the data.
Second, the issue of static versus dynamic data import that was mentioned in Textbox 2 is an important consideration. When developing general solutions for data import, we realized that there was a need for two different approaches for data import processes. This need was due to inherent differences in the data sources. The former approach is static as the data source itself is static, meaning that once data are published, the content of the data does not change over time. The latter approach is dynamic as the data source itself is dynamic, meaning that the data are updated at regular intervals, and the content changes even for the archived versions (ie, years) of the data. A good example of a dynamic data source is CMS MCR; reports for earlier years can be reopened after settlement, and even the archived data are updated quarterly [44]. In our case, importing data from static data sources did not require much effort, as it was sufficient to create simple SQL scripts for import tasks. Importing data from dynamic sources requires writing SQL stored procedures that automatize and simplify the quarterly data import processes. This process addressed our ultimate goal to improve research efficiency and reduce the amount of time spent on redundant tasks.

Third, as mentioned in Textbox 3, when designing such a data warehouse, the team may consider potential ways to improve data by utilizing different data sources. In our case, sometimes, the same variable or measure existed in different datasets or was sourced from another dataset. To enhance the completeness of the data and address any missing value issues, we examined both datasets by comparing and ultimately imputing the missing values. For example, when developing certain measures, such as the Herfindahl-Hirshman index, we needed to use certain geographical market area designations such as HSA, county, or HRRs. However, due to missing information in the existing dataset for certain years, we realized that there is a need to examine the original data source (Dartmouth Atlas). Further examination revealed that the missing information could be imputed by developing an algorithm that utilizes both the information from the original data source and the existing dataset.

The fourth lesson learned pertains to the importance of the iterative design process. The conceptual iterative process model framework adapted from Jonas [34] was very useful during the development of HRADIS. Although the iterative back and forth movements may be initially perceived as inefficient and time-consuming, they were crucial in developing generalized design solutions that are beneficial in the long term. Although it may be tempting to develop a system in response to urgent data needs, we found it essential to adhere to the iterative process model. Doing so created a development expectation with our colleagues.

In the future, we plan to improve HRADIS by drawing on by the successful growth strategy and story of research electronic data capture (REDCap). Doing so considers that both HRADIS and REDCap are products of academic research and have ambitious goals, but they start small because of limited resources [45]. We plan to collaborate with researchers who have potential contributions by asking them to work with us in generalizing their contributions to fit the HRADIS framework. In this way, the contributor would have access to all the HRADIS offerings, and the existing user base would have access to the new contribution (within the data governance limitations).
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Abstract

Background: In the era of information explosion, the use of the internet to assist with clinical practice and diagnosis has become a cutting-edge area of research. The application of medical informatics allows patients to be aware of their clinical conditions, which may contribute toward the prevention of several chronic diseases and disorders.

Objective: In this study, we applied machine learning techniques to construct a medical database system from electronic medical records (EMRs) of subjects who have undergone health examination. This system aims to provide online self-health evaluation to clinicians and patients worldwide, enabling personalized health and preventive health.

Methods: We built a medical database system based on the literature, and data preprocessing and cleaning were performed for the database. We utilized both supervised and unsupervised machine learning technology to analyze the EMR data to establish prediction models. The models with EMR databases were then applied to the internet platform.

Results: The validation data were used to validate the online diagnosis prediction system. The accuracy of the prediction model for metabolic syndrome reached 91%, and the area under the receiver operating characteristic (ROC) curve was 0.904 in this system. For chronic kidney disease, the prediction accuracy of the model reached 94.7%, and the area under the ROC curve (AUC) was 0.982. In addition, the system also provided disease diagnosis visualization via clustering, allowing users to check their outcome compared with those in the medical database, enabling increased awareness for a healthier lifestyle.

Conclusions: Our web-based health care machine learning system allowed users to access online diagnosis predictions and provided a health examination report. Users could understand and review their health status accordingly. In the future, we aim to connect hospitals worldwide with our platform, so that health care practitioners can make diagnoses or provide patient education to remote patients. This platform can increase the value of preventive medicine and telemedicine.

(J Med Internet Res 2020;22(6):e18585)  doi:10.2196/18585
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machine learning; online healthcare assessment; medical informatics; preventive medicine
Introduction

In the ever-changing technological era, the internet can provide rapid and convenient medical services in the form of health care, preventive medicine, and telemedicine. Medical informatics is a multidisciplinary field that comprises medicine and computer science. As computer technology continues to advance, medical informatics can be used to develop various applications such as electronic medical records (EMRs), medical image processing, clinical diagnosis decision systems, hospital information management systems, telemedicine, and internet and health information systems [1-4].

To construct a health care information system, several factors must be considered: the hospital information system, including both clinical management and diagnosis services; the storage and processing of patient information, such as EMRs and electronic health records; decision support systems, such as expert diagnosis systems; and the artificial intelligence (AI) algorithms that need to be applied to those factors (eg, data mining in EMRs and decision-making in clinical diagnosis) [5-8].

The mass application of EMRs and the digitalization of medical equipment and instruments have led to the continuous expansion of information capacity in hospital databases. Therefore, informatics research should focus on basic electronic medical database construction, data collection and analysis, medical decision support, and automatic knowledge acquisition. Furthermore, the use of machine learning (ML) technology in AI to extract the most important information has led to cutting-edge research in medicine [9-13]. The goal of AI is to construct an intelligent machine that imitates the natural intelligence of humans. Computers, robots, and software that are made with such technology will have human-like thinking processes, but with the ability to utilize superhuman speed and power effectively. Knowledge engineering is an essential part of AI research, especially ML, because AI operations require a significant amount of real-world data.

ML is defined as a “machine that is capable of self-learning without any guidance.” Therefore, the main purpose of ML is to make computers self-learning and auto-correcting when analyzing data. The core technology of ML must identify specific patterns and information hidden within very large data sets using statistical analysis and prediction automatically [14-17].

Disease and disability are influenced by several factors: environmental factors, genetic predisposition, pathogens, and lifestyle choices. Some conditions are a dynamic process that can affect an individual before they are aware of any problem [18-20]. The core of preventive medicine is to prevent chronic diseases among people who are at risk of certain diseases. In some cases, it can also be used to reverse their condition, returning them to a good health status. In the past, due to information asymmetry, doctors and hospitals led the medical environment, and patients did not have access to any appropriate methods or information to implement real-time self-management. Patients who failed to obtain an early diagnosis would have to pay higher health care costs. Therefore, the spirit of prevention medicine is that “an ounce of prevention is worth a pound of cure” [21-23].

Metabolic syndrome (MetS) is a cluster of conditions comprising high blood sugar, high blood pressure, abnormal blood lipid levels, abdominal obesity, and other metabolic risk factors. It is a warning sign of potential future chronic disease. People with MetS have an increased risk of subsequent development of type II diabetes, hypertension, hyperlipidemia, heart disease, and stroke compared with healthy people [24-28].

Chronic kidney disease (CKD) is defined as kidney function that is impaired for longer than 3 months, leading to irreversible damage. The National Kidney Foundation Kidney Disease Outcome Quality Initiative guideline classifies CKD into 5 stages according to the estimated glomerular filtration rate (eGFR) and using the recommended Modification of Diet in Renal Disease (MDRD) equation [29]. There are many causes of CKD, such as congenital anomalies of the kidney, urinary tract obstruction, urinary tract infection, and glomerulopathy. In addition, hypertension, diabetes, and gout are common chronic diseases that cause CKD if undertreated [30,31].

Telemedicine uses information and telecommunication technology to deliver medical information and physicians’ diagnoses to patients without the limitations of time and space. It combines information and communication technologies with medical expertise to provide various services: remote consultation and conferencing for doctors; comprehensive medical care for residents in remote and outlying islands; and teaching and training opportunities for medical staff. The internet can be used to assist with the popularization of telemedicine to achieve a two-way communication channel between patients and medical practitioners [32,33]. Therefore, this study aims to construct an online ML-driven medical database system from EMRs of subjects who have undergone health examination, and provide online self-health evaluation for MetS and CKD.

Methods

Setting

The study was conducted at the Health Management Center (HMC) of Taipei Medical University Hospital (TMUH). Electronic medical records (EMRs) were obtained and reviewed from the HMC, which receives approximately 60 to 70 visits per month.

Ethics

The study was approved by the Institutional Review Board (IRB) of TMUH prior to data collection (TMUH TMU-JIRB number N202003088), in accordance with the original and amended Declaration of Helsinki. The IRB waived the need for informed consent because of the retrospective nature of this study.

EMR Database and System

The databases and the selected predicting variables (Table 1) were derived from previous publication on MetS and CKD [34-36]. Figure 1 shows an overview of the system and the main functions. Briefly, using a series of complicated procedures,
the two databases (MetS and CKD) were connected to an internet platform to construct one integrated system. This web-based system was embedded with ML models to provide various medical evaluations and analyses. The online system was constructed on a server as a web-based environment. The frontend implementation included the programming language JavaScript (Oracle Corp), the framework VueJS (Vue), and the styling Syntactically Awesome Style Sheets (Sass). The backend implementation used Java and R as the programming languages, and all ML calculations and evaluations were conducted using the statistical program R (version 3.6.1, R Foundation for Statistical Computing). The back web framework was Spring Boot (Pivotal Software), connecting the MySQL (Oracle Corp) database as the storage system.

**Study Populations**

Figure 2 [37-39] shows an overview of the main study population and the validation populations. Briefly, the starting study population included 48,628 EMRs of Taiwanese adults aged over 18 years who underwent a self-paid health examination at TMUH from July 2015 to December 2019. All the study participants completed a self-questionnaire on demographics, existing medical conditions, and the use of medications.
Table 1. The list of predicting variables in the electronic health care records.

<table>
<thead>
<tr>
<th>Disease and predicting variable</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Metabolic syndrome</strong></td>
<td></td>
</tr>
<tr>
<td>Sex</td>
<td>Male/Female</td>
</tr>
<tr>
<td>Age</td>
<td>years</td>
</tr>
<tr>
<td>Body mass index</td>
<td>kg/m²</td>
</tr>
<tr>
<td>Waist circumference</td>
<td>cm</td>
</tr>
<tr>
<td>Glutamic-oxaloacetic transaminase</td>
<td>IU/L</td>
</tr>
<tr>
<td>Glutamate pyruvate transaminase</td>
<td>IU/L</td>
</tr>
<tr>
<td>γ-Glutamyl transpeptidase</td>
<td>U/L</td>
</tr>
<tr>
<td>Total bilirubin</td>
<td>mg/dL</td>
</tr>
<tr>
<td>Alkaline phosphatase</td>
<td>IU/L</td>
</tr>
<tr>
<td>Blood urea nitrogen</td>
<td>mg/dL</td>
</tr>
<tr>
<td>Creatinine</td>
<td>mg/dL</td>
</tr>
<tr>
<td>Uric acid</td>
<td>mg/dL</td>
</tr>
<tr>
<td>Albumin</td>
<td>g/dL</td>
</tr>
<tr>
<td>Cholesterol</td>
<td>mg/dL</td>
</tr>
<tr>
<td>High-density lipoprotein</td>
<td>mg/dL</td>
</tr>
<tr>
<td>Low-density lipoprotein</td>
<td>mg/dL</td>
</tr>
<tr>
<td>Hemoglobin A₁c</td>
<td>%</td>
</tr>
<tr>
<td>Glucose AC</td>
<td>mg/dL</td>
</tr>
<tr>
<td>Triglycerides</td>
<td>mg/dL</td>
</tr>
<tr>
<td>Systolic blood pressure</td>
<td>mm Hg</td>
</tr>
<tr>
<td>Diastolic blood pressure</td>
<td>mm Hg</td>
</tr>
<tr>
<td>Elastic modulus (E) score</td>
<td>kPa</td>
</tr>
<tr>
<td>Controlled attenuation parameter (CAP) score</td>
<td>dB/m</td>
</tr>
<tr>
<td><strong>Chronic kidney disease</strong></td>
<td></td>
</tr>
<tr>
<td>Sex</td>
<td>Male/Female</td>
</tr>
<tr>
<td>Age</td>
<td>years</td>
</tr>
<tr>
<td>Body mass index</td>
<td>kg/m²</td>
</tr>
<tr>
<td>Waist circumference</td>
<td>cm</td>
</tr>
<tr>
<td>Glutamic-oxaloacetic transaminase</td>
<td>IU/L</td>
</tr>
<tr>
<td>Glutamate pyruvate transaminase</td>
<td>IU/L</td>
</tr>
<tr>
<td>γ-Glutamyl transpeptidase</td>
<td>U/L</td>
</tr>
<tr>
<td>Total bilirubin</td>
<td>mg/dL</td>
</tr>
<tr>
<td>Alkaline phosphatase</td>
<td>IU/L</td>
</tr>
<tr>
<td>Blood urea nitrogen</td>
<td>mg/dL</td>
</tr>
<tr>
<td>Creatinine</td>
<td>mg/dL</td>
</tr>
<tr>
<td>Uric acid</td>
<td>mg/dL</td>
</tr>
<tr>
<td>Albumin</td>
<td>g/dL</td>
</tr>
<tr>
<td>Cholesterol</td>
<td>mg/dL</td>
</tr>
<tr>
<td>High-density lipoprotein</td>
<td>mg/dL</td>
</tr>
<tr>
<td>Low-density lipoprotein</td>
<td>mg/dL</td>
</tr>
</tbody>
</table>
Disease and predicting variable | Unit
---|---
Hemoglobin A$_{1c}$ | %
Hypertension | Yes/No

**Figure 1.** The structure of web-based machine learning medical system. API: application programming interface; EMR: electronic medical record; ML: machine learning.
Figure 2. Flowchart of data collection and preprocessing for MetS and CKD data sets including training and validation sets. SAS Enterprise Guide is a software that combines the analytic ability of SAS software with a user-friendly interface. It provides several functions of Structured Query Language (SQL), which includes a text mining technique. ACC: accuracy; AUC: area under the curve; BUN: blood urea nitrogen; CKD: chronic kidney disease; KNN: k-nearest neighbors algorithm; MetS: metabolic syndrome; UA: uric acid. * Centers for Disease Control and Prevention (CDC) and National Center for Health Statistics (NCHS) [37]. ** Iimori et al [39]. *** De Nicola et al [38].

Subsequently, the starting population data underwent data cleaning and preprocessing to form two distinct databases (MetS and CKD) for ML. For the MetS database, there were a total of 1129 participants after the exclusion of participants without FibroScan (Echosens) measurements. For the CKD database, there were a total of 2287 participants after the exclusion of participants without values for creatinine, blood urea nitrogen, and uric acid.

Due to the inconsistent definition of MetS across the world, the ML performance of the MetS database and the CKD database were validated using different study populations. The ML performance of the CKD database was validated using Taiwanese, Italian, US, and Japanese data sets, but the ML performance of the CKD database was only validated using a Taiwanese data set [37-39]. Since different variables may be unavailable in different validation data sets, unavailable variables were simply excluded in ML performance analysis for a balanced comparison.

ML Techniques
The ML techniques used in this system included supervised learning models, such as classification and regression tree (CART) and random forest [35,36]. Supervised learning was applied to classify the patients in the training set and predict patients with a specific chronic disease or syndrome in the validation set before the prediction model was available on this system [40,41]. In addition, unsupervised learning (hierarchical clustering using the Ward method and Euclidean distance) was embedded in a heat map, providing classified visualization between new input records and the database. An interactive heat map that could be rearranged or zoomed in and out was applied to this system [42-47].

All outcomes were presented on the web platform after the ML system evaluated the users’ EMRs. Although the ML system was developed on a web-based interface, it could be embedded in the Internet of Medical Things (IoMT) environment, for example, as apps or real-time monitoring systems between several medical centers and hospitals [48-50].

Questionnaire Selection
To measure the usability of websites, we invited potential users of the ML system (physicians, medical staff, and potential users) to fill out a system usability scale (SUS) evaluation questionnaire. SUS was chosen as the usability test tool because
previous studies found it to be reliable and quick to answer, and the final score is provided with interpretation based on a well-established reference standard [51,52]. In general, the higher the SUS score, the better the usability of the website. Details about the questionnaire design (the 10 questions), score summary, and results of reliability and validity tests are given in Multimedia Appendix 1.

Results

The web-based health care ML system provides online diagnosis of three diseases (Figure 3), and it is available on the internet [53]. The website provides an assessment of MetS and CKD; the system for noncancer liver disease is still under beta testing. Report pages are provided for online diagnosis of each disease. Therefore, users from all over the world can choose the evaluation provided depending on their requirements. Users input the predicting variables (Table 1) into the website to evaluate their health (Figure 4), and the evaluation results will appear in <5 seconds when there is a single request. Missing predicting variables are allowed, and the missing values will be imputed based on the mean values from the database. However, the users are warned that missing predicting variables may result in poorer prediction accuracy. The details of stress tests with different numbers of requests (100 to 800) can be found in Multimedia Appendix 2. Briefly, a stress test with 800 requests reports a throughput of 4.7 requests per second. To evaluate the usability of the system, we invited 30 volunteers to complete the SUS evaluation questionnaire. The volunteers included 6 physicians, 12 medical staff, and 12 potential users (Multimedia Appendix 1). It was found that the average SUS score is 74, which indicates a good usability rating [54]. In addition, results were found to be reliable and valid by Kaiser-Meyer-Olkin and Bartlett tests. The entire analysis process follows a strict privacy policy, so that none of the patients’ private information is ever recorded.
The clinical outcomes established by our database are reported on the website when users have finished entering their medical record data on the website (Figure 5). The CART model and ensemble learning model (random forest) are shown in the output interface. A scoring prediction model obtained using the supervised learning model is also provided online. For unsupervised learning, a color visualization of the clustering heat map depicts a vivid medical pattern of the patient’s EMR data, and a record of each user is also constructed using hierarchical clustering with yellow highlights labeling in the heat map (Figure 6). The user will then be classified as more similar to either a healthy subject (green column on the lower left) or an unhealthy subject (orange column on the upper left). A blue bar depicts abnormal values, while a red bar depicts normal values. In addition, on the web system, users can choose to view it as landscape or portrait. The zoom-in and zoom-out functions and the height of the cluster are also dynamic, with users being able to change the settings online to inspect the medical outcomes in detail.
Figure 5. Outcome page for supervised learning models and the scoring system for disease diagnosis.
Figure 6. Dynamic interactive heat map obtained using unsupervised clustering. Green: healthy patients; orange: CKD patients; blue: normal values; red: abnormal values. The new patients (yellow bar in red rectangle) are compared and clustered into the system’s patient database.

Characteristics of participants in the training and validation data set for MetS can be found in Table 2 and the characteristics of participants of the training set and the validation sets for CKD can be found in Table 3. In general, there are minimal differences in patient characteristics between the training data set and the validation data set for the Taiwanese population of MetS and CKD. However, when comparing the characteristics of the Taiwanese population with other populations (US, Italy, and Japan) for CKD ML performance validation, it was found that there are substantial differences in age and presence of hypertension (Table 3).
Table 2. Characteristics of participants in the training and validation data set for metabolic syndrome.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Training data set (n=904)</th>
<th>Validation data set (n=225)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Sex</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female, n (%)</td>
<td>411 (45.5)</td>
<td>108 (48.0)</td>
</tr>
<tr>
<td>Male, n (%)</td>
<td>493 (54.5)</td>
<td>117 (52.0)</td>
</tr>
<tr>
<td><strong>Age, years, median (IQR)</strong></td>
<td>44 (37-50.25)</td>
<td>43 (38-50)</td>
</tr>
<tr>
<td><strong>Body mass index, kg/m², median (IQR)</strong></td>
<td>23.6 (21.3-25.9)</td>
<td>22.9 (21.2-26)</td>
</tr>
<tr>
<td><strong>Waist circumference, cm, median (IQR)</strong></td>
<td>81.75 (74.5-88)</td>
<td>80.5 (74-87)</td>
</tr>
<tr>
<td><strong>Albumin, g/dL, median (IQR)</strong></td>
<td>4.6 (4.4-4.8)</td>
<td>4.6 (4.4-4.8)</td>
</tr>
<tr>
<td><strong>Alkaline phosphatase, IU/L, median (IQR)</strong></td>
<td>58 (49-69)</td>
<td>58 (48-69)</td>
</tr>
<tr>
<td><strong>Glutamate pyruvate transaminase, IU/L, median (IQR)</strong></td>
<td>20 (14-31)</td>
<td>19 (14-28)</td>
</tr>
<tr>
<td><strong>Total bilirubin, mg/dL, median (IQR)</strong></td>
<td>0.6 (0.5-0.9)</td>
<td>0.6 (0.4-0.8)</td>
</tr>
<tr>
<td><strong>γ-Glutamyl transpeptidase, U/L, median (IQR)</strong></td>
<td>18 (12-27)</td>
<td>17 (11.5-25)</td>
</tr>
<tr>
<td><strong>Controlled attenuation parameter (CAP) score, dB/m, median (IQR)</strong></td>
<td>247 (211-284)</td>
<td>241 (216-282)</td>
</tr>
<tr>
<td><strong>Elastic modulus (E) score, kPa, median (IQR)</strong></td>
<td>4.2 (3.4-4.9)</td>
<td>4 (3.3-4.8)</td>
</tr>
<tr>
<td><strong>Blood urea nitrogen, mg/dL, median (IQR)</strong></td>
<td>12 (10-15)</td>
<td>12 (10-14)</td>
</tr>
<tr>
<td><strong>Creatinine, mg/dL, median (IQR)</strong></td>
<td>0.8 (0.6-0.9)</td>
<td>0.8 (0.6-0.9)</td>
</tr>
<tr>
<td><strong>Estimated glomerular filtration rate (eGFR) using the Modification of Diet in Renal Disease (MDRD) equation, median (IQR)</strong></td>
<td>90.23 (80.49-104.77)</td>
<td>91.28 (82.72-107.26)</td>
</tr>
<tr>
<td><strong>Uric acid, mg/dL, median (IQR)</strong></td>
<td>5.5 (4.5-6.6)</td>
<td>5.4 (4.3-6.6)</td>
</tr>
<tr>
<td><strong>Systolic blood pressure, mm Hg, median (IQR)</strong></td>
<td>114 (105-125)</td>
<td>114 (105-126)</td>
</tr>
<tr>
<td><strong>Diastolic blood pressure, mm Hg, median (IQR)</strong></td>
<td>73 (67-80)</td>
<td>72 (66-81)</td>
</tr>
<tr>
<td><strong>Cholesterol, mg/dL, median (IQR)</strong></td>
<td>189 (165-209)</td>
<td>185 (168-209)</td>
</tr>
<tr>
<td><strong>Triglycerides, mg/dL, median (IQR)</strong></td>
<td>90 (65-135.2)</td>
<td>86 (63-126)</td>
</tr>
<tr>
<td><strong>High-density lipoprotein, mg/dL, median (IQR)</strong></td>
<td>55 (45-67)</td>
<td>54 (47-66)</td>
</tr>
<tr>
<td><strong>Low-density lipoprotein, mg/dL, median (IQR)</strong></td>
<td>123 (102-145)</td>
<td>123 (102-145)</td>
</tr>
<tr>
<td><strong>Hemoglobin A1c, %, median (IQR)</strong></td>
<td>5.4 (5.2-5.6)</td>
<td>5.4 (5.2-5.5)</td>
</tr>
<tr>
<td><strong>Glucose AC, mg/dL, median (IQR)</strong></td>
<td>91 (86-96)</td>
<td>90 (85-95)</td>
</tr>
</tbody>
</table>
## Table 3. Characteristics of participants in the training and validation data sets for chronic kidney disease.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Training data set (n=1830)</th>
<th>Validation data set, Taiwan (n=457)</th>
<th>Validation data set, United States (n=4434)</th>
<th>Validation data set, Italy (n=655)</th>
<th>Validation data set, Japan (n=996)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sex, male, n (%)</td>
<td>902 (49.29)</td>
<td>209 (45.73)</td>
<td>2165 (48.83)</td>
<td>384 (58.63)</td>
<td>696 (69.88)</td>
</tr>
<tr>
<td>Chronic kidney disease, n (%)</td>
<td>164 (8.96)</td>
<td>38 (8.32)</td>
<td>410 (9.25)</td>
<td>523 (79.85)</td>
<td>919 (92.27)</td>
</tr>
<tr>
<td>Hypertension, n (%)</td>
<td>522 (28.52)</td>
<td>140 (30.63)</td>
<td>1730 (39.02)</td>
<td>599 (91.45)</td>
<td>908 (91.16)</td>
</tr>
<tr>
<td>Age, years, median (IQR)</td>
<td>46 (38-55)</td>
<td>45 (37-55)</td>
<td>53 (36-65)</td>
<td>67 (56-74.5)</td>
<td>70 (61-77)</td>
</tr>
<tr>
<td>Body mass index, kg/m², median (IQR)</td>
<td>23.8 (21.4-26.4)</td>
<td>23.4 (21.3-26.2)</td>
<td>28.6 (24.8-33.5)</td>
<td>28.4 (25.8-31.6)</td>
<td>23.25 (21-25.8)</td>
</tr>
<tr>
<td>Waist circumference, cm, median (IQR)</td>
<td>82.5 (75.5-89.5)</td>
<td>81 (75-89)</td>
<td>99.5 (89-111.3)</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Glutamic-oxaloacetic transaminase, IU/L, median (IQR)</td>
<td>21 (17-26)</td>
<td>20 (17-25)</td>
<td>19 (16-24)</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Glutamate pyruvate transaminase, IU/L, median (IQR)</td>
<td>20 (14-30)</td>
<td>19 (13-28)</td>
<td>18 (13-26)</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>γ-Glutamyl transpeptidase, IU/L, median (IQR)</td>
<td>19 (13-30)</td>
<td>18 (12-33)</td>
<td>21 (15-33)</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Total bilirubin, mg/dL, median (IQR)</td>
<td>0.6 (0.4-0.8)</td>
<td>0.6 (0.4-0.8)</td>
<td>0.4 (0.3-0.6)</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Alkaline phosphatase, IU/L, median (IQR)</td>
<td>62 (51-76)</td>
<td>63 (50-78)</td>
<td>75 (62-91)</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Blood urea nitrogen, mg/dL, median (IQR)</td>
<td>13 (11-16)</td>
<td>13 (10-15)</td>
<td>14 (11-18)</td>
<td>28 (21.2-37.3)</td>
<td>—</td>
</tr>
<tr>
<td>Creatinine, mg/dL, median (IQR)</td>
<td>0.8 (0.6-1.0)</td>
<td>0.7 (0.6-0.9)</td>
<td>0.85 (0.71-1.01)</td>
<td>1.49 (1.2-1.9)</td>
<td>1.8 (1.2-2.75)</td>
</tr>
<tr>
<td>Uric acid, mg/dL, median (IQR)</td>
<td>5.5 (4.5-6.7)</td>
<td>5.4 (4.5-6.5)</td>
<td>5.3 (4.4-6.4)</td>
<td>6.3 (5.2-7.6)</td>
<td>—</td>
</tr>
<tr>
<td>Albumin, g/dL, median (IQR)</td>
<td>4.6 (4.4-4.8)</td>
<td>4.6 (4.4-4.8)</td>
<td>4.1 (3.9-4.3)</td>
<td>4 (3.7-4.3)</td>
<td>4 (3.5-4.3)</td>
</tr>
<tr>
<td>Cholesterol, mg/dL, median (IQR)</td>
<td>186 (164-210)</td>
<td>185 (160-209)</td>
<td>185 (160-214)</td>
<td>189 (162.5-218)</td>
<td>—</td>
</tr>
<tr>
<td>High-density lipoprotein, mg/dL, median (IQR)</td>
<td>52 (44-64)</td>
<td>53 (43-64)</td>
<td>51 (42-61)</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Low-density lipoprotein, mg/dL, median (IQR)</td>
<td>121 (100-145)</td>
<td>120 (100-142)</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Hemoglobin A₁c, %, median (IQR)</td>
<td>5.4 (5.2-5.6)</td>
<td>5.4 (5.2-5.7)</td>
<td>5.6 (5.3-6)</td>
<td>—</td>
<td>—</td>
</tr>
</tbody>
</table>

*Not available.

Table 4 shows the validation performances of supervised learning models in predicting MetS and CKD. In general, it was found that the random forest ML model has higher accuracy than the CART model. Using the random forest ML model, MetS can be predicted with an accuracy of 0.909, and CKD can be predicted up to an accuracy of 0.947. Due to the inconsistent definition of MetS globally, the ML performance of the MetS database has only been validated using the Taiwan data set. However, the ML performances of the CKD database have been validated using data sets from Taiwan, Italy, the United States, and Japan. In general, the CKD database shows good external applicability, and has high AUC for all 4 validation data sets (Taiwan: AUC=0.982; USA: AUC=0.929; Italy: AUC=0.977; Japan: AUC=0.923). However, the validation accuracy and F1 value of CKD prediction differs more substantially, as the unavailable data were excluded from the analysis. When compared to the Taiwanese CKD data set, the respective unavailable data are approximately 6% for the US data set, 50%
for the Italy data set, and 67% for the Japan data set. Therefore, it is observed that the Japanese validation data set has the lowest accuracy (0.743) in predicting CKD, as it also has the highest proportion of unavailable data.

Table 4. The performance of supervised learning models on predicting metabolic syndrome and chronic kidney disease.

<table>
<thead>
<tr>
<th>Classification and regression tree (CART)</th>
<th>Accuracy</th>
<th>Area under the curve (AUC)</th>
<th>F1 score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Metabolic syndrome (Taiwan)</td>
<td>0.874</td>
<td>0.887</td>
<td>0.448</td>
</tr>
<tr>
<td>Chronic kidney disease (Taiwan)</td>
<td>0.945</td>
<td>0.928</td>
<td>0.965</td>
</tr>
<tr>
<td>Random forest</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Metabolic syndrome (Taiwan)</td>
<td>0.909</td>
<td>0.904</td>
<td>0.610</td>
</tr>
<tr>
<td>Chronic kidney disease (Taiwan)</td>
<td>0.947</td>
<td>0.982</td>
<td>0.989</td>
</tr>
<tr>
<td>Chronic kidney disease (United States)</td>
<td>0.951</td>
<td>0.929</td>
<td>0.679</td>
</tr>
<tr>
<td>Chronic kidney disease (Italy)</td>
<td>0.881</td>
<td>0.977</td>
<td>0.920</td>
</tr>
<tr>
<td>Chronic kidney disease (Japan)</td>
<td>0.743</td>
<td>0.923</td>
<td>0.838</td>
</tr>
</tbody>
</table>

Discussion

Overview

This ML medical system for three common diseases in family medicine (MetS, CKD, and liver diseases) was constructed from EMR subjects who underwent self-paid health examination. Several ML prediction models are applied to the databases, and the outcomes are summarized and presented visually on the website for users and medical staff. The accuracy of predicting MetS reached 90.9%, and AUC was 0.904 in this system. For chronic kidney disease, the prediction accuracy reached 94.7%, and the AUC was 0.982. In general, users who were invited to test this system rated it with good usability and could easily assess their health online through this web-based ML monitoring system.

CART

Decision trees are an important type of ML algorithm for predictive modeling. They are commonly used in data mining with the objective of creating a model that predicts the dependent variable (the target) based on numerous independent variables [34,37].

A decision tree is a nonparametric ML modeling technique used for regression and classification problems. In classification problems, the target variable is categorical, and the tree is used to identify which group or class a target variable would likely fall into. In regression problems, the target variable is continuous, and the tree is used to predict its value. To find solutions, a decision tree makes a sequential, hierarchical decision about the outcome’s variable according to the predictor [55-57].

Hence, CART can provide a visual tree-based diagram for medical practitioners to disseminate health care information to patients. It also helps users to understand the significance of different risk factors for specific diseases. For example, the cut-off controlled attenuation parameter (CAP) score was used to separate patients with MetS and those with other health observations. The CAP score was brought to the attention of users, thereby increasing their awareness of self-health [34].

Random Forest

Random forest, also called random decision forests, is a popular ensemble learning method in ML. Ensemble methods use multiple learning algorithms to improve ML results by combining several decision tree models. This approach allows better predictive performance compared with a single model. Random forest is a parallel ensemble method in which the base learners are generated in parallel. The basic motivation of parallel methods is to exploit independence between the base learners because the error can be reduced dramatically by averaging [58,59]. As random forest provides a bagging technique for feature estimates, it also offers efficient estimates of the test error without incurring the cost of repeated model training associated with cross-validation. Moreover, random forest ranks risk factors in prediction models, which clinicians can use as a reference for diagnosis, and remote users can use to review their risk assessment of related diseases [34,60-62]. For instance, clinicians can refer to significant factors of certain diseases to determine whether those factors exceed the thresholds or not, allowing patients to be more vigilant about their risk of developing such diseases. In addition, sequential ensemble methods such as AdaBoost and XGBoost will be implemented and uploaded to our system in the future.

Clustering

Hierarchical clustering is a widely used unsupervised learning technique that groups data with similar characteristics. Both agglomerative and divisive approaches use dendrograms for the results. A heat map is a color graphical representation of data, which uses a matrix with color gradients to present the similarity of data.

Many studies on genetic bioinformatics and bacterial ecology have used heat maps for the analysis of large and complicated data sets, and some medical studies have used heat maps with clustering to present the relationship between various biomarkers according to their characteristics [34,63-65]. Furthermore, our system provides an interactive clustering heat map for health care. From the perspective of big data, users can evaluate their health status by using ML models and EMR databases. In addition to online health evaluation, in the future, this system
could be implemented into different IoMT to assist medical practitioners in achieving real-time health evaluations and monitoring remote patients or patients in specific wards. For the heat map, the EMR data of users were grouped into clusters of patients with diseases in the database; they would then be classified as clinically high-risk objects requiring close attention in the clinical setting [34]. Therefore, whether it is applied in preventive medicine for health management, in a monitoring system for critical care, or in the telemedicine environment, our system can provide real-time monitoring and help predict patient conditions.

Limitations and Future Work

To the best of our knowledge, this is the first web-based machine learning system based on self-paid health examination subjects that can provide an online self-health evaluation for several common diseases (MetS, CKD, and liver diseases). The version 1.0 web-based system still has several limitations that may be improved in the next update. First, the 1.0 system is not yet ready for embedding into a hospital for real-time assessment. We are currently working on an improved system to accept unstructured data input and multimodal data, which are especially essential for the prediction of eye diseases such as macular degeneration. Second, the 1.0 system did not have a user login or account security function. Retrievable prediction and security will be improved as the system is matured for hospital embedment. Third, the 1.0 system does not have whole dynamic analyses such as an interactive decision tree; whole dynamic analyses will be incorporated in subsequent versions to improve communication between the medical staff and patients.

In the future, more clustering algorithms will be implemented in subsequent versions to make the prediction results more robust and reliable. Although the 1.0 system can currently only evaluate three chronic diseases (MetS, CKD, and liver diseases) frequently encountered in family medicine, more chronic disease prediction models, such as those for coronary artery disease, will be added in the near future.

Conclusion

We constructed an ML health monitoring system to offer an online health assessment service to medical units, telemedicine patients, and all health-conscious users worldwide. Our aim is that this system will be implemented in medical centers as a real-time patient monitoring system and provide regular health evaluations for telemedicine patients. Online users can now access our platform and use ML technology to estimate their health status, increasing self-health awareness.
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Abstract

Background: As an innovative approach to providing web-based health care services from physical hospitals to patients at a distance, e-hospitals (ie, extended care hospitals through the internet) have been extensively developed in China. This closed health care delivery chain was developed by combining e-hospitals with physical hospitals; treatment begins with web-based consultation and registration, and then, patients are diagnosed and treated in a physical hospital. This approach is promising in its ability to improve accessibility, efficiency, and quality of health care. However, there is limited research on end users’ acceptance of e-hospitals and the effectiveness of strategies aimed to prompt the adoption of e-hospitals in China.

Objective: This study aimed to provide insights regarding the adoption of e-hospitals by investigating patients’ willingness to use e-hospitals and analyzing the barriers and facilitators to the adoption of this technology.

Methods: We used a pretested self-administered questionnaire and performed a cross-sectional analysis in 1032 patients across three hierarchical hospitals in West China from June to August 2019. Patients’ sociodemographic characteristics, medical history, current disease status, proficiency with electronic devices, previous experience with web-based health services, willingness to use e-hospitals, and perceived facilitators and barriers were surveyed. Multiple significance tests were employed to examine disparities across four age groups, as well as those between patients who were willing to use e-hospitals and those who were not. Multivariate logistic regression was also performed to identify the potential predictors of willingness to use e-hospitals.

Results: Overall, it was found that 65.6% (677/1032) of participants were willing to use e-hospitals. The significant predictors of willingness to use e-hospitals were employment status ($P=.02$), living with children ($P<.001$), education level ($P=.046$), information technology skills ($P<.001$), and prior experience with web-based health care services ($P<.001$), whereas age, income, medical insurance, and familiarity with e-hospitals were not predictors. Additionally, the prominent facilitators of e-hospitals were convenience (641/677, 94.7%) and accessibility to skilled medical experts (489/677, 72.2%). The most frequently perceived barrier varied among age groups; seniors most often reported their inability to operate technological devices as a barrier (144/166, 86.7%), whereas young participants most often reported that they avoided e-hospital services because they were accustomed to face-to-face consultation (39/52, 75%).

Conclusions: We identified the variables, facilitators, and barriers that play essential roles in the adoption of e-hospitals. Based on our findings, we suggest that efforts to increase the adoption of e-hospitals should focus on making target populations accustomed to web-based health care services while maximizing ease of use and providing assistance for technological inquiries.
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Introduction

The vast majority of high-quality medical resources (eg, well-trained medical workers and advanced medical equipment) are focused in tertiary hospitals in the urban cities of China. This has led to a lack of patients in secondary hospitals and primary health care centers (PHCs), as well as overcrowding in tertiary hospitals. Consequently, patients in tertiary hospitals have long registration and queue times, long waiting times, long dispensary and payment queue times, and short physician visit times, coined as the “three long and one short” condition [1].

In order to reduce the unbalanced distribution of medical resources, China has developed a hierarchical medical treatment system, in which medical institutions of various levels receive and treat patients according to the severity and urgency of their diseases [2,3]. Specifically, tertiary hospitals treat patients with complex and urgent conditions, whereas secondary hospitals treat patients with common diseases. Providers in PHCs have the responsibility of chronic disease management, and they refer patients to specialists or hospitals when necessary [4]. However, despite a great amount of financial investment [5], many PHCs still have poor clinical performance and deficient medical knowledge, as they lack well-trained and qualified physicians [6,7]. Specifically, previous research has found that more than half of the health practitioners in China do not have a bachelor’s degree, and the education level is particularly low for providers in rural areas [8]. Therefore, crowds of patients continue to travel to overfilled top-level hospitals in pursuit of quality care at the cost of escalating health care expenditure and time [9].

Major developments in information and communication technology (ICT) and increased prevalence of electronic devices have enabled innovations in health delivery in developed countries, such as the United States, the United Kingdom, and Canada, particularly for low-resource and underserved communities [10-13]. The World Health Organization defines electronic health (eHealth) as “the use of ICT to support the delivery of health services and the management of health systems” [14]. Studies on eHealth interventions have found positive effects for various diseases, including symptom reduction, improved health care accessibility, and higher patient and clinician satisfaction [15-18].

Similar benefits have resulted from eHealth efforts in China as well [19]. As a priority eHealth project, e-hospitals were proposed by the National Health Commission of China as an innovative approach to health care service delivery in 2015 [20], and they were expected to alleviate the dilemmas regarding accessibility, cost, and quality [21]. There are two major kinds of e-hospitals. There are e-hospitals that are administrated by physical tertiary hospitals, where patients are able to reach physicians in these tertiary hospitals via the internet and are referred to PHCs or secondary hospitals in the region. Other e-hospitals are established by investment companies and have registered physicians from all over the country [22].

E-hospitals, also known as “extended care hospitals,” take the form of a smartphone app or website, and they represent a new approach to outpatient service delivery through the internet [23]. E-hospitals have strengthened the communication pathway between health specialists and patients by overcoming time and distance barriers. Through this technology, health care professionals are able to provide high-quality continuous services to their patients, improve disease management, have more frequent follow-ups, answer patient concerns, and receive appointment requests.

To access these health care services, individuals need to register their information, such as name, age, and gender, at their e-hospital of choice. Once registered, users are able to describe their condition via written text, voice message, or video, and upload relevant documents and laboratory images. This information is conveyed to specialized physicians in tertiary hospitals through a chat platform where the patient and physician can have a remote conversation. Depending on the condition, the physician may issue an e-prescription for users to purchase medicines at the linked web-based pharmacy or make an appointment at a nearby PHC or secondary hospital and provide instructions for treatment remotely. Lastly, e-hospitals can provide posttreatment care and monitoring for patients after they are discharged from a physical hospital [24]. E-hospitals make it possible for patients, regardless of their location, to communicate with skilled medical experts, which thereby improves the efficiency and accessibility of quality medical services while saving indirect health costs [23].

Over the past 4 years, 294 e-hospitals have been established in China to help distribute the health services of tertiary hospitals to patients in distant underserved areas [25]. However, this new medical technology has had a lower adoption rate than expected, as it did not appear to rid tertiary hospitals of the inefficiencies described by the “three long and one short” condition [26]. Furthermore, a large number of these e-hospital programs ended in the early stages due to lack of users [27,28].

The implementation cycle plays a critical role in the effective use of this new technology [29]. A primary issue regarding the implementation cycle of e-hospitals is the inadequate understanding of how to best facilitate individuals’ and organizations’ adoption of the technology [30]. Organizations may fail to successfully implement e-hospitals as a result of a lack of readiness [31,32], which is defined as the preparedness of health care users to adopt eHealth for the provision and management of health services [33]. A number of factors may impact user readiness, which thereby affects the success of eHealth programs and whether the desired health outcomes are achieved [34,35]. At the organizational level, factors, such as coordination with concerned stakeholders and proper training, can impact readiness for eHealth implementation [36,37].
Critical readiness-determining factors for health care providers include the intensity of their current workload and the perceived quality of the new technology [38]. Unsurprisingly, patient readiness is also essential to the success of the implementation cycle of eHealth interventions. Relevant research on this topic has been conducted in Western countries, and actions that overcome financial and technical barriers to facilitate successful adoption should be undertaken [39-42]. Even though these patient attitudes toward eHealth projects can to some extent be contextualized to other countries [43], the lack of studies directly assessing the Chinese population leads to ambiguous policy suggestions for health care administrators and managers of e-hospitals in China.

Taking all these factors into account, this study aimed to (1) examine how familiar patients in Western China are with e-hospitals and how willing they are to adopt the technology; (2) investigate the potential factors that influence patient adoption of e-hospitals; and (3) explore various patient perceptions of the advantages and disadvantages of using e-hospitals. We intended for our results to provide evidence-based insights for policy regarding the integration of e-hospitals into China’s health care system and ultimately deepen the adoption of e-hospitals in China.

**Methods**

**Setting and Ethical Consent**

This cross-sectional study was conducted in three hospitals in Chengdu, the capital of Sichuan province, located in West China, with a population of roughly 83.4 million people [44]. For context, there are more PHCs in Sichuan than any other province in China [45]. In an attempt to mitigate selection bias, the study included patients from all hospital tiers as follows: a tertiary hospital (West China Hospital of Sichuan University), a secondary hospital (First People’s Hospital of Longquan District), and PHCs (Community Health Centers of Chenghua District). Institutional review board approval was obtained from the Research Ethics Committee of the West China Hospital, Sichuan University.

**Study Design and Population**

All adult patients (aged 18 years or above) presenting at the aforementioned hospitals from June to September 2019 were asked to complete an anonymous self-administered questionnaire in the physicians’ offices of corresponding departments. No restriction for patients’ diseases or health care status was an issue. Furthermore, data about whether participants had chronic diseases were recorded to represent the long-term health demand for chronic disease management. Whether a participant had an operation was also recorded to indicate the eventual need for postoperative rehabilitation care.

To clarify, urban employee health insurance is mainly funded by a person’s employer, whereas rural and urban resident health insurances are mainly funded by government subsidies [48]. The response options for monthly income were stratified into four groups (<2000; 2000-5999; 6000-10,000; and >10,000 CNY) [49]. Furthermore, data about whether participants had chronic diseases were recorded to represent the long-term health demand for chronic disease management. Whether a participant had an operation was also recorded to indicate the eventual need for postoperative rehabilitation care.

Furthermore, information technology (IT) skills and living with children (yes vs no) were surveyed to measure participants’ technical skills and the potential for technical support from younger generations, respectively. Overall IT proficiency was measured by evaluating responses regarding “number of owned electronic devices,” “capability to connect to Wi-Fi,” and “capability to install apps.” Each category was given a score of 0 to 5, and then, the scores were summed in order to generate an overall IT score. For binary questions, a score of 0 was given to a “no” response and 5 was given to a “yes” response.

Additionally, participants were asked if they had previous experience with web-based health services (yes vs no). Respondents with previous experience were then asked to indicate the extent of their satisfaction on a 5-point Likert scale (5, extremely satisfied; 4, satisfied; 3, neutral; 2, dissatisfied; and 1, extremely dissatisfied). For evaluation of familiarity with e-hospitals, another 5-point Likert scale was used (5, extremely familiar; 4, quite familiar; 3, know a little bit; 2, only heard the term; and 1, never heard the term).

**Instrumentation**

Our survey (Multimedia Appendix 1) involved multiple-choice questions divided into the following five categories: (1) sociodemographic and disease characteristics; (2) current usage of electronic devices; (3) previous experience with web-based health care services; (4) willingness to use e-hospitals; and (5) perceived facilitators or barriers regarding e-hospital use. More specifically, depending on the response to part 4, in part 5, participants were asked either what encourages their e-hospital usage or what deters it.

We developed the questionnaire based on a literature review of relevant studies [46,47]. To ensure its validity, we pilot tested the questionnaire using two complementary approaches. First, the questionnaire was evaluated by five experts in the fields of hospital administration, medical informatics, and health care policy, and suggestions were used to increase clarity. Second, we pilot tested the questionnaire with 20 patients and used their feedback to make adjustments to the questionnaire.

Our survey consisted of multiple-choice questions regarding sociodemographic, medical, and eHealth usage–related variables. The variables analyzed were age, gender, level of education, employment status (working vs retired), household location (Chengdu vs outside Chengdu), monthly income, and type of medical insurance. Age ranges were selected based on the categorization by the National Bureau of Statistics of China.

To clarify, urban employee health insurance is mainly funded by a person’s employer, whereas rural and urban resident health insurances are mainly funded by government subsidies [48]. The response options for monthly income were stratified into four groups (<2000; 2000-5999; 6000-10,000; and >10,000 CNY) [49]. Furthermore, data about whether participants had chronic diseases were recorded to represent the long-term health demand for chronic disease management. Whether a participant had an operation was also recorded to indicate the eventual need for postoperative rehabilitation care.

Furthermore, information technology (IT) skills and living with children (yes vs no) were surveyed to measure participants’ technical skills and the potential for technical support from younger generations, respectively. Overall IT proficiency was measured by evaluating responses regarding “number of owned electronic devices,” “capability to connect to Wi-Fi,” and “capability to install apps.” Each category was given a score of 0 to 5, and then, the scores were summed in order to generate an overall IT score. For binary questions, a score of 0 was given to a “no” response and 5 was given to a “yes” response.

Additionally, participants were asked if they had previous experience with web-based health services (yes vs no). Respondents with previous experience were then asked to indicate the extent of their satisfaction on a 5-point Likert scale (5, extremely satisfied; 4, satisfied; 3, neutral; 2, dissatisfied; and 1, extremely dissatisfied). For evaluation of familiarity with e-hospitals, another 5-point Likert scale was used (5, extremely familiar; 4, quite familiar; 3, know a little bit; 2, only heard the term; and 1, never heard the term).
Data Collection and Entry

Four trained research staff distributed the paper-based questionnaires to participants. They followed a verbal script and were instructed to address any potential doubts related to the topics covered by the questionnaire. To confirm that the questionnaire was completely filled out, researchers reviewed the responses immediately after the participant completed the questionnaire.

Two authors (PL and YL) experienced in data entry independently entered all case record data into EpiData (version 3.1, EpiData Software). The two Excel spreadsheets were then compared and discrepancies were resolved by checking the original questionnaires, eventually reaching a consensus between the two authors.

Data Analysis

For statistical analysis, categorical variables were expressed as frequencies and percentages, and continuous variables were expressed as mean values with standard deviations. Descriptive analyses, including the chi-square test, Kruskal-Wallis test, Fisher test, t test, and variance analysis, were performed according to the data characteristics. Specifically, multiple significance tests were employed to examine whether there existed differences across age groups. Similarly, statistical significance tests were conducted to examine the association between all other variables and the willingness to use e-hospitals.

Furthermore, a multivariate logistic regression analysis with a range of variables was performed to identify potential indicators of patients’ willingness to use e-hospitals. All variables in the descriptive analysis of the willingness to use e-hospitals were included in the multivariate logistic regression model. Variables with a two-tailed P value < .05 were considered statistically significant. Additionally, a chi-square test was employed to analyze age-related variations in perceived facilitators and barriers.

All statistical analyses were performed using SPSS (version 25, IBM Corp).

Results

Participants

A total of 1108 patients completed the survey after 43 patients refused to respond. Seventy-six patients were excluded due to incomplete responses. Overall, this study had a high response rate of 89.7% (1032 patients).

Sociodemographic and Medical History

The descriptive analysis in Table 1 shows that socioeconomic attributes varied across age groups. Among the participants, 44.4% (458/1032) were male. Among those aged 18 to 34 years, the number of female participants (166/260, 63.8%) was nearly double that of male participants (94/260, 36.2%), although there appeared to be slightly more male participants (139/276, 50.4%) than female participants (137/276, 49.6%) among those aged 65 years or older. In addition, younger participants were more educated than older participants (P < .001). Specifically, 64.2% (167/260) of participants aged 18 to 34 years had attended college or above, whereas this was only true for 14.1% to 37.0% of participants in the other three age groups.

The proportion of retired individuals was significantly higher among those aged 65 or older (270/276, 97.8%) than among the other age groups (50-64 years: 164/258, 63.6%; 35-49 years: 21/238, 8.8%; 18-34 years: 4/260, 1.5%). In addition, participants’ monthly income appeared to decline with age (P < .001).

Moreover, 55.7% (575/1032) of participants reported living outside of Chengdu. Participants aged 35 years or older appeared to be more likely than younger participants to seek health care services in Chengdu despite not living there (18-34 years: 109/260, 41.9%; 35-49 years: 150/238, 63.0%; 50-64 years: 160/258, 62.0%; 65 years or older: 156/276, 56.5%, P < .001). Additionally, nearly half of the older participants did not live with children (50-54 years: 142/256, 55.0%; 65 years or older: 128/276, 46.4%; P < .001).

Table 1 also shows that medical history varied across age groups. Older participants appeared to be more likely to have chronic diseases; over 64.9% (179/276) of those aged 65 years or older reported having chronic diseases, whereas this was reported by only 8.5% (22/260) of those aged 18 to 34 years (P < .001). Nearly half of the participants (500/1032, 48.4%) underwent an inpatient surgery, and of these, the majority were aged 35 to 64 years. Finally, younger participants more frequently had employee and urban resident insurance than rural and other types of insurance, whereas older participants more frequently had rural resident insurance (P < .001).

Current Usage of Electronic Devices and Web-Based Health Care Services

Results in Table 2 show that younger participants were generally more active in web-based activities. Overall, the mean number of electronic devices owned by those aged 18 to 34 years was 2.4 (SD 1.24) and those aged 65 years or older was 0.54 (SD 0.75) (P < .001). Meanwhile, 81.9% (226/276) of those aged 65 years or older reported that they were unable to connect their electronic devices to Wi-Fi and 92.4% (255/276) of these participants also indicated that they did not know how to install a new app.

In addition, there was a statistically significant association between previous usage of web-based medical services and age (P < .001). Specifically, 90.8% (236/262) of participants aged 18 to 34 years reported that they had at least once received health services over the internet, whereas this was reported by only 15.9% (44/276) of participants aged 65 years or older. Meanwhile, 83.1% (463/557) of current users indicated that they had never heard of e-hospitals despite not living there (18-34 years: 90/260, 34.6% versus 65 years or older: 264/276, 95.9%).
<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Total value</th>
<th>Age stratification in years</th>
<th>18-34</th>
<th>35-49</th>
<th>50-64</th>
<th>≥65</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sample size, n</td>
<td>1032</td>
<td></td>
<td>260</td>
<td>238</td>
<td>258</td>
<td>276</td>
<td></td>
</tr>
<tr>
<td>Gender, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Male</td>
<td>458 (44.4)</td>
<td>94 (36.2)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>574 (55.6)</td>
<td>166 (63.8)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Education level, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Primary school or below</td>
<td>277 (26.8)</td>
<td>6 (2.3)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Junior high school</td>
<td>218 (21.1)</td>
<td>32 (12.3)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Senior high school</td>
<td>201 (19.5)</td>
<td>55 (21.2)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>College or above</td>
<td>336 (32.6)</td>
<td>167 (64.2)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Employment status, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Working</td>
<td>573 (55.5)</td>
<td>256 (98.5)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Retired</td>
<td>459 (44.5)</td>
<td>4 (1.5)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Monthly income (CNY), n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>&lt;2000</td>
<td>381 (36.9)</td>
<td>43 (16.5)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2000-5999</td>
<td>418 (40.5)</td>
<td>126 (48.5)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6000-9999</td>
<td>158 (15.3)</td>
<td>67 (25.8)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>≥10,000</td>
<td>75 (7.3)</td>
<td>24 (9.2)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Home location, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Chengdu</td>
<td>457 (44.3)</td>
<td>151 (58.1)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Outside of Chengdu</td>
<td>575 (55.7)</td>
<td>109 (41.9)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Living with children, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Yes</td>
<td>728 (70.5)</td>
<td>250 (96.2)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>304 (29.5)</td>
<td>10 (3.8)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Having a chronic disease, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Yes</td>
<td>381 (36.9)</td>
<td>22 (8.5)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>651 (63.1)</td>
<td>238 (91.5)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Undergone surgery, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Yes</td>
<td>500 (48.4)</td>
<td>105 (40.4)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>532 (51.6)</td>
<td>155 (59.6)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Medical insurance, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Employee insurance</td>
<td>456 (44.2)</td>
<td>142 (54.6)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Urban resident insurance</td>
<td>163 (15.7)</td>
<td>51 (19.6)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rural resident insurance</td>
<td>368 (35.7)</td>
<td>48 (18.5)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Others</td>
<td>45 (4.4)</td>
<td>19 (7.3)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*a* Chi-square test.  
*b* Kruskal-Wallis test.  
*c* Fisher test.
Table 2. Current usage of electronic equipment and web-based health care services among study participants.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Total value</th>
<th>Age stratification in years</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>18-34</td>
<td>35-49</td>
</tr>
<tr>
<td>Sample size–all, n</td>
<td>1032</td>
<td>260</td>
<td>238</td>
</tr>
<tr>
<td>Number of electronic devices, mean (SD)</td>
<td>1.51 (4.6)</td>
<td>2.4 (1.24)</td>
<td>1.9 (1.22)</td>
</tr>
<tr>
<td>Able to connect to Wi-Fi, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>671 (65.0)</td>
<td>259 (99.6)</td>
<td>218 (91.6)</td>
</tr>
<tr>
<td>No</td>
<td>361 (35.0)</td>
<td>1 (0.4)</td>
<td>20 (8.4)</td>
</tr>
<tr>
<td>Able to install apps, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>558 (54.1)</td>
<td>257 (98.8)</td>
<td>186 (78.2)</td>
</tr>
<tr>
<td>No</td>
<td>474 (45.9)</td>
<td>3 (1.2)</td>
<td>52 (21.8)</td>
</tr>
<tr>
<td>Information technology skillsc score, mean (SD)</td>
<td>7.5 (5.5)</td>
<td>12.3 (1.5)</td>
<td>10.4 (3.7)</td>
</tr>
<tr>
<td>Experience of web-based medical services, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>557 (54.0)</td>
<td>236 (90.8)</td>
<td>171 (71.8)</td>
</tr>
<tr>
<td>No</td>
<td>475 (46.0)</td>
<td>24 (9.2)</td>
<td>67 (28.2)</td>
</tr>
<tr>
<td>Degree of knowledge about e-hospitals</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Very familiar with</td>
<td>37 (3.6)</td>
<td>22 (8.5)</td>
<td>11 (4.6)</td>
</tr>
<tr>
<td>Know a better bit</td>
<td>46 (4.5)</td>
<td>25 (9.6)</td>
<td>16 (6.7)</td>
</tr>
<tr>
<td>Know a good bit</td>
<td>146 (14.1)</td>
<td>73 (28.1)</td>
<td>48 (20.2)</td>
</tr>
<tr>
<td>Only heard of</td>
<td>206 (20.0)</td>
<td>81 (31.2)</td>
<td>55 (23.1)</td>
</tr>
<tr>
<td>Never heard of</td>
<td>597 (57.8)</td>
<td>59 (22.7)</td>
<td>108 (45.4)</td>
</tr>
<tr>
<td>Sample size–web-based medicine users, n</td>
<td>557</td>
<td>236</td>
<td>171</td>
</tr>
<tr>
<td>Satisfaction with the web-based medical experience, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Extremely satisfied</td>
<td>199 (35.7)</td>
<td>80 (33.9)</td>
<td>63 (36.8)</td>
</tr>
<tr>
<td>Satisfied</td>
<td>262 (47.1)</td>
<td>116 (49.2)</td>
<td>80 (46.8)</td>
</tr>
<tr>
<td>Neutral</td>
<td>80 (14.3)</td>
<td>35 (14.8)</td>
<td>26 (15.2)</td>
</tr>
<tr>
<td>Dissatisfied</td>
<td>10 (1.8)</td>
<td>3 (1.3)</td>
<td>1 (0.6)</td>
</tr>
<tr>
<td>Extremely dissatisfied</td>
<td>6 (1.1)</td>
<td>2 (0.8)</td>
<td>1 (0.6)</td>
</tr>
</tbody>
</table>

aAnalysis of variance.  
bFisher test.  
c"Information technology skills" was a combined result of the first, second, and third questions in the relevant part.  
dChi-square test.

Willingness to Use E-Hospitals

It was found that 65.6% (677/1032) of participants were willing to use e-hospitals to manage their disease (Table 3). The results suggested that willingness to use e-hospitals was associated with age (P=.04), education level (P<.001), employment status (P<.001), monthly income (P<.001), living with children (P<.001), medical insurance type (P<.001), chronic diseases (P<.001), skillful IT operation (P<.001), previous experience of web-based health care services (P<.001), and familiarity with e-hospitals (P<.001) (Table 3).
Table 3. Willingness of participants to use e-hospitals.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Total value</th>
<th>Willingness to use e-hospitals</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>Sample size, n (%)</td>
<td>1032</td>
<td>677</td>
<td>355</td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>50.83 (18.1)</td>
<td>46.49 (16.5)</td>
<td>59.12 (18.1)</td>
</tr>
<tr>
<td>Age stratification (years), n (%)</td>
<td></td>
<td>&lt;.001b</td>
<td></td>
</tr>
<tr>
<td>18-34</td>
<td>260 (25.2)</td>
<td>208 (80.0)</td>
<td>52 (20.0)</td>
</tr>
<tr>
<td>35-50</td>
<td>238 (23.1)</td>
<td>192 (80.7)</td>
<td>46 (19.3)</td>
</tr>
<tr>
<td>50-64</td>
<td>258 (25.0)</td>
<td>167 (64.7)</td>
<td>91 (35.3)</td>
</tr>
<tr>
<td>≥65</td>
<td>276 (26.7)</td>
<td>110 (39.9)</td>
<td>166 (60.1)</td>
</tr>
<tr>
<td>Gender, n (%)</td>
<td></td>
<td>.84b</td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>458 (44.4)</td>
<td>302 (65.9)</td>
<td>156 (34.1)</td>
</tr>
<tr>
<td>Female</td>
<td>574 (55.6)</td>
<td>375 (65.3)</td>
<td>199 (34.7)</td>
</tr>
<tr>
<td>Education level, n (%)</td>
<td></td>
<td>&lt;.001b</td>
<td></td>
</tr>
<tr>
<td>Primary school or below</td>
<td>277 (26.8)</td>
<td>102 (36.8)</td>
<td>175 (63.2)</td>
</tr>
<tr>
<td>Junior high school</td>
<td>218 (21.1)</td>
<td>151 (69.3)</td>
<td>67 (30.7)</td>
</tr>
<tr>
<td>Senior high school</td>
<td>201 (19.5)</td>
<td>148 (73.6)</td>
<td>53 (26.4)</td>
</tr>
<tr>
<td>College or above</td>
<td>336 (32.6)</td>
<td>276 (82.1)</td>
<td>60 (17.9)</td>
</tr>
<tr>
<td>Employment status, n (%)</td>
<td></td>
<td>&lt;.001b</td>
<td></td>
</tr>
<tr>
<td>Working</td>
<td>573 (55.5)</td>
<td>444 (77.5)</td>
<td>129 (22.5)</td>
</tr>
<tr>
<td>Retired</td>
<td>459 (44.5)</td>
<td>233 (50.8)</td>
<td>226 (49.2)</td>
</tr>
<tr>
<td>Monthly income (CNY), n (%)</td>
<td></td>
<td>&lt;.001b</td>
<td></td>
</tr>
<tr>
<td>&lt;2000</td>
<td>381 (36.9)</td>
<td>189 (49.6)</td>
<td>192 (50.4)</td>
</tr>
<tr>
<td>2000-5999</td>
<td>418 (40.5)</td>
<td>305 (73.0)</td>
<td>113 (27.0)</td>
</tr>
<tr>
<td>6000-9999</td>
<td>158 (15.3)</td>
<td>121 (76.6)</td>
<td>37 (23.4)</td>
</tr>
<tr>
<td>≥10,000</td>
<td>75 (7.3)</td>
<td>62 (82.7)</td>
<td>13 (17.3)</td>
</tr>
<tr>
<td>Home location, n (%)</td>
<td></td>
<td>.18b</td>
<td></td>
</tr>
<tr>
<td>Chengdu</td>
<td>457 (44.3)</td>
<td>310 (67.8)</td>
<td>147 (32.2)</td>
</tr>
<tr>
<td>Outside of Chengdu</td>
<td>575 (55.7)</td>
<td>367 (63.8)</td>
<td>208 (36.2)</td>
</tr>
<tr>
<td>Living with children, n (%)</td>
<td></td>
<td>&lt;.001b</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>728 (70.5)</td>
<td>537 (73.8)</td>
<td>191 (26.2)</td>
</tr>
<tr>
<td>No</td>
<td>304 (29.5)</td>
<td>140 (46.1)</td>
<td>164 (53.9)</td>
</tr>
<tr>
<td>Medical insurance, n (%)</td>
<td></td>
<td>&lt;.001b</td>
<td></td>
</tr>
<tr>
<td>Employee medical insurance</td>
<td>456 (4.2)</td>
<td>347 (76.1)</td>
<td>109 (23.9)</td>
</tr>
<tr>
<td>Urban resident medical insurance</td>
<td>163 (15.7)</td>
<td>116 (71.2)</td>
<td>47 (28.8)</td>
</tr>
<tr>
<td>Rural cooperative medical insurance</td>
<td>368 (35.7)</td>
<td>181 (49.2)</td>
<td>187 (50.8)</td>
</tr>
<tr>
<td>Others</td>
<td>45 (4.4)</td>
<td>33 (73.3)</td>
<td>12 (26.7)</td>
</tr>
<tr>
<td>Having a chronic disease, n (%)</td>
<td></td>
<td>&lt;.001b</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>651 (63.1)</td>
<td>466 (71.6)</td>
<td>185 (28.4)</td>
</tr>
<tr>
<td>No</td>
<td>381 (36.9)</td>
<td>211 (55.4)</td>
<td>170 (44.6)</td>
</tr>
<tr>
<td>Undergone surgery, n (%)</td>
<td></td>
<td>.36b</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>500 (48.4)</td>
<td>335 (67.0)</td>
<td>165 (33.0)</td>
</tr>
</tbody>
</table>
Table 4 presents the results of the multivariate logistic regression analysis of the willingness to use e-hospitals (all variables from Table 3 were included). The results showed that age did not make a difference after controlling for covariates in the model. Similarly, variations in monthly income, medical insurance type, chronic diseases (yes vs no), and familiarity with e-hospitals could be explained by other covariates.

In contrast, employment status, education level, living with children, IT skills, and previous experience with web-based health care were closely associated with the willingness to use e-hospitals (Table 4). Specifically, employed participants were 1.88 times more likely to be willing to use e-hospitals compared to retired participants (95% CI 1.11-3.18) after adjusting for all other covariates in the model. Furthermore, participants with higher education were more likely to be willing to use e-hospitals (junior high school: OR 1.95, 95% CI 1.21-3.15; senior high school: OR 1.84, 95% CI 1.00-3.37; college or above: OR 2.16, 95% CI 1.09-4.28). In addition, participants living with children had a higher likelihood of being willing to use e-hospitals compared to those living without children (OR 1.88, 95% CI 1.34-2.64). Furthermore, participants with higher IT skills had a higher probability of being willing to use e-hospitals (OR 1.11, 95% CI 1.05-1.17). Lastly, participants with previous experience of using web-based medical services were 2.69 times more likely to be willing to use e-hospitals (OR 2.77, 95% CI 1.80-4.26).
Table 4. Multivariate logistic regression of the willingness to use e-hospitals.

<table>
<thead>
<tr>
<th>Independent variable</th>
<th>Coefficient</th>
<th>Wald $\chi^2$</th>
<th>df</th>
<th>OR (95% CI)</th>
<th>$P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Constant</td>
<td>0.796</td>
<td>0.419</td>
<td>1</td>
<td>2.22</td>
<td>N/A b</td>
</tr>
<tr>
<td>Age</td>
<td>-0.003</td>
<td>0.145</td>
<td>1</td>
<td>0.10 (0.98-1.01)</td>
<td>.70</td>
</tr>
<tr>
<td>Gender (male vs female)</td>
<td>-0.251</td>
<td>2.417</td>
<td>1</td>
<td>0.78 (0.57-1.07)</td>
<td>.12</td>
</tr>
</tbody>
</table>

**Education level**

<table>
<thead>
<tr>
<th>Independent variable</th>
<th>Coefficient</th>
<th>Wald $\chi^2$</th>
<th>df</th>
<th>OR (95% CI)</th>
<th>$P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Primary school or below</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>Reference</td>
<td>N/A</td>
</tr>
<tr>
<td>Junior high school</td>
<td>0.667</td>
<td>7.407</td>
<td>1</td>
<td>1.95 (1.21-3.15)</td>
<td>.006</td>
</tr>
<tr>
<td>Senior high school</td>
<td>0.609</td>
<td>3.878</td>
<td>1</td>
<td>1.84 (1.00-3.37)</td>
<td>.049</td>
</tr>
<tr>
<td>College or above</td>
<td>0.768</td>
<td>4.822</td>
<td>1</td>
<td>2.16 (1.09-4.28)</td>
<td>.03</td>
</tr>
</tbody>
</table>

**Monthly income (CNY)**

<table>
<thead>
<tr>
<th>Independent variable</th>
<th>Coefficient</th>
<th>Wald $\chi^2$</th>
<th>df</th>
<th>OR (95% CI)</th>
<th>$P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td>&lt;2000</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>Reference</td>
<td>N/A</td>
</tr>
<tr>
<td>2000-5999</td>
<td>-0.046</td>
<td>0.038</td>
<td>1</td>
<td>0.96 (0.60-1.51)</td>
<td>.59</td>
</tr>
<tr>
<td>6000-9999</td>
<td>-0.177</td>
<td>0.298</td>
<td>1</td>
<td>0.84 (0.44-1.58)</td>
<td>.59</td>
</tr>
<tr>
<td>≥10,000</td>
<td>0.039</td>
<td>0.008</td>
<td>1</td>
<td>1.04 (0.43-2.49)</td>
<td>.93</td>
</tr>
</tbody>
</table>

**Living with children (yes vs no)**

<table>
<thead>
<tr>
<th>Independent variable</th>
<th>Coefficient</th>
<th>Wald $\chi^2$</th>
<th>df</th>
<th>OR (95% CI)</th>
<th>$P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.632</td>
<td>13.272</td>
<td>3.026</td>
<td>1</td>
<td>0.73 (0.51-1.04)</td>
<td>.08</td>
</tr>
</tbody>
</table>

**Medical insurance**

<table>
<thead>
<tr>
<th>Independent variable</th>
<th>Coefficient</th>
<th>Wald $\chi^2$</th>
<th>df</th>
<th>OR (95% CI)</th>
<th>$P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Employee medical insurance</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>Reference</td>
<td>N/A</td>
</tr>
<tr>
<td>Urban resident medical insurance</td>
<td>0.026</td>
<td>0.011</td>
<td>1</td>
<td>1.03 (0.63-1.67)</td>
<td>.92</td>
</tr>
<tr>
<td>Rural cooperative medical insurance</td>
<td>-0.056</td>
<td>0.047</td>
<td>1</td>
<td>0.95 (0.57-1.57)</td>
<td>.83</td>
</tr>
<tr>
<td>Others</td>
<td>0.024</td>
<td>0.003</td>
<td>1</td>
<td>1.02 (0.73-1.46)</td>
<td>.95</td>
</tr>
</tbody>
</table>

**Having a chronic disease (yes vs no)**

<table>
<thead>
<tr>
<th>Independent variable</th>
<th>Coefficient</th>
<th>Wald $\chi^2$</th>
<th>df</th>
<th>OR (95% CI)</th>
<th>$P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.032</td>
<td>0.032</td>
<td>1.384</td>
<td>1</td>
<td>1.11 (1.05-1.17)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

**Experience with web-based medical services (yes vs no)**

<table>
<thead>
<tr>
<th>Independent variable</th>
<th>Coefficient</th>
<th>Wald $\chi^2$</th>
<th>df</th>
<th>OR (95% CI)</th>
<th>$P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.017</td>
<td>21.282</td>
<td>2.77 (1.80-4.26)</td>
<td>&lt;.001</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Degree of knowledge about e-hospitals**

<table>
<thead>
<tr>
<th>Independent variable</th>
<th>Coefficient</th>
<th>Wald $\chi^2$</th>
<th>df</th>
<th>OR (95% CI)</th>
<th>$P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Very familiar with</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>Reference</td>
<td>N/A</td>
</tr>
<tr>
<td>Know a better bit</td>
<td>-1.680</td>
<td>2.286</td>
<td>1</td>
<td>0.19 (0.02-1.66)</td>
<td>.13</td>
</tr>
<tr>
<td>Know a good bit</td>
<td>-1.960</td>
<td>3.511</td>
<td>1</td>
<td>0.14 (0.02-1.09)</td>
<td>.06</td>
</tr>
<tr>
<td>Only heard of</td>
<td>-1.752</td>
<td>2.831</td>
<td>1</td>
<td>0.17 (0.02-1.34)</td>
<td>.09</td>
</tr>
<tr>
<td>Never heard of</td>
<td>-1.916</td>
<td>3.385</td>
<td>1</td>
<td>0.15 (0.02-1.13)</td>
<td>.07</td>
</tr>
</tbody>
</table>

aSpecific analysis for the multivariate logistic regression model: $2\ln L=1036.027$; Hosmer and Lemeshow test: $\chi^2=7.029$, $P=.53$.

bN/A: not applicable.

**Perceived Facilitators for Users and Barriers for Nonusers**

The vast majority of participants considered convenience (641/677, 94.7%) to be a major facilitator for e-hospital adoption. The next most popularly agreed upon facilitator was improved access to skilled experts (489/677, 72.2%), followed by improved health outcomes (184/677, 27.2%), privacy protection (180/677, 26.6%), and active participation in disease self-management (144/677, 21.3%). Furthermore, differences in terms of perceived facilitators and barriers appeared to exist across age groups (Figure 1). It was notable that younger participants (aged 18-34 years) showed greater interest in improved health outcomes (79/208, 37.98%; $P<.001$), privacy protection (103/208, 49.5%; $P<.001$), and disease self-management (74/208, 35.8%; $P<.001$) as compared with the other three age groups. In addition, participants aged 50 to 64 years appeared to show greater interest in convenience...
There was no relevant difference in interest regarding improved accessibility to skilled experts across the age groups ($P=.32$).

The barriers reported were inability to operate electronic devices (238/355, 67.0%), familiarity with face-to-face health care (108/355, 30.4%), doubts regarding the authenticity and reliability of e-hospitals (86/355, 24.2%), useless perceptions about e-hospitals (37/355, 10.4%), and concerns with insurance reimbursement (27/355, 7.6%). The older groups (aged over 65 years) showed greater concerns with regard to the operation of electronic devices (144/166, 86.7%; $P<.001$) as compared with the other groups (Figure 2). Those aged 35 to 49 years showed more concerns about the authenticity and reliability of e-hospitals (16/46, 34.8%; $P=.046$). Furthermore, young participants (aged 18-34 years) most often reported that they were reluctant to use e-hospitals because they were accustomed to face-to-face treatment (39/52, 75.0%; $P<.001$) and were concerned about insurance reimbursement (13/52, 25.0%; $P<.001$). Lastly, there was no age-related difference when considering "unhelpful for my specific disease" ($P=.39$).

Figure 1. Perceived facilitators for users (%).
Discussion

Study Importance

Research has shown that eHealth programs hold promise for improving health care accessibility and quality [50]; however, this success is contingent on patient acceptance. Therefore, the factors impacting the extent to which people are willing to engage with new eHealth interventions need to be understood in order to facilitate the adoption of these technologies [51,52].

This is the first survey to assess patients’ attitudes, facilitators, and barriers toward e-hospital adoption and to provide related insights for decision makers about the essential factors necessary for successful adoption of e-hospitals in China’s health care system.

Principal Findings: Part 1

Our results demonstrated that few patients in China know about e-hospitals and even fewer have experience using them. The proportion identified as familiar with e-hospitals (22.2%) in this study is consistent with what has been previously found for this region (18.6%) [53]. Both the prior study and our study indicate that urgent actions should be carried out to ensure broader awareness and familiarity with e-hospitals.

The health care needs and expectations of the older population have reached an unprecedented high in China as a result of reduced mobility and increasing morbidity [54]. In light of this, e-hospitals were theorized as a solution for increasing the efficiency of health care among elderly patients. Although previous research has shown that younger individuals are more likely to use web-based health tools [55,56], our results indicate that this age disparity regarding e-hospital readiness is based on technological proficiency. This may be explained by the pervasiveness of electronic devices in the modern age, which has caused young people to be more technologically proficient as compared with other generations. Nonetheless, this indicates that individuals ordinarily willing to use mobile health, such as elderly patients, may be deterred due to concerns regarding their ability to use technological devices [57,58]. Therefore, even though there is a growing number of e-hospital apps available to support elderly patients in China, their effectiveness will likely be minimal unless such apps are designed to be user friendly and accessible for elderly populations.

In addition, our findings revealed that elderly people living with younger generations have higher usage of e-hospitals. This may be related to the fact that seniors living with children are able to get additional instructions and help from relatives. This finding is important, since in recent years, the one-child policy has contributed to reduced family size and an increase in the number of elderly “empty nesters” who are childless or whose children have already left home [59]. As a result, empty nesters’ adoption will be a critical issue given that they are less likely to have access to technical support [60]. Therefore, it would be beneficial to provide solutions, such as offering e-hospital technical services at hospitals and over the internet, to facilitate e-hospital adoption for those who have minimal technological skills [61].

We found that educational disparity is an important determinant of the adoption of e-hospitals, which echoes the findings of
Previous research [62]. This finding once again underlines the importance of user-friendly interfaces and suggests that app developers should take the needs of people with any education level into account to further minimize the “digital gap” between users and nonusers [63].

Our results also indicated that working participants were more willing to use e-hospitals. This is unsurprising due to the time constraints work imposes on individuals and the convenience of e-hospitals. This is also in accordance with the results of previous studies that found employed individuals to be more interested in eHealth [62]. This indicates that modifying the opening hours of e-hospitals to better accommodate employed patients may play an important role in facilitating adoption.

Furthermore, we found that patients who had previous experiences with web-based medical services expressed positive interest toward e-hospital services. Our findings are in line with the results of previously published surveys, which found correlations between positive attitudes toward web-based health services and interest in eHealth in other contexts [64,65]. However, we found that patients requiring long-term disease management and postoperative rehabilitation did not have much higher willingness to use e-hospitals. This reluctance is congruent with the results of a previous survey that reported low interest toward telemedicine among patients with chronic lung disease [66]. One possibility is that patients with long-standing diseases or poor health conditions are less likely to trust a new less-mature health care delivery model, since they are more aware of the importance of regular thorough self-examination and follow-up. Regardless, these results were not expected, and they contradict one of the aims of e-hospitals, which is to heighten the efficiency and accessibility of chronic disease management and postoperative rehabilitative services. Given that there existed a positive correlation between previous experience with web-based health services and willingness to use e-hospitals, we suggest offering patients who have chronic illnesses or have undergone surgery a cost-free opportunity to get acquainted with e-hospital apps in order to encourage their usage and improve the success of this aim [67].

**Principal Findings: Part 2**

Research has shown that receptive patients are most encouraged by the convenience brought about by telemedicine [68], which is consistent with our findings and the current priority of e-hospitals.

However, there was less confidence regarding the “improve health outcomes” facilitator, given that a number of patients reported resistance to e-hospitals due to unassured authenticity and reliability of e-hospitals. Creating an effective e-hospital and integrating it into the system of physical hospitals is a complex endeavor that requires a multipronged strategy that addresses technical and operational issues constrained by local factors. For instance, maintaining the quality of nonprofit medical services is particularly challenging for e-hospitals constructed by for-profit companies. Therefore, establishing a government supervision mechanism [69] and increasing communication among stakeholders may play a key role in assuring the quality of adoption [70]. In addition, evaluation efforts should incorporate robust measures to document the outcomes of e-hospitals and establish a pathway for quick resolution of reported issues.

Given that privacy protection was one of the prominent facilitators for the use of e-hospitals among young individuals, cybersecurity must be prioritized in e-hospitals in order to prevent reluctance to adoption among patients [71,72]. This is substantiated by research [73] reporting that patients were worried about privacy protection when physicians used mobile devices and were particularly concerned with the possibility of individual health data and personal information being exposed. Therefore, we recommend that e-hospitals invest in cybersecurity capability development [74].

Moreover, insurance reimbursement is a key barrier, yet it has not been addressed by any of the 158 e-hospitals in China. In a study conducted in New York, it was reported that nearly half of users stopped using health care apps because of extra costs [46]. To avoid a similar situation, China’s National Healthcare Security Administration should accelerate the pace of integrating e-hospitals into the public medical insurance reimbursement scheme [75].

**Strengths, Limitations, and Future Research**

This study has several strengths. First, the sample was relatively large and widely representative, which provided the opportunity for accurate examination of potential variations. Second, participants in the study were very sociodemographically and medically diverse, which allowed for in-depth analysis of variations in attitudes toward e-hospitals among a broad range of patients.

Despite the strengths, this study has several limitations. First, our sampling method was not randomized, and we used convenience sampling, such that participants were patients who happened to visit the hospitals of interest during the period of the survey. Consequently, our results are at risk of having statistical bias. Second, we did not collect text explanations in the survey, which thereby limited the possibility to investigate other facilitators and barriers to the adoption of e-hospitals. Third, as this was a pilot study, our results may not be generalizable to other regions with different sociodemographic characteristics, since we only included patients within one specific context of West China. However, it provided a preliminary analysis, and more research is needed to understand the complexity of the adoption of e-hospitals in China and elsewhere. Additional research will need to be conducted to better understand attitudes toward e-hospitals in other regions. Another limitation is the noninclusion of patients who underwent emergency procedures, and thus, our results do not take into account the possible intricacies of this cohort. Furthermore, this study does not provide insights into the attitudes of those who chose to not participate or complete the questionnaire; therefore, the specific needs and barriers of these users are unknown. We also did not record the demographics of nonresponders. Moreover, we measured connectivity to the internet using Wi-Fi, which is a common approach in the region; however, other forms of connectivity (e.g., direct internet access through SIM cards) should be studied. It is hence plausible that there were limitations with the instrument and the collected data.
The integration of e-hospitals into China’s health care system requires an adequate understanding of not only patient attitudes toward acceptance but also the effects of such interventions. Although we identified several themes that can guide the research and technological development of e-hospitals, this study did not elucidate the potential risks of the application of this new technology. To maximize acceptability and usability, future research should focus on user testing with specific e-hospital prototypes. Such user testing should consider including a wider sample of the population, as well as measure the health care outcomes of e-hospital use. In addition, cost-effectiveness analysis is encouraged. Lastly, since the involvement of multiple stakeholders is essential to achieve effective adoption, implementation, and maintenance for systems in practice [76,77], further studies should consider the perspectives of various stakeholders, such as physicians and nurses.
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Abstract

Background: Although the most effective methods of contraception are available in Bolivia, unmet need for contraception among women aged 15 to 19 years is estimated to be 38% (2008), and the adolescent fertility rate is 71 per 1000 women (2016). Mobile phones are a popular mode to deliver health behavior support. We developed a contraceptive behavioral intervention for young Bolivian women delivered by mobile phone and guided by behavioral science. The intervention consists of short instant messages sent through an app over 4 months.

Objective: This trial aimed to evaluate the effect of the intervention on young Bolivian women’s use of and attitudes toward the effective contraceptive methods available in Bolivia.

Methods: This was a parallel group, individually randomized superiority trial with a 1:1 allocation ratio. Women were eligible if they were aged 16 to 24 years, owned a personal Android mobile phone, lived in La Paz or El Alto, reported an unmet need for contraception, and could read Spanish. The target sample size was 1310 participants. Participants allocated to the intervention had access to an app with standard family planning information and intervention messages. Participants allocated to the control group had access to the same app and control messages. Coprimary outcomes were use of effective contraception and acceptability of at least one method of effective contraception at 4 months. Secondary outcomes were use of effective contraception during the study, acceptability of the individual methods, service uptake, unintended pregnancy, and abortion. Process outcomes included knowledge, perceived norms, personal agency, and intention. Outcomes were analyzed using logistic and linear regression. We also asked participants about physical violence.

Results: A total of 640 participants were enrolled, and 67.0% (429) of them contributed follow-up data for the coprimary outcome, the use of effective contraception. There was no evidence that use differed between the groups (33% control vs 37% intervention; adjusted odds ratio [OR] 1.19, 95% CI 0.80 to 1.77; P=.40). There was a borderline significant effect regarding acceptability (63% control vs 72% intervention; adjusted OR 1.49, 95% CI 0.98 to 2.28; P=.06). There were no statistically significant differences in any of the secondary or process outcomes. The intervention dose received was low. In the control group, 2.8% (6/207) reported experiencing physical violence compared with 1.9% (4/202) in the intervention group (Fisher exact test P=.75).

Conclusions: This trial was unable to provide definitive conclusions regarding the effect of the intervention on use and acceptability of effective contraception because of under recruitment. Although we cannot strongly recommend implementation, the results suggest that it would be safe and may increase the acceptability of effective contraception if the intervention messages were offered alongside the download of the app.
Introduction

Unintended pregnancy is associated with numerous poorer health outcomes for both women and their children [1-5]. Satisfying the unmet need for contraception is essential in helping women avoid unintended pregnancies, which requires an understanding of the barriers to use in specific settings [6]. A woman who has an unmet need for contraception is of reproductive age (15-49 years); is legally married, cohabiting, in a consensual union, or unmarried and sexually active; is not using any method of contraception; and is fecund and does not want to have a child (or another child) in the next 2 years or at all [6]. Modern contraceptive methods include oral contraceptives, injectables, intrauterine devices (IUDs), implants, the patch, the ring, male and female sterilization, male and female condoms and other barrier methods, modern fertility awareness methods, and emergency contraception [7]. Effective contraceptive methods are methods with less than 10% typical use failure rate at 12 months, that is, all modern methods besides condoms, other barrier methods, and modern fertility awareness methods [8,9].

In Bolivia, the latest Demographic and Health Survey (2008) reported that 85% of sexually active women aged between 15 and 19 years wanted to avoid a pregnancy, yet only 49% of these women reported using any contraceptive method [10]. Male condoms and the injection were the most common modern methods reported by this group (19.6% and 6.2%, respectively), with 2% reporting that they use withdrawal and 13% using periodic abstinence. A more recent survey (2016) reported that the adolescent fertility rate was 71 per 1000 women [11]. The 2016 survey found that among unmarried, sexually active women aged 15 to 19 years, an estimated 34% were not using any method of contraception [11], which was down from 52% in the 2008 survey [10]. Although unmet need may have changed since, the most recent data from 2008 suggest that unmet need among women aged 15 to 19 years was estimated to be 38% [10,12]. The (nonpermanent) effective methods available in Bolivia are oral contraceptive pills, IUDs, injectables, implants, and the patch. These methods are available for a fee (between US $1.50 and US $3.00) at the Centro de Investigación, Educación y Servicios (CIES), our partner organization, which operates 18 clinics in 7 of the 9 departments in the country. The public health care system provides only condoms to young people; however, young people usually buy condoms from private pharmacies.

The option of delivering health interventions by a mobile phone has gained popularity, particularly over the last decade [13-24]. Using mobile phones to deliver support to young people regarding sexual and reproductive health at the time of their choosing may be particularly useful, given the sensitivity of the topic. Randomized controlled trials have provided evidence that interventions delivered by a mobile phone can improve contraceptive use [25-27] and knowledge [25,28-30]. Other trials, however, have not found a beneficial effect [31-35]. The mixed evidence could be because of variability in the quality of the intervention development (eg, the target group may not have been adequately consulted), the content of the intervention (eg, the intervention content was not grounded in theory or behavioral science), and trial methodology.

The London School of Hygiene & Tropical Medicine (LSHTM) and CIES developed a contraceptive behavioral intervention for young Bolivian women delivered by mobile phone [36]. We developed the intervention guided by an established approach grounded in behavioral science [37]. The intervention is informed by the Integrated Behavioral Model (IBM) [38] and consists of short instant messages sent through CIES’s Tú decides app over 4 months. In this report, we present the results of the evaluation of the intervention by randomized controlled trial. The aim of the trial was to establish if the intervention increases young Bolivian women’s use and acceptability of the effective contraceptive methods.

Methods

Study Design and Participants

The methods reported in this section were first published in the trial protocol [39] and the statistical analysis plan [40]. This was a parallel group, individually randomized superiority trial with a 1:1 allocation ratio that evaluated the effect of the intervention delivered by CIES’s app. Women were eligible to take part if they were aged 16 to 24 years, owned a personal Android mobile phone, lived in La Paz or El Alto, reported an unmet need for contraception (ie, are sexually active, not using effective contraceptive methods), injectables, and want to avoid a pregnancy), and could read Spanish. Participants must have been willing to download the app and receive messages about contraception on their mobile phone. The trial was promoted through CIES’s service delivery points in La Paz and El Alto, the CIES website, flyers distributed through CIES’s youth network, and social media sites. Participants provided informed consent through the secure web-based trial database and randomization system.

Ethics Approval and Consent to Participate

The trial was granted ethical approval by LSHTM Interventions Research Ethics Committee on May 16, 2016, and by La Comisión de Ética de la Investigación del Comité Nacional de Bioética on September 20, 2016.

Intervention and Control

The intervention was developed with young Bolivian people delivered by mobile phone [36]. We developed the intervention guided by an established approach grounded in behavioral science [37]. The intervention development (eg, the target group may not have been adequately consulted), the content of the intervention (eg, the intervention content was not grounded in theory or behavioral science), and trial methodology.
assessments (activities included establishing a project planning group, a literature search, focus group discussions, and interviews with the target group and interviews with local service providers), (2) specifying behavioral change to result from the intervention, (3) designing the intervention components by selecting behavior change methods, and (4) producing and refining the intervention content. The needs assessment revealed that young people in El Alto and La Paz were eager to receive information about contraception on their phone, lacked comprehensive knowledge about contraception, and expressed a range of negative beliefs about effective methods. The intervention messages were tested with young people and refined after each consultation in an iterative process until the context was acceptable to them.

The intervention provided accurate information about contraception, targeted the beliefs identified in the development phase that influence contraceptive use (eg, specific misconceptions about the side effects and health risks of contraception), and aimed to support young women in believing that they can influence their reproductive health. The messages contained 10 behavior change methods [41], adapted for delivery by mobile phone: belief selection, facilitation, anticipated regret, guided practice, verbal persuasion, tailoring, cultural similarity, arguments, shifting perspective, and goal setting. Participants allocated to the intervention group received 0 to 3 messages per day (a total of 183 messages) for 120 days. Please see the protocol [39] and the intervention development publication [36] for a more detailed description of the intervention.

The Tú decides app itself contained standard family planning information and no behavior change methods. Participants allocated to the intervention arm had access to the app and the intervention instant messages. Participants allocated to the control arm had access to the Tú decides app and 7 control instant messages about the importance of their participation and reminding them to contact the project coordinator if they change their number (which intervention participants also received). All participants who received usual care were free to seek any other support, whether existing or new.

**Allocation and Intervention Delivery**

After providing informed consent, participants completed the baseline questionnaire through the database and randomization system. The allocation sequence was generated by the remote computer-based randomization software. Randomization occurred immediately after baseline data were submitted. All participants downloaded the app immediately after they submitted their baseline data. The messages commenced within 24 hours after participants downloaded the app.

**Protecting Against Bias**

Owing to the nature of the intervention, participants would have been aware of the allocation soon after they started receiving the messages. Local research staff collecting outcome data were masked to allocation unless the participant revealed it to them. Researchers who analyzed the data were masked to treatment allocation.

**Outcomes**

**Coprimary Outcomes**

The coprimary outcomes at 4 months post randomization were (1) self-reported current use of effective contraception and (2) the proportion of participants reporting that at least one method of effective contraception was acceptable. The primary outcome measure was constructed based on guidelines for measuring IBM constructs [38,42,43] and tested for face validity with the target group. The acceptability of each method was measured by the following stems: “Using the [method] ...causes infertility, ...causes unwanted side effects, ...is easy, ...is a good way to prevent pregnancy” and “I would recommend the [method] to a friend.” The IUD and implant include an additional stem: “The [method] insertion would not be a problem for me.” The response options for each stem were “strongly disagree,” “disagree,” “not sure,” “agree,” “strongly agree,” and “I do not know what the [method] is.” A method was acceptable if participants reported “agree” or “strongly agree” for all scales except for “...causes infertility” and “...causes unwanted side effects” stems, for which “disagree” or “strongly disagree” indicated acceptability [39].

**Secondary Outcomes**

The following secondary outcomes were self-reported: use of effective contraception at any time during the study, acceptability of each effective contraception method, attendance at a sexual health service during the study, unintended pregnancy during the study (the proportion reporting that they became pregnant and they did not want to become pregnant), and abortion during the study.

**Process Outcomes**

The following process outcomes were self-reported: knowledge of effective contraception, perceived norms, and personal agency in relation to using and communicating with partners about contraception, intention to use effective contraception, and intervention dose received.

**Data Collection**

Data were collected at baseline and at 4 months post randomization using questionnaires. At baseline, we collected personal and demographic data and the coprimary outcome acceptability. At follow-up, we collected all outcomes and the following: if participants report using an effective method, where they obtained it; current pregnancy intention; whether they knew someone else who had also participated in the study and, if so, if they read each other’s messages; and to assess potential adverse outcomes, we asked participants if they have experienced physical violence since being in the study and if anything good or bad happened as a result of receiving the messages. An instant message that included a link to the database to complete the follow-up questionnaire was sent to all participants through the app 4 months after downloading the app. If participants did not complete the follow-up questionnaire themselves, local research staff unaware of participants’ allocation contacted them by telephone to collect their data.
Sample Size
The trial was powered to detect a 10% absolute difference in the use of effective contraception between the intervention and control groups at 4 months. The 10% difference was based on a trial evaluating a postabortion mobile phone intervention, which found that 18% more women in the intervention arm than those in the control arm were using effective contraception at 4 months (64% vs 46%) [27]. We assumed that our trial would observe a smaller increase in contraceptive uptake, as it does not specifically involve women who had just had an abortion, who had already accessed services, and who may also have a greater intention to use contraception compared with the women in our trial. Therefore, we powered our trial to detect a smaller absolute difference of 10% uptake in effective contraception at 4 months.

The best estimate at the time of designing the trial was that the proportion of women aged 16 to 24 years in a partnership living in La Paz or El Alto using effective contraception was around 44% [44]. In total, 1048 participants provided 90% power to detect a 10% absolute difference, at the 5% significance level, assuming 44% use in the control group versus 54% in the intervention group (corresponding to an odds ratio [OR] of 1.49). Allowing for 20% loss to follow-up, the sample size was 1310.

Statistical Analysis
The trial protocol was accepted for publication on November 3, 2017 [39], and the detailed statistical analysis plan was publicly released on November 7, 2017 [40]. Analyses were according to the randomized arm, and only participants with complete outcome data were included in the principal analysis. All statistical tests were two sided and were considered significant at the 5% level. The analysis was conducted using Stata 15 (StataCorp). Unmasking occurred on February 6, 2018, after the analyses outlined within the analysis plan were complete on masked data.

Loss to Follow-Up and Missing Data
We used a chi-square test to investigate the evidence for whether losses to follow-up differed by trial arm. We used logistic regression to compare the baseline characteristics of participants who completed follow-up with those who did not. We investigated whether predictors of loss to follow-up differed by trial arm by testing for an interaction.

Principal Analysis

Analysis of the Coprimary Outcomes
We compared the proportion that reported using a method of effective contraception or finding at least one method acceptable between the groups using logistic regression. We report the crude and adjusted OR along with the 95% CI and P value. The primary analysis was adjusted for the following prespecified baseline covariates: age (16-19 and 20-24 years), number of children (0 and ≥1), education level (university and other), and acceptability of effective contraception at baseline (at least one method acceptable and no methods acceptable) [39,40].

Analysis of the Secondary Outcomes
The analysis of the secondary outcomes was similar to the analysis of the primary outcome, although for the acceptability of the individual methods, the acceptability of that method at baseline replaced the acceptability of at least one method at baseline as a covariate.

Analysis of the Process Outcomes
The process outcomes comprised ordinal scales. Each scale was analyzed individually using ordered logistic regression to estimate proportional ORs. For knowledge, each correct answer received one point. The points were summed, and an overall score was produced for analysis. We used linear regression to test for a difference in the mean scores between the trial arms. To assess the dose of the intervention that the intervention participants received, we analyzed the number of messages that participants reported to have read (all, most, some, and none) and whether they stopped the messages.

Additional Analyses

Sensitivity Analyses
We conducted 2 sensitivity analyses allowing for the missing data. In the first analysis (an extreme case analysis), we considered that all participants lost to follow-up did not use an effective method of contraception or did not find at least one method acceptable. In the second analysis, we adjusted for the main baseline predictors of missingness. Both sensitivity analyses were adjusted for the baseline covariates, as mentioned above.

Subgroup Analysis
We conducted an exploratory subgroup analysis for each coprimary outcome to determine if the intervention effect varied by baseline characteristics. The prespecified subgroups were age (split at the median), marital status (married/not married), number of children (0≥1), geographical location (El Alto/La Paz), occupation (education/other), and education level (university/other). Within the subgroups, we assessed the heterogeneity of treatment effect with a test for interaction [45-49]. We estimated ORs with 95% CIs for each subgroup.

Contamination
To assess the potential for contamination, we report the proportion of control group participants who reported that they read another participant’s messages and the proportion of intervention participants who reported that their messages were read by another participant.

Report of Physical Violence
We report the proportion of participants in each group who reported experiencing physical violence during the study.

Results

Recruitment, Randomization, and Exclusions
Between March 1, 2017, and July 29, 2017, there were 645 randomizations by the system. Follow-up ended on February 8, 2018. During the trial follow-up, we discovered that 3 participants enrolled and were randomized twice. For the 1
participant who was allocated to the same arm on both randomizations, we kept this participant in the analysis using the baseline data from their first record. For the 2 participants who were allocated to different arms, we excluded them from the analysis. This resulted in 640 participants included in the trial.

Of the 640 participants, 321 were allocated to the intervention arm and 319 participants were allocated to the control arm (Figure 1).

**Baseline Characteristics**

The baseline characteristics of trial participants are reported in Table 1. Mean age was 20 years. In addition, 90.4% (579/640) of the participants did not have children, and only 8% (26/640) of the participants found at least one method of effective contraception acceptable. Acceptability was very low for the individual methods (1%-3%). Characteristics were similar between the 2 groups.

**Figure 1.** Trial flow diagram.
Table 1. Baseline characteristics.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Control (n=319)</th>
<th>Intervention (n=321)</th>
<th>All participants (N=640)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>20.42 (2.6)</td>
<td>20.27 (2.9)</td>
<td>20.35 (2.6)</td>
</tr>
<tr>
<td><strong>Range, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>16-19</td>
<td>150 (47.0)</td>
<td>165 (51.4)</td>
<td>315 (49.2)</td>
</tr>
<tr>
<td>20-24</td>
<td>169 (52.9)</td>
<td>156 (48.6)</td>
<td>325 (50.8)</td>
</tr>
<tr>
<td><strong>Marital status, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Married</td>
<td>14 (4.4)</td>
<td>18 (5.6)</td>
<td>32 (5.0)</td>
</tr>
<tr>
<td>Not married</td>
<td>305 (95.6)</td>
<td>303 (94.4)</td>
<td>608 (95.0)</td>
</tr>
<tr>
<td><strong>Number of children, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>293 (91.9)</td>
<td>286 (89.1)</td>
<td>579 (90.5)</td>
</tr>
<tr>
<td>1</td>
<td>16 (5.0)</td>
<td>21 (6.5)</td>
<td>37 (5.8)</td>
</tr>
<tr>
<td>≥2</td>
<td>10 (3.1)</td>
<td>14 (4.4)</td>
<td>24 (3.8)</td>
</tr>
<tr>
<td><strong>Indigenous origin (ethnicity), n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Aymara</td>
<td>181 (56.7)</td>
<td>179 (55.8)</td>
<td>360 (56.3)</td>
</tr>
<tr>
<td>Guarani</td>
<td>1 (0.3)</td>
<td>3 (0.9)</td>
<td>4 (0.6)</td>
</tr>
<tr>
<td>Quechua</td>
<td>13 (4.1)</td>
<td>6 (1.9)</td>
<td>19 (3.0)</td>
</tr>
<tr>
<td>Other indigenous</td>
<td>10 (3.1)</td>
<td>10 (3.1)</td>
<td>20 (3.1)</td>
</tr>
<tr>
<td>No indigenous origin</td>
<td>114 (35.7)</td>
<td>123 (38.3)</td>
<td>237 (37.0)</td>
</tr>
<tr>
<td><strong>Occupation, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Studying at school</td>
<td>61 (19.1)</td>
<td>58 (18.0)</td>
<td>119 (18.6)</td>
</tr>
<tr>
<td>Studying at university</td>
<td>176 (55.2)</td>
<td>181 (56.4)</td>
<td>357 (55.8)</td>
</tr>
<tr>
<td>Working</td>
<td>30 (9.4)</td>
<td>36 (11.2)</td>
<td>66 (10.3)</td>
</tr>
<tr>
<td>Training</td>
<td>19 (6.0)</td>
<td>17 (5.3)</td>
<td>36 (5.6)</td>
</tr>
<tr>
<td>Not working</td>
<td>4 (1.3)</td>
<td>4 (1.3)</td>
<td>8 (1.3)</td>
</tr>
<tr>
<td>Working and studying</td>
<td>29 (9.1)</td>
<td>25 (7.8)</td>
<td>54 (8.4)</td>
</tr>
<tr>
<td><strong>Highest level of education completed, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Primary</td>
<td>19 (6.0)</td>
<td>13 (4.1)</td>
<td>32 (5.0)</td>
</tr>
<tr>
<td>Secondary</td>
<td>227 (71.2)</td>
<td>235 (73.2)</td>
<td>462 (72.2)</td>
</tr>
<tr>
<td>University</td>
<td>68 (21.3)</td>
<td>62 (19.3)</td>
<td>130 (20.3)</td>
</tr>
<tr>
<td>Technical</td>
<td>5 (1.6)</td>
<td>11 (3.4)</td>
<td>16 (2.5)</td>
</tr>
<tr>
<td><strong>Baseline method, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>None</td>
<td>240 (75.2)</td>
<td>257 (80.1)</td>
<td>497 (77.7)</td>
</tr>
<tr>
<td>Male condom</td>
<td>46 (14.4)</td>
<td>36 (11.2)</td>
<td>82 (12.8)</td>
</tr>
<tr>
<td>Female condom</td>
<td>9 (2.8)</td>
<td>4 (1.3)</td>
<td>13 (2.0)</td>
</tr>
<tr>
<td>Other</td>
<td>24 (7.5)</td>
<td>24 (7.5)</td>
<td>48 (7.5)</td>
</tr>
<tr>
<td>At least one effective method is acceptable, n (%)</td>
<td>26 (8.2)</td>
<td>26 (8.1)</td>
<td>52 (8.1)</td>
</tr>
<tr>
<td>Yes</td>
<td>293 (91.9)</td>
<td>295 (91.9)</td>
<td>588 (91.9)</td>
</tr>
<tr>
<td>No</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Pill acceptability, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>2 (0.6)</td>
<td>5 (1.6)</td>
<td>7 (1.1)</td>
</tr>
<tr>
<td>No</td>
<td>317 (99.3)</td>
<td>316 (98.4)</td>
<td>633 (98.9)</td>
</tr>
<tr>
<td><strong>Intrauterine device acceptability, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
All participants (N=640)

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Control (n=319)</th>
<th>Intervention (n=321)</th>
<th>All participants (N=640)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>n (% )</td>
<td>n (% )</td>
<td>n (% )</td>
</tr>
<tr>
<td>Yes</td>
<td>6 (1.9)</td>
<td>4 (1.3)</td>
<td>10 (1.6)</td>
</tr>
<tr>
<td>No</td>
<td>313 (98.1)</td>
<td>317 (98.8)</td>
<td>630 (98.4)</td>
</tr>
<tr>
<td>Injection acceptability, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>9 (2.8)</td>
<td>6 (1.9)</td>
<td>15 (2.3)</td>
</tr>
<tr>
<td>No</td>
<td>310 (97.2)</td>
<td>315 (98.1)</td>
<td>625 (97.7)</td>
</tr>
<tr>
<td>Implant acceptability, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>5 (1.6)</td>
<td>10 (3.1)</td>
<td>15 (2.3)</td>
</tr>
<tr>
<td>No</td>
<td>314 (98.4)</td>
<td>311 (96.9)</td>
<td>625 (97.7)</td>
</tr>
<tr>
<td>Patch acceptability, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>11 (3.5)</td>
<td>8 (2.5)</td>
<td>19 (3.0)</td>
</tr>
<tr>
<td>No</td>
<td>308 (96.6)</td>
<td>313 (97.5)</td>
<td>621 (97.0)</td>
</tr>
</tbody>
</table>

**Loss to Follow-Up**

Overall, 67.0% (429/640) participants completed the trial follow-up for the coprimary outcome use (control, n=215 and intervention, n=214; Figure 1), and 63.4% (406/640) participants completed the follow-up for the coprimary outcome acceptability (control, n=203 and intervention, n=203). Retention did not differ between the arms (215/319, 67.4% in the control arm and 214/321, 66.7% in the intervention arm; P=.84). Among the participants who completed the use coprimary outcome, the strongest predictor of retention was being aged 20 to 24 years (OR 1.33, 95% CI 0.96 to 1.86; P=.09). There was some evidence that the effect of this predictor differed by arm (interaction test P=.09). Detailed characteristics of participants who completed follow-up and those who did not are reported in Multimedia Appendix 1.

**Primary Outcomes**

In the intervention arm, 37.4% (80/214) of participants reported the use of effective contraception compared with 33.5% (72/215) of participants in the control arm (Table 2). There was no evidence of a difference in use between the groups (crude OR 1.19, 95% CI 0.80 to 1.76; P=.40 and adjusted OR 1.19, 95% CI 0.80 to 1.77; P=.40).

**Secondary Outcomes**

There were no significant differences in any of the secondary outcomes between the groups (Table 3).

In the intervention arm, 71.9% (146/203) of the participants reported that at least one method of contraception was acceptable compared with 62.6% (127/203) of participants in the control arm (Table 2). There was borderline evidence of a difference in acceptability between the groups (crude OR 1.53, 95% CI 1.01 to 2.33; P=.05 and adjusted OR 1.49, 95% CI 0.98 to 2.28; P=.06).

**Process Outcomes**

There were no significant differences in any of the process outcomes between the groups (Table 4).

**Table 2. Coprimary outcomes.**

<table>
<thead>
<tr>
<th>Outcomes</th>
<th>Control</th>
<th>Intervention</th>
<th>Adjusted odds ratio (95% CI)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>N</td>
<td>n (%)</td>
<td>N</td>
<td>n (%)</td>
</tr>
<tr>
<td>Use of effective contraception⁴</td>
<td>215</td>
<td>72 (33.5)</td>
<td>214</td>
<td>80 (37.4)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1.19 (0.80 to 1.77)</td>
</tr>
<tr>
<td>At least one effective method is acceptable⁴</td>
<td>203</td>
<td>127 (62.6)</td>
<td>203</td>
<td>146 (71.9)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1.49 (0.98 to 2.28)</td>
</tr>
</tbody>
</table>

⁴Adjusted for age, number of children, education level, and acceptability at baseline.
Table 3. Secondary outcomes.

<table>
<thead>
<tr>
<th>Outcomes</th>
<th>Control</th>
<th>Intervention</th>
<th>Adjusted odds ratio (95% CI)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>N</td>
<td>n (%)</td>
<td>N</td>
<td>n (%)</td>
</tr>
<tr>
<td>Pill acceptability(^a)</td>
<td>206</td>
<td>52 (25.2)</td>
<td>207</td>
<td>59 (28.5)</td>
</tr>
<tr>
<td>Intrauterine device acceptability(^a)</td>
<td>206</td>
<td>43 (20.8)</td>
<td>206</td>
<td>55 (26.7)</td>
</tr>
<tr>
<td>Injection acceptability(^a)</td>
<td>208</td>
<td>79 (38.0)</td>
<td>207</td>
<td>93 (44.9)</td>
</tr>
<tr>
<td>Implant acceptability(^a)</td>
<td>206</td>
<td>63 (30.6)</td>
<td>205</td>
<td>65 (31.7)</td>
</tr>
<tr>
<td>Patch acceptability(^a)</td>
<td>208</td>
<td>95 (45.7)</td>
<td>208</td>
<td>109 (52.4)</td>
</tr>
<tr>
<td>Long-acting reversible contraception acceptability(^a)</td>
<td>204</td>
<td>106 (52.0)</td>
<td>205</td>
<td>120 (58.5)</td>
</tr>
<tr>
<td>Effective contraceptive use during the 4 months(^b)</td>
<td>210</td>
<td>76 (36.2)</td>
<td>206</td>
<td>73 (35.4)</td>
</tr>
<tr>
<td>Service uptake(^b) (attended a service one or more times)</td>
<td>210</td>
<td>110 (52.4)</td>
<td>205</td>
<td>93 (45.4)</td>
</tr>
<tr>
<td>Unintended pregnancy</td>
<td>319</td>
<td>1 (0.3)</td>
<td>321</td>
<td>0 (0.0)</td>
</tr>
<tr>
<td>Induced abortion(^d)</td>
<td>209</td>
<td>3 (1.4)</td>
<td>205</td>
<td>1 (0.5)</td>
</tr>
</tbody>
</table>

\(^a\)Adjusted for age, number of children, education level, and the corresponding method’s acceptability at baseline.

\(^b\)Adjusted for age, number of children, education level, and acceptability at baseline.

\(^c\)N/A: not applicable.

\(^d\)Unadjusted exact logistic regression.
### Table 4. Process outcomes.

<table>
<thead>
<tr>
<th>Process outcome</th>
<th>Control</th>
<th>Intervention</th>
<th>Proportional odds ratio(^a) (95% CI)</th>
<th>(P) value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Knowledge of effective contraception, mean (SD)</td>
<td>4.3 (1.9)</td>
<td>4.5 (1.8)</td>
<td>0.17(^b) (−0.19 to 0.53)</td>
<td>.36</td>
</tr>
<tr>
<td>My friends would use the pill, IUD, injection, or implant if they wanted to prevent pregnancy (N=205 for Control; N=202 for Intervention), n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Strongly disagree</td>
<td>2 (1.0)</td>
<td>0 (0)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Disagree</td>
<td>7 (3.4)</td>
<td>2 (1.0)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not sure</td>
<td>29 (14.2)</td>
<td>13 (15.6)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Agree</td>
<td>159 (77.6)</td>
<td>161 (79.7)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Strongly agree</td>
<td>8 (3.9)</td>
<td>8 (4.0)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>My friends would talk to their partner about contraception if they wanted to prevent a pregnancy (N=205 for Control; N=202 for Intervention), n (%)</td>
<td></td>
<td></td>
<td>1.33 (0.91 to 1.94)</td>
<td>.15</td>
</tr>
<tr>
<td>Strongly disagree</td>
<td>1 (0.5)</td>
<td>0 (0)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Disagree</td>
<td>17 (8.3)</td>
<td>14 (6.9)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not sure</td>
<td>79 (38.5)</td>
<td>67 (33.2)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Agree</td>
<td>105 (51.2)</td>
<td>118 (58.4)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Strongly agree</td>
<td>3 (1.5)</td>
<td>3 (1.5)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>If you wanted to use the pill, IUD, injection, or implant, how easy would it be for you to use it? (N=205 for Control; N=202 for Intervention), n (%)</td>
<td></td>
<td></td>
<td>0.98 (0.64 to 1.51)</td>
<td>.93</td>
</tr>
<tr>
<td>Very difficult</td>
<td>4 (2.0)</td>
<td>2 (1.0)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Difficult</td>
<td>24 (11.7)</td>
<td>25 (12.4)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not sure</td>
<td>17 (8.3)</td>
<td>17 (8.4)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Easy</td>
<td>149 (72.7)</td>
<td>149 (73.8)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Very easy</td>
<td>11 (5.4)</td>
<td>9 (4.5)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>If you wanted to talk to your partner about contraception, how easy would it be for you to talk to him? (N=205 for Control; N=202 for Intervention), n (%)</td>
<td></td>
<td></td>
<td>0.71 (0.48 to 1.06)</td>
<td>.09</td>
</tr>
<tr>
<td>Very difficult</td>
<td>1 (0.5)</td>
<td>7 (3.5)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Difficult</td>
<td>22 (10.7)</td>
<td>27 (13.4)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not sure</td>
<td>33 (16.1)</td>
<td>25 (12.4)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Easy</td>
<td>128 (62.4)</td>
<td>136 (67.3)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Very easy</td>
<td>21 (10.2)</td>
<td>7 (3.5)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>If you wanted to use the pill, IUD, injection, or implant, how certain are you that you could use it? (N=205 for Control; N=202 for Intervention), n (%)</td>
<td></td>
<td></td>
<td>1.01 (0.66 to 1.55)</td>
<td>.97</td>
</tr>
<tr>
<td>Very certain I could not</td>
<td>2 (1.0)</td>
<td>2 (1.0)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Certain I could not</td>
<td>2 (1.0)</td>
<td>2 (1.0)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not sure</td>
<td>34 (16.6)</td>
<td>36 (17.8)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Certain I could</td>
<td>151 (73.7)</td>
<td>143 (70.8)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Very certain I could</td>
<td>16 (7.8)</td>
<td>19 (9.4)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>If you wanted to talk to your partner about contraception, how certain are you that you could talk to him? (N=204 for Control; N=202 for Intervention), n (%)</td>
<td></td>
<td></td>
<td>0.87 (0.58 to 1.30)</td>
<td>.49</td>
</tr>
</tbody>
</table>
### Process outcome

<table>
<thead>
<tr>
<th></th>
<th>Control</th>
<th>Intervention</th>
<th>Proportional odds ratioa</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Very certain I could not</td>
<td>0 (0)</td>
<td>4 (2.0)</td>
<td>0.74 (0.50 to 1.10)</td>
<td>.14</td>
</tr>
<tr>
<td>Certain I could not</td>
<td>9 (4.4)</td>
<td>6 (3.0)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not sure</td>
<td>46 (22.6)</td>
<td>45 (22.3)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Certain I could</td>
<td>131 (64.2)</td>
<td>137 (67.8)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Very certain I could</td>
<td>18 (8.8)</td>
<td>10 (5.0)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**I intend to use the pill, IUD, injection, implant or patch (N=204 for Control; N=202 for Intervention) , n (%)**

<table>
<thead>
<tr>
<th></th>
<th>Control</th>
<th>Intervention</th>
<th>Proportional odds ratioa</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Strongly disagree</td>
<td>3 (1.5)</td>
<td>2 (1.0)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Disagree</td>
<td>14 (6.9)</td>
<td>16 (7.9)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not sure</td>
<td>18 (8.8)</td>
<td>30 (14.9)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Agree</td>
<td>134 (65.7)</td>
<td>125 (61.9)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Strongly agree</td>
<td>35 (17.2)</td>
<td>29 (14.4)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Number of messages read (N=206), n (%)**

<table>
<thead>
<tr>
<th></th>
<th>Control</th>
<th>Intervention</th>
<th>Proportional odds ratioa</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>All</td>
<td>N/A</td>
<td>13 (6.3)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Most</td>
<td>N/A</td>
<td>40 (19.4)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Some</td>
<td>N/A</td>
<td>94 (45.6)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>None</td>
<td>N/A</td>
<td>59 (28.6)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Proportion of intervention participants that stopped the intervention (N=205), n (%)</td>
<td>N/A</td>
<td>23 (11.2)</td>
<td>N/A</td>
<td>N/A</td>
</tr>
</tbody>
</table>

### Sensitivity Analyses

When we considered that participants who were lost to follow-up did not use an effective method or find an effective method acceptable, the effects observed in the principal analysis were reduced (use: OR 1.14, 95% CI 0.79-1.64; P=.48 and acceptability: OR 1.26, 95% CI 0.92-1.74; P=.15).

The strongest predictor of retention was being aged 20 to 24 years. Age was a baseline covariate, so the model in the second sensitivity analysis (adjusting for the main baseline predictors of missingness) is the same as the primary analysis model.

### Subgroup Analysis

There was no evidence that the effect of the intervention differed within the different levels of the subgroups (Figures 2 and 3).
Discussion

Principal Findings

The observed difference in contraceptive use between the groups (absolute difference=3.89%) was smaller than expected. Although the use was higher in the intervention group, the difference was not statistically significant. There was a borderline significant effect regarding the acceptability coprimary outcome, which favored the intervention group. No statistically significant differences between the groups in any of the secondary or process outcomes were observed. The intervention dose received was low, based on participants’ report.

Strengths and Limitations

The main limitations of this trial were that we did not recruit to target and achieved less than 80% follow-up completion.
Although effect estimates or both primary outcomes favored sending the intervention messages with the Tú decides app, the differences between the groups were smaller than what we expected. The recruitment and follow-up challenges meant that the trial was underpowered and therefore unable to produce unequivocal estimates regarding the effect of sending the intervention messages in addition to the app (with 429 participants, the trial had 54% power to detect a 10% absolute difference in use of effective contraception between the groups). Another limitation is in relation to the self-reported outcome measures. As they are self-reported, they are more likely to be biased than if the outcomes were objective, such as clinic-verified use of contraception.

Despite the limitations, this study had several strengths. Our trial database and randomization system generated and concealed the allocated and achieved well-balanced groups. There was no evidence that the intervention was associated with an increase in self-reported violence, a potential adverse outcome related to others viewing the messages, unwanted by the participant. We considered this a potential adverse outcome, given the stigma associated with sex before marriage in Bolivia [36]. However, we cannot determine the effect of the app on partner violence because both groups had access to it. Despite this, it is reassuring that the self-reported prevalence in this trial was low (2%).

**Comparisons With Existing Research**

Trials evaluating contraceptive behavioral interventions delivered by mobile phone have had mixed results [25-35], with some showing an improvement in contraceptive use [25-27] and knowledge [25,28-30]. The results of this trial are not inconsistent with our trials of similar interventions among young people in Tajikistan [50] and Palestine [51]. In the Palestine trial, participants who received the intervention were more than twice as likely to find at least one method of contraception acceptable (OR 2.34, 95% CI 1.48-3.68; P<.001). There were also improvements in knowledge, acceptability of individual methods, perceived norms about friends using contraception, and intention to use contraception compared with the control group. In the Tajikistan trial, there was contamination between the intervention and control groups, and no differences were found between the groups. As with this Bolivian trial, the Tajik and Palestinian trials also did not suggest that the intervention was associated with an increase in violence.

**Implications of the Findings**

The uncertainty regarding the efficacy of the intervention means that we cannot strongly recommend implementation in Bolivia. The low dose of the intervention is likely to have reduced the effect estimates. Only 25.7% (53/206) of the participants reported that they read all or most of the intervention messages, with 28.6% (59/206) reporting that they read none of the messages. This could have contributed to the smaller than anticipated observed differences. As we did not collect data on why these people did not read most of the messages, we do not know the reasons for this. A total of 47% (97/206) of intervention participants who answered the question “Did anything good or bad happen during the study?” (97/321, 30.2% of all intervention participants and 97/214, 45.3% of those who completed follow-up) reported something positive about the messages. Although participants in the development work were positive about the message content, sending the messages to the target group as they are intended to be sent (eg, over the entire 4 months) and then interviewing participants about their experience may have identified barriers to successful intervention receipt. We have done this in previous studies, but our timeline and resources did not allow for this in this trial.

Another possibility for the smaller than anticipated differences could be that the intervention is only moderately more effective than offering standard family planning information on a mobile app. It may be that offering good-quality family planning information on mobile app pages in this context is sufficient enough to improve the use of and attitudes toward contraception. However, the results suggest that the intervention messages could increase the acceptability of effective contraception if they were offered alongside the download of the Tú decides app and would not cause harm if done so.

It is difficult to determine exactly why we were unable to recruit to target. Some factors that likely contributed to the under-recruitment are (1) the trial promotion was not targeted to eligible people as much as it could have been, (2) young women were reticent to admit to being sexually active, (3) they did not want to have the app on their phone (although the development work indicated that this would not be a problem for them), and (4) they were not interested in taking part in a trial. Although the target sample size was much lower in the Tajik and Palestine trials (n=570 for each), this Bolivian trial actually recruited more participants and had a narrower inclusion criterion (women aged 16-24 years with an unmet need for contraception). Potential ways to improve recruitment in future trials of contraceptive behavioral interventions delivered by a mobile phone could be to promote the trial in settings where recruiters have a very good chance of accessing eligible people. In addition, only assessing potential participants on their own may improve the chance that they would admit to being sexually active.

In deciding how to analyze the scales, we thought it would be better to avoid false positives. For participants to score acceptable for a method, they must have chosen agree or strongly agree to the positively worded stems and disagree or strongly disagree to the negatively worded stems. To illustrate how stringent this definition of acceptability is, a participant could respond strongly agree to the statement that the method has unwanted side effects but could still use the method because the benefit of using it (avoiding a pregnancy) outweighs the risk [51]. This does not have implications on the effect of the intervention relative to the control. Nevertheless, the very low baseline acceptability of all methods highlights the need for interventions such as the one evaluated in this trial—interventions that provide accurate, nonjudgmental information about contraception and that address negative beliefs and misconceptions.

**Conclusions**

This trial was unable to determine unequivocally if the intervention was effective at increasing the use and acceptability of effective contraception among young women with an unmet
need in Bolivia. The intervention messages when delivered in addition to an app providing standard family planning information may moderately improve acceptability. Future research could first identify why around one-third of participants did not read the intervention messages and then evaluate the effect of the intervention on the use of contraception in different contexts.
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Background: The integrity of data in a clinical trial is essential, but the current data management process is too complex and highly labor-intensive. As a result, clinical trials are prone to consuming a lot of budget and time, and there is a risk for human-induced error and data falsification. Blockchain technology has the potential to address some of these challenges.

Objective: The aim of the study was to validate a system that enables the security of medical data in a clinical trial using blockchain technology.

Methods: We have developed a blockchain-based data management system for clinical trials and tested the system through a clinical trial for breast cancer. The project was conducted to demonstrate clinical data management using blockchain technology under the regulatory sandbox enabled by the Japanese Cabinet Office.

Results: We verified and validated the data in the clinical trial using the validation protocol and tested its resilience to data tampering. The robustness of the system was also proven by survival with zero downtime for clinical data registration during a Amazon Web Services disruption event in the Tokyo region on August 23, 2019.

Conclusions: We show that our system can improve clinical trial data management, enhance trust in the clinical research process, and ease regulator burden. The system will contribute to the sustainability of health care services through the optimization of cost for clinical trials.

(J Med Internet Res 2020;22(6):e18938) doi:10.2196/18938
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Blockchain is emerging as a groundbreaking technology for secure data control in different areas. Bitcoin was the first application of blockchain as a digital currency in extensive use [9]. Recently, researchers have started to focus on using blockchain methodology for building a cryptographic proof of medical systems [10]. They have applied blockchain technology in various health care systems, with potential applications in supply chain management of health care products [11-13], insurance claims processing [14], management of electronic health records and electronic medical records [15-18], maintenance of protocols in clinical trials [19-21], and data management in clinical trials [22-25]. Although there can be many applications of blockchain technology, it is necessary that blockchain be an appropriate technical solution to a particular problem. If there are no incentives for data tampering and all writers can be trusted, blockchain technology is not necessary. On the other hand, if there are incentives for data tampering and it costs a lot to use a trusted third party, such as the Clinical Research Organization, using blockchain makes sense [26]. Due to the frequent occurrences of misconduct in clinical trials and the large consumptions of clinical trial budgets and time by current SDV practices, blockchain is an appropriate technical application in the data management of clinical trials to solve these problems.

We propose a solution to challenges in the current clinical trial system by using blockchain technology coupled with technologies such as client hashchain, encryption protocol, and health check function in servers for hazard management. The system was used in a clinical trial at the National Cancer Center of Japan that investigated the effect of home-based high-intensity interval training for breast cancer survivors. The project was conducted to demonstrate clinical data management using blockchain technology under the regulatory sandbox of the Japanese Cabinet Office [27,28]. This sandbox allows organizations to apply for demonstration and evaluation of new technology, such as blockchain and Internet of Things, without being subject to existing regulations. It simultaneously opens up the possibility for future deregulation measures. During the trial, we experienced the disruption of Amazon Web Services (AWS) cloud servers in the Tokyo region on August 23, 2019 [29]. We report the effect of the blockchain network and health checkup function, which resulted in system survival with zero downtime and secure clinical data registration during the hazardous server shutdown event.

Methods

Breast Cancer Clinical Trial

A clinical trial that investigates the effect of intervention by home-based high-intensity interval training for breast cancer patients was conducted. The study was a parallel-group, single-blind randomized controlled trial. Patients were randomly assigned to the active group with the habit-B program (high-intensity interval training, exercise counseling and guidance, home-based exercise support using information and communication technology, and a wearable device) or treatment as usual with a wearable device.

The eligibility criteria for participants were (1) female, aged between 20 and 59 years at diagnosis; (2) diagnosed with stages I to IIa breast cancer and currently 2 to 13 months postsurgical treatment; (3) not requiring cancer chemotherapy aside from hormone therapy; (4) ability to read, write, and understand Japanese; (5) ability to complete an electronic Patient Reported Outcome Questionnaire via smartphone; (6) consent to trial participation obtained in writing from the patient themselves; and (7) currently engaging in not more than moderate intensity exercise for 30 minutes on two separate days per week (total of 60 minutes).

The researcher provided computer-generated random allocation. Using the generated account, the contents of the app that participants used during the clinical trial were assigned automatically to either the habit-B program or the control. When a participant first visits the hospital, she is randomly assigned to an intervention, either with the habit-B program or treatment as usual with a wearable device, after signing informed consent. An independent data center provides computer-generated random allocation as a log-in account for the app. Based on the allocation sequences, the contents of the app participants use during the trial are assigned automatically to either the habit-B program or the control.

The study received ethical approval from the institutional review board of the National Cancer Center Japan and was registered at University Hospital Medical Information Network—Clinical Trial Registry [UMIN000036400]. Participants provided written informed consent to take part in the study. The study began in May 2019 and is ongoing [30].

Architecture of the Data Management System

The data management system that collects the clinical trial data consists of client smartphones, relay servers, and a blockchain network (Figure 1). The relay servers and blockchain network are built on AWS in the Tokyo region. We use Hyperledger Fabric v1.0 (Linux Foundation), an open-source blockchain platform that has been widely used, to operate the blockchain network. Hyperledger Fabric enables throughput of more than 3500 transactions per second in popular deployment configurations [31].
Data collected from patient smartphones are sent to the blockchain network via relay servers. We use three relay servers, and the app randomly selects two relay servers to send the data after the authentication of the client device. The client app contains an authentication key, and the relay servers verify the key so that the relay server only accepts access from the app for the clinical trial. The relay servers also verify the account for the app using Firebase authentication. These communications between clients and relay servers are encrypted using https. By deploying the relay server and setting the blockchain software development kits to append-only mode, the relay servers send the received data to the blockchain network. The data sent from the relay servers to the blockchain network are encrypted using the authentication protocol by the Hyperledger Fabric. By configuring the internet protocol address restriction to the listed relay proxy, the blockchain network, which contains the clinical trial data, is protected against malicious attack from the external network. The blockchain network is made up of three organizations, each of which contains two validating peers.

Figure 1. Data management system including client smartphones, relay servers, and blockchain network. The collected data from patient smartphones were sent to the blockchain network via relay servers. We used three relay servers, and the app randomly selected two relay servers to send the data after the authentication of the client device. We have configured the blockchain network to span multiple availability zones in Amazon Web Services.
network organizations, and nodes of the blockchain network is managed by two independent departments in SUSMED Inc and the National Cancer Center of Japan [22].

We have configured the blockchain network to span multiple availability zones (AZs) in AWS. Each AZ is made up of one or more data centers equipped with independent power, cooling, and networking to ensure fault tolerance. We have also implemented a periodic health check function using the Amazon EC2 Auto Scaling Service. The function continues to maintain a fixed number of instances even if an instance becomes unhealthy. If an instance becomes unhealthy, the group terminates the unhealthy instance and launches another instance to replace it.

In order to increase system durability and prevent data loss, we have configured two kinds of queues in our system. The mobile app puts clinical data into the queue before sending, dequeues and sends the message, and then removes the data from the queue. If relay servers are unavailable, the sending process fails and the data remain available in the queue until the relay servers process it. The other queue is in a relay server system, and the queue is configured using AWS Simple Queue Service (SQS). When a relay server system receives the clinical data, the data are enqueued. In the relay server system, an EC2 instance is responsible for dequeuing and sending the message to the blockchain network. The data are removed from the queue after being successfully processed by the blockchain network. Otherwise, the data remain available in the queue until the sending process succeeds or the SQS retention period expires. In this system, we set the SQS retention period to 7 days. In doing so, we have seven days’ time to recover the blockchain network if there is a breakdown.

Data Collection Using Smartphone

The Global Physical Activity Questionnaire is an internationally standardized questionnaire for surveying physical activity level [32-34]. Fear of cancer recurrence is assessed by the overall fear index score on the Concerns About Recurrence scale [35,36]. Depression is assessed using the Patient Health Questionnaire-9 [37]. Fatigue is assessed by the Cancer Fatigue Scale. Sleep is assessed by the Athens Insomnia Scale [38]. Quality of life is assessed using the EuroQol 5-Dimensions questionnaire [39,40]. All data listed above are stored in JavaScript Object Notation format in the database.

Data Registration to the Blockchain Network

When a participant first logs in to the system, the app generates a secret hash key and preserves it in the client device until the end of the study. The client device calculates a hash value based on the data generated by the client device that preserves the secret hash string. Therefore, we can confirm these hash values are generated by the client device that preserves the secret hash key. By verifying this condition, we can detect if a malicious attacker has falsified the clinical data using hash values and clinical data that were stolen.

after the authentication of the client device. Client nodes of the blockchain network are settled in the relay servers and the data are sent from the relay server to the blockchain network. The transactions are validated and accepted by the blockchain network in the following processes:

- Proposal: transaction is sent from client app to the endorsers in each organization
- Endorse: each endorser verifies that (1) the transaction proposal is well formed, (2) it has not already been submitted, (3) the signature is valid, and (4) the client is properly authorized to perform the proposed operation, which is described in the chaincode. If the transaction is validated, the chaincode is executed and the result with the signature is returned to the client
- Submit: client verifies that the number of signatures from the organizations satisfies the endorsement policy. If it is satisfied, the transaction is sent to the ordering service, which orders the series of transactions in chronological order and creates the block of transactions
- Broadcast: the block is delivered to all nodes
- Commit: if each block is well formed and validated to fulfill the endorsement policy, the block is appended to the chain in each node [22]

Data Validation and Verification

When participants complete the data input for the clinical trial, it is necessary to verify all data records sent to the blockchain network to satisfy the following conditions:

- Blockchain network has received all required data types for each participant
- All data records for each participant are correct as a client hashchain
- Blockchain network has received clinical records from two relay servers for each record, and the records are the same

The first condition means that the blockchain network has received all records that are expected to be sent from clients. There are three types of records in the clinical trial. To begin with, a client sends a record that indicates that a secret hash key has been generated. When clinical data are created, the data are sent to the blockchain network via two relay servers. Finally, when the participants complete the clinical trial, the client sends the secret hash key to the blockchain network.

The second condition verifies that all data records registered to the blockchain network are correctly linked as a client hashchain. We sort all data records by their generated time and make a hash value from the clinical data, the secret hash key preserved in the client device until the end of the study, and the previous hash value. Then, we compare the results with the hash value that has been registered to the blockchain network. Due to the sensitivity of a hash function output in relation to its input, changing the data will result in a completely different hash string. Therefore, we can confirm these hash values are generated by the client device that preserves the secret hash key. By verifying this condition, we can detect if a malicious attacker has falsified the clinical data using hash values and clinical data that were stolen.
The purpose of the last condition is to confirm that the relay servers have not been hacked. Clients send their clinical data to two relay servers that are randomly selected from the three relay servers. If malicious users hack a relay server and they send some data from the relay server, the blockchain network will store the data. In order to detect the fraud access and verify the data, we need to confirm that all clinical data is received from two relay servers simultaneously and the data records are identical.

**Data Availability**

The data that support the findings of this study are available from the corresponding author upon reasonable request.

**Results**

**Registration and Assignment**

The participant downloads the app to their own smartphone through the internet and logs in to the system using the account provided by the researcher. When the participant first logs in to the system, the app generates a secret hash key and preserves it in the client’s device until the end of the study. The account is locked when the participant first logs in to the system in order to prevent impersonation by stolen account or brute force attack (Figure 2).

![Diagram](https://www.jmir.org/2020/6/e18938)

**Figure 2.** When a participant first visits the hospital, a medical doctor decides if they fit the eligibility criteria. After obtaining informed consent, the doctor registers the patient to the clinical trial using a web-based allocation system. The system automatically creates an account for the participant, and the doctor gives the account to the participant. The participant downloads the app to their smartphone, and they can log in to the app using the account created by the doctor. When the participant first logs in to the app, the account is locked to prevent impersonation, and the secret hash key is then generated. The secret hash key will be preserved in the client app until the participant completes the trial. Using the secret hash key in the client device, the app calculates a hash value. The app sends the first record to the blockchain network via relay servers, and the data is registered in the tamper-resistant blockchain system.
Data Collection

During the trial, the participant inputs the data using the app, and the data are registered to the blockchain network via relay servers (Figure 3). The secret hash key is preserved only in the client’s device during the clinical trial. The client app calculates a hash value based on the medical data, the secret hash key, and the previous hash value using the SHA-256 hash algorithm. The client hash value is also sent to the blockchain network along with the clinical data.

Figure 3. During the clinical trial, participant inputs clinical data using the mobile app. The app calculates the hash value based on the clinical data, the secret hash key preserved in the smartphone until the end of the study, and the previous hash value. The app sends the clinical data and a hash value to the blockchain network via relay servers.

Completion of the Clinical Trial

When the participant completes the clinical trial, the app sends the secret hash key to the blockchain network, and all data of the participant is registered to the blockchain network (Figure 4).

Figure 4. At the end of the clinical trial, the app extracts the secret hash key from the smartphone and sends it to the blockchain network via relay servers.
Data Validation and Verification

We verify and validate the patient's data collected in the clinical trial using a predetermined protocol. For regulators such as FDA, EMA and PMDA, the full transaction history since the beginning of the study is readily available with precise log data, and the auditing process can be done quickly and with the reliance that all clinical data are guaranteed or version controlled [23].

Blockchain technology ensures a secure and tamper-proof transaction history so that the blockchain network provides an integrity-protected data storage and process transparency [24]. However, there can be vulnerability before registration to the database in the blockchain network. The data can be tampered with and impersonation could occur, resulting in impairment of reliability of the data. To prevent impersonation of the client, we have configured the mechanism so that the account is locked when the participant first logs in to the system. The client app contains the authentication key, and the relay server checks the key so that the relay server only accepts access from the app for the clinical trial. By configuring the internet protocol address restriction to the listed relay server, the blockchain network, which contains the medical data, is protected against external attack. This configuration makes our system highly secure. Even if an attacker breaks the above security system under impersonation or unauthorized access to the relay server, we can validate and distinguish the correct data using the client hashchain function. In order to complement the tamper resistance of the blockchain network and ensure reliability of the entire system, we verified and validated the data integrity using client hashchains and multiple relay servers. User data along with the client hashchain are registered to the blockchain network. The app sends the user data and client hashchain to the blockchain network during the clinical trial. At the end of the trial, the app sends the secret hash key preserved in the client device to the blockchain network. Using the secret hash key, we verify the integrity of the data by calculating the hashchain retrospectively (Figure 5). User data and the client hashchain are sent from multiple relay servers to the blockchain network. A client app sends its clinical data to two relay servers, which are randomly selected from the three relay servers. In order to detect fraudulent access and verify the data sent from the relay servers, the data are compared with each other to confirm that the records are the same (Figure 6).

Figure 5. Data verification and validation using client hashchain. The first hash value is made from the first data and secret hash key. Subsequent hash values are made from clinical data, the previous hash key, and secret hash key.
To evaluate the validation, we have simulated and tested client impersonation and data falsification by fraudulent access to the relay server. The integrity of the data can be maintained even if attacker tries to manipulate the data by impersonating the client device (Figure 7) or fraudulently accessing the relay servers (Figure 8). The result suggests that our proposed function of client hashchain and multiple relay servers can be a complement to the tamper resistance of the blockchain network to ensure the reliability of the entire system.
Figure 7. Simulation of data falsification by client impersonation. If an attacker successfully logs into the app using a stolen account or brute force attack, the attacker can create clinical data from another client device. The data from the impersonated client will be denied since only the true participant’s app preserves the secret hash key that is required to calculate the hashchain.

Figure 8. Simulation of data falsification by fraudulent access to the relay server. If an attacker successfully accesses the relay server fraudulently, the attacker can send falsified data to the blockchain. The falsified data from the hacked server will be detected by the integrity of the hashchain.
Data Integrity During Amazon Web Services Disruption Event

During the trial, we encountered a disruption event of the AWS cloud server in the Tokyo region on August 23, 2019 [29]. This resulted in impaired EC2 instances for some resources in the affected area of the AZ. One of the blockchain network nodes shut down due to disruption of the data center. Since the blockchain network was composed of three organizations that contain two validating peers and we had configured the blockchain network to span multiple AZs in AWS, the redundancy maintained stable operation of the system during the event. Furthermore, our configuration of a periodic health check function using Amazon EC2 Auto Scaling Service automatically restored the affected node in a healthy data center (Figure 9). We have confirmed there were no error records during the disruption event.

Figure 9. System resilience during Amazon Web Services disruption event in the Tokyo region. To secure the redundancy of the system, we have configured the blockchain network to span multiple availability zones (AZs) in Amazon Web Services. Each AZ is made up of one or more data centers equipped with independent power, cooling, and networking to ensure fault tolerance. We have also implemented a periodic health check function using the Amazon EC2 Auto Scaling Service. When one of the nodes in the blockchain network broke down due to the severe disruption of the data center on August 23, 2019, our system maintained stable operation and lost no data by the redundancy of the blockchain network. Furthermore, the health check system using the Amazon EC2 Auto Scaling Group enabled the automatic recovery of the blockchain node in a healthy AZ after the data center disruption event.

Even if further instances in the blockchain network or relay server components break down, we are able to prevent data loss. There are queues in the client smartphone app and relay servers, and the queues retain the clinical data until data are successfully sent. While the queues contain the data, we can recover the affected system.

Discussion

Principal Findings

In this study, we showed that a data management system using blockchain technology can reliably protect medical data and provide an immutable and fully traceable audit trail in a clinical trial. Due to the sensitivity of a hash function’s output in relation
to its input, any change in clinical data will result in a completely different hash string. This string will be an input of the next block’s hash function, and the resulting string will be completely different from what it was prior to the data modification. As such, data integrity in a blockchain-based data management system can be checked by simply comparing the hash values of a blockchain. Verifying integrity can be done quickly, as the regulator needs only check for hash string equivalence. Our system can thus offer an improvement in clinical trial data management, enhancing trust in the clinical research process and easing regulator burden [23]. Although we used Hyperledger Fabric for the blockchain platform, other open-source platforms such as Ethereum can also be applied [42,43]. Furthermore, our system can also be used in clinical trials that collect data via other devices like PC or Internet of Things.

ICH-GCP provides guidance for monitoring conduct of a clinical trial to verify that reported clinical data are complete, accurate, and accounted for by source records. Representatives from the pharmaceutical and medical device industries must visit hospitals frequently and verify data by SDV to confirm that collected medical data are transferred correctly to the case report forms. It has been reported that almost half of the total budget for a phase 3 clinical trial is GCP-related and half of the GCP-related cost is related to SDV [1,3]. The total cost for current SDV in a typical phase 3 trial is estimated at US $90 million, which will be added to the price of the drug [3]. As the size and complexity of clinical trials grow, the cost of monitoring by the traditional method has become increasingly expensive. EMA and FDA have published updated guidelines for the monitoring and oversight of clinical trials. Both agencies encourage study sponsors to implement remote and risk-based monitoring [44,45]. Although remote monitoring may be an attractive alternative to traditional SDV, some studies have shown that remote monitoring can be more time-consuming than traditional monitoring and may be insufficient as a complete alternative for SDV [46]. Another option, risk-based monitoring, also needs risk assessment before its implementation and will not eliminate the need for data verification by the human eye. Conversely, our blockchain-based system enables secure data management without labor-intensive monitoring operations in medical practice. It can drastically reduce the cost of human resources and the risk of human-induced error. Information technology systems for the management of clinical trials need to keep audit trails permanent, tamper-proof, and verifiable, as stipulated by FDA 21 CFR part 11. Blockchain for clinical research involves a promising set of technologies that may advance data integrity and efficiencies in clinical research.

This study was conducted to demonstrate clinical data management using blockchain technology under certification of the regulatory sandbox of the Japanese Cabinet Office. The Japanese government aims to actively explore innovative and disruptive technologies through this regulatory sandbox system under the Cabinet Secretariat to address challenges such as extreme aging of the population [28]. Japanese society is facing challenges like increased national public health expenditures, higher demand for health care services lacking appropriate cost controls, and shortage of health care workers. Some of these challenges are becoming more acute, with recent data indicating that expenditures in health care insurance are growing in Japan [47]. The data collected through the demonstrations in the regulatory sandbox will be used in deliberation for regulatory reform, which will facilitate the creation of innovative business activities with new technologies and new business models.

Severe disruption of cloud server services occurred in the AWS Tokyo region on August 23, 2019, during the clinical trial. Thousands of companies, ranging from internet retailers and smartphone payment platforms to game providers, were affected and their services were suspended. During the event, customers of these services could not access their own information and lost data that should have been generated during the event. Our system maintained stable operation and lost no data from the participants of the clinical trial during the disruption event due to the redundancy of the blockchain network. The configuration of the blockchain network to span multiple data centers in AWS, along with the health check system using Amazon EC2 Auto Scaling, enabled automatic recovery of the blockchain network after severe disruption of the data center. These features in our system, which provide zero downtime for the availability of patient data, are suitable to meet the requirements of clinical trials.

Limitations

Further studies are needed to verify the scalability of the system for conducting various kinds of clinical trials. Although the transaction throughput in the Hyperledger Fabric platform that we used is much higher than public blockchain, further studies like multiple clinical trials in a single system may be fruitful. Data collection via multiple devices should also be tested toward the dissemination of virtual clinical trials.

Conclusion

In our study, we ran a clinical trial for breast cancer using a blockchain-based clinical data management system. The data were validated by protocol, and traceability was secured. Even with the severe disruption event of cloud server services, our system preserved the integrity of the clinical trial data. The study was conducted as a regulatory sandbox project by the Cabinet Office of Japan and will open the possibility for future deregulation measures enabling efficient clinical development.
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Abstract
Digital health innovations have been rapidly implemented and scaled to provide solutions to health delivery challenges posed by the coronavirus disease (COVID-19) pandemic. This has provided people with ongoing access to vital health services while minimizing their potential exposure to infection and allowing them to maintain social distancing. However, these solutions may have unintended consequences for health equity. Poverty, lack of access to digital health, poor engagement with digital health for some communities, and barriers to digital health literacy are some factors that can contribute to poor health outcomes. We present the Digital Health Equity Framework, which can be used to consider health equity factors. Along with person-centered care, digital health equity should be incorporated into health provider training and should be championed at the individual, institutional, and social levels. Important future directions will be to develop measurement-based approaches to digital health equity and to use these findings to further validate and refine this model.

Introduction
The public health crisis posed by coronavirus disease (COVID-19) has ignited rapid implementation of digital health care. In this commentary, we urge the implementation of health equity–informed digital health solutions. We introduce the Digital Health Equity Framework (DHEF) to identify the digital determinants of health and their links to digital health equity. In the current response to the COVID-19 pandemic, digital health has been rightly heralded as an innovative health solution that can ensure ongoing access to clinical care and allow public health measures that stem rapid viral transmission and spread [1,2]. However, unexamined inequities in access to and implementation of digital health as well as the quality of care afforded by digital health can recapitulate and deepen the inequities that have long existed within our health care system.

Digital health is broadly defined as “the field of knowledge and practice associated with the development and use of digital technologies to improve health” [3] across the full range of health technologies introduced into care, including telehealth, mobile health apps and wearable technologies, and online health services and tools. During the COVID-19 public health crisis, two modes of digital health have been commonly used: virtual health care, or televideo-enabled interactions between health providers and patients, and health information that is accessed online or via mobile apps.

Some media commentators [4] have stated that COVID-19 is the “great leveler” because it knows no boundaries and can infect rich and poor, young and old. However, this uncritical perspective misses the systemic factors that impact outcomes of illness and create health inequities between communities and across the life courses of individuals. Mounting evidence suggests that the COVID-19 pandemic has far greater associated...
morbidity and mortality in racialized groups that struggle with poverty and poor access to health care; the pandemic has also been suggested to compound preexisting inequities [5]. Similarly, there has been a lack of attention to health equity in the development of digital health solutions [6]; therefore, when these solutions are applied within the pandemic response, they may have unintended consequences of furthering health inequity. For example, access to technology can be limited by poverty, under-resourcing of health systems and neighborhoods, homelessness, and other factors that decrease engagement with technology and with digital health literacy skills. Health providers may also lack training and competencies in consideration of digital health equity as well as the cultural humility to understand how their patients and communities may experience or interact with technology. Digital health technologies interact with social, cultural, and economic realities and with social determinants of health to indirectly contribute to health equity.

In Dover and Belon’s model, which informs the foundation of the DHEF, the process of social stratification within economic and cultural social contexts refers to the hierarchical allocation and unequal distribution of power, prestige, and resources; this stratification assigns individuals to a social location, which is defined by intersectional factors such as race, age, income, geography, rurality, gender, ability, and occupation as well as other social factors. A person’s social location governs exposure to health-related risks and vulnerabilities, including discrimination. A person’s social location and material circumstances can be mutually reinforcing, and they also intersect with intermediate factors that shape health and health behaviors, including psychosocial stressors; styles of appraisal and coping; biology, including current and health status and preexisting conditions; health-related beliefs and behaviors; current health needs; and their environment [7].

The Digital Health Equity Framework (DHEF)

Here, we propose the DHEF (Figure 1), which applies many health equity factors outlined by Dover and Belon [7] in 2019, integrated with digital determinants of health and digital health equity. In their recent approach, Dover and Belon survey the many frameworks proposed for considering social determinants of health and address some of the limitations of the health equity field by moving from a superficial description of factors to a more comprehensive, ecological approach that considers the multitude of social, cultural, and economic factors that impact health and well-being as well as the interactions among these factors. Most significantly, they link these social determinants to health equity and begin to delineate a structure through which health equity can be measured within organizations and at a health system level.
Similarly, in the DHEF (Figure 1), digital determinants of health interact with other intermediate health factors, such as psychosocial stressors, preexisting health conditions, health-related beliefs and behaviors, and the environment, along with the person’s current health state and needs. For example, access to digital health resources and digital health literacy interact with the degree and kind of psychosocial stress a person is currently experiencing; job loss or poverty, level of education, and previous exposure to digital media can all impact access. Styles of coping and appraisal of risk, along with health-related beliefs, can shape beliefs and behaviors regarding digital health; for example, some patients may have a tendency to avoid health care or to minimize risk, leading to issues such as corollary avoidance of digital health care, privacy-related concerns, or failure to appraise the quality of digital health information. Just as a person’s environment shapes their health care access and quality, it also shapes their digital health access and quality; people living in overcrowded homes may lack privacy or, as with underhoused and homeless populations, may not have access to digital health solutions at all. All these intermediate factors are set into play, are reinforced, and in turn reinforce the socioeconomic and sociocultural context and the social stratification process. Intersections of race, gender, and geography are among the variables that determine one’s power in society and define one’s social location, which is closely linked to and interacts with one’s material circumstances.


Mr Seow is a 48-year-old man living with his older adult father and three children in an apartment in a socioeconomically disadvantaged urban neighborhood. His economic insecurity forces him to continue in his job as a food delivery worker; this exposes both Mr Seow and his father to higher risk of COVID-19 infection. Overcrowding in their apartment adds to that risk. Mr Seow has poorly controlled diabetes, a preexisting health condition that creates a risk of worse health outcomes with COVID-19 infection and is a consequence of the same social inequities. He also suffers from depression.

Mr Seow’s health risks related to COVID-19 may be further compounded by his own style of appraising risk and his own health behaviours. He tends to minimize risk, he smokes, and he has limited awareness of public health advice. His community has aging infrastructure, and the health resources in his neighborhood include an overcrowded hospital with inadequate access to lifesaving equipment such as ventilators.

The effects of these social, cultural, and economic factors compound across Mr Seow’s life course and include intergenerational cumulative effects of social location and material circumstances. Mr Seow’s father, an older adult, is an immigrant who spent time in a detention center many years ago; he equates hospital with imprisonment, also avoids health care, and has many unmet health needs.

The promise of digital health in relation to Mr Seow’s situation is evident. Virtual visits (ie, telehealth) will allow him to continue to access health care for his diabetes and depression while enabling him to avoid exposure to the overcrowded hospital in his community. This has potential to mitigate some of his health risks and support health equity. However, digital determinants of health and likely outcomes of digital health equity should also be examined. Mr Seow’s outcome of receiving virtual health may vary greatly compared with that of a man of the same age living in more economically advantaged circumstances. These inequities must be recognized to be addressed. For example, does Mr Seow have access to technology that supports virtual care? Can he meet with a health provider in a private space within his crowded living situation? Does he have a minimum degree of digital health literacy, with the ability to access and appraise reliable information? Do his own personal beliefs and values about technology support his use of digital health? Are digital health resources available in his community, and do they integrate with other points of access to health care in his community (ie, is this option covered by his insurer, or is it integrated with his primary care provider)?

At the provider level, are Mr Seow’s health care providers, such as doctors and nurses, trained to think about health equity? Do they possess the cultural humility to recognize some of these potential gaps and disadvantages of virtual care for Mr Seow and to make necessary adaptations? Are they trained to monitor outcomes of virtual health in their setting and to consider sociocultural variables in these outcomes?

Addressing health equity extends far beyond the individual and the patient-provider dyad to systemic and social contexts. To ensure digital health equity, primary care, hospitals, and governments must have digital health strategies that identify and addresses potential gaps in digital health care based on these digital determinants of health. To know whether they are successful in achieving digital health equity, they need to conduct ongoing measurements of equity and of digital health outcomes. Health equity considerations must also be part of quality of care considerations, along with person-centered care that considers patient choice and autonomy.

The DHEF expands on the health system as a social determinant of health. Moving the dial on health equity, including digital health equity, requires looking beyond individual factors to the health system. We need to ensure that at every level, from health care providers to institutions, insurers, health regulators, and government, we are able to detect, understand, and work to improve the resourcing and quality of digital health care for all social groups to reduce digital health disparities. Quality of care, which ensures that care is person-centered, safe, timely, effective, and efficient, is also care that is equitable [8]. This includes the quality of digital health care. For example, if digital health care is not experienced as culturally safe by a population of users, or if the environments (living spaces, communities, institutions, and infrastructure) and material circumstances of groups of people are not considered when developing institutional digital health strategies or in the provisioning of funding and remuneration models for providers working with vulnerable populations, the quality of digital care will suffer, and digital health equity will be impacted. The DHEF model highlights the importance of approaching digital health technologies from an ecological perspective, considering the ways that the use of technology by an individual extend out into (and are shaped by) their social, cultural, and economic position in the world. The case shown inTextbox 1 illustrates this interplay using COVID-19 as an example.

There are examples, albeit few, of digital health research that incorporates considerations of social determinants and health equity, particularly in developing contexts [6]; however, this approach needs to become mainstream in all implementations of digital health. Only one week ago, the World Health Organization (WHO) released its 4-year draft global strategy on digital health [3], which aims to support international efforts to “develop the infrastructure for information and
communication technologies for health...[and] to promote equitable, affordable and universal access to their benefits” along with promoting the development of national digital health strategies. In line with the 2030 Agenda for Sustainable Development, the WHO seizes on the “great potential to accelerate human progress, to bridge the digital divide and to develop knowledge societies.” Within the WHO strategy, one of the strategic objectives is to advocate for people-centered health systems that are enabled by digital health. For example, they seek to advance “digital health literacy, gender equality and women’s empowerment and inclusive approaches to adoption and management of digital health technologies.” The report mentions a number of approaches that relate to health equity throughout; however, these are as yet unformulated within the WHO’s implementation plan.

To consider digital health equity within our health and social contexts, we need to establish systematic ways to ensure that potential health inequities are identified and addressed in digital health policies, strategies, and programs so that existing health inequities are not reinscribed onto our virtual health landscapes. Implementation science, which specifies factors relevant to increased uptake of an innovation, is emerging as a critical factor to guide the spread and scaling of digital health; however, implementation models often fail to incorporate health equity factors or to address social determinants of health. To ensure health equity within digital health, we need to be purposeful in implementing digital health in an equitable way and in measuring health outcomes through an equity lens. If we do not collect health equity data, we cannot monitor health equity outcomes. In turn, understanding the population health needs of vulnerable groups can identify barriers to implementation that create innovation gaps, such as the gap between population health interest in digital health care and the capacity of US hospitals to deliver digital health care in response to COVID-19 [9]. Integrating a health equity approach such as the DHEF with a health implementation approach is an urgent need, particularly at this time of rapid advances in digital health innovation. This should include determining appropriate health equity metrics and measures for digital health.

Perhaps most importantly, to avoid duplicating the social stratification that exists in society at large, we need to ensure the meaningful involvement of people from marginalized and vulnerable groups in positions of digital health leadership, as health providers, and in codesign at all stages of innovation and implementation, including as stewards of their own health outcome data. In times of crisis, such as the current COVID-19 pandemic, utilitarian principles of innovation are often viewed as a way to maximize overall social benefits, while egalitarian principles that address inequalities are set aside [10].

**Conclusion**

There is no question that virtual health care can provide sustained access to essential health care; however, this commentary aims to draw attention to the unintended health equity impacts of the pivot to digital health care from the early days of the response to the current pandemic. One of the major limitations of this commentary is that we do not have available data to quantify these concerns. We believe that measurement-based approaches to health equity are a high priority for digital health research. There is emerging work in this area [11], and we hope that the framework we propose can further stimulate investigation into the multiple ways in which digital determinants of health may impact digital health equity. In turn, these data will lead to refinement of the proposed framework. During the COVID-19 pandemic and in its aftermath, we need to urge ongoing attention to health equity, including digital health equity, and to develop processes and measures to prevent our own blind spots and inattention in this regard. The celebrated curve of innovation cannot reinforce the social gradient of health, whereby people in less advantaged socioeconomic positions have less access to digital health care, poorer quality of digital health care, or worse health outcomes.
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Abstract

Background: In case of a population-wide infectious disease outbreak, such as the novel coronavirus disease (COVID-19), people’s online activities could significantly affect public concerns and health behaviors due to difficulty in accessing credible information from reliable sources, which in turn causes people to seek necessary information on the web. Therefore, measuring and analyzing online health communication and public sentiment is essential for establishing effective and efficient disease control policies, especially in the early stage of an outbreak.

Objective: This study aimed to investigate the trends of online health communication, analyze the focus of people’s anxiety in the early stages of COVID-19, and evaluate the appropriateness of online information.

Methods: We collected 13,148 questions and 29,040 answers related to COVID-19 from Naver, the most popular Korean web portal (January 20, 2020, to March 2, 2020). Three main methods were used in this study: (1) the structural topic model was used to examine the topics in the online questions; (2) word network analysis was conducted to analyze the focus of people’s anxiety and worry in the questions; and (3) two medical doctors assessed the appropriateness of the answers to the questions, which were primarily related to people’s anxiety.

Results: A total of 50 topics and 6 cohesive topic communities were identified from the questions. Among them, topic community 4 (suspecting COVID-19 infection after developing a particular symptom) accounted for the largest portion of the questions. As the number of confirmed patients increased, the proportion of topics belonging to topic community 4 also increased. Additionally, the prolonged situation led to a slight increase in the proportion of topics related to job issues. People’s anxieties and worries were closely related with physical symptoms and self-protection methods. Although relatively appropriate to suspect physical symptoms, a high proportion of answers related to self-protection methods were assessed as misinformation or advertisements.

Conclusions: Search activity for online information regarding the COVID-19 outbreak has been active. Many of the online questions were related to people’s anxieties and worries. A considerable portion of corresponding answers had false information or were advertisements. The study results could contribute reference information to various countries that need to monitor public anxiety and provide appropriate information in the early stage of an infectious disease outbreak, including COVID-19. Our research also contributes to developing methods for measuring public opinion and sentiment in an epidemic situation based on natural language data on the internet.

(J Med Internet Res 2020;22(6):e19455) doi:10.2196/19455)
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**Introduction**

The recent appearance of the novel coronavirus disease (COVID-19) has been devastating worldwide. In South Korea, hundreds of new cases have been diagnosed daily since late February 2020. The cumulative number of confirmed cases at the time of writing (April 1, 2020) exceeded 9000. Internationally, over 800,000 cases have been confirmed in more than 200 countries, areas, and territories [1], despite the World Health Organization’s request for global efforts to slow down the spread of the virus the previous month [2]. Most countries have strongly recommended basic preventive methods such as quarantine and isolation of suspected cases, a macrolevel campaign on improving personal hygiene (eg, more frequent hand washing), or using masks in public sites. Additionally, some countries including Korea are now implementing more severe measures such as a social distancing that require the general population to refrain from congregating in public places.

In the event of a population-wide infectious disease outbreak such as COVID-19 people’s online activities could significantly affect public concerns and health behaviors. Many studies have indicated people’s active use of online information in various crisis situations, including a public health crisis [3,4]. Information and emotional exchanges between people on the internet form public opinions and concerns, which in turn affects people’s cognition and behavior. Although these opinions and information on the internet are sometimes useful, they are not always appropriate. There could be dissemination of misinformation, which may lead to inappropriate medical advice or unnecessary anxiety [5-7].

Analyzing data on the internet that records how people voluntarily exchange opinions and information about COVID-19, such as relevant posts from social media services, provides a valuable opportunity to understand and monitor the public concerns over COVID-19 and the dissemination of related information on the internet. Considering the need to manage rumors and monitor public opinions and behaviors in the context of a mass infectious disease, and the importance of internet opinions in the event of a population-wide outbreak, the analysis of the online data has great implications for the formation of efficient and effective health policies and appropriate provision of information. These spontaneously written language materials contain a wealth of information about various topics on COVID-19 that cannot be thoroughly predicted by health policy makers and public health researchers, and thus cannot be measured by a traditional predetermined questionnaire. Hence, analyzing web-based data can supplement traditional surveys and contribute to making health policies for the general population [7-9].

Web data analysis is particularly valuable in the early stage of an infectious disease outbreak. In the early stage of a new disease outbreak, health authorities may lack proper guidelines for the disease, and people may not find trustworthy information from other sources. Because of this situation, people might be more affected by uncertain information on the internet. Thus, monitoring web data in the early stage of an infectious disease outbreak is important to prevent inappropriate dissemination of misinformation or unnecessary anxiety that could occur in the early stage of an outbreak.

This study primarily evaluated the public concerns over COVID-19 in the outbreak’s early stage using data from the online social questions and answers (Q&A) forum in Korea’s largest search engine, Naver.com [10,11], and analyzed the characteristics of item responses. The Naver Q&A forum (the service named “Jisik-In,” meaning “an intellectual” in Korean) resembles Quora.com, as it allows users to post questions and answers on any topic. We used 13,148 questions and threaded answers posted on Naver’s Q&A forum in the early stage of the COVID-19 outbreak to analyze the characteristics of the public’s online concerns and the appropriateness of information circulated there.

In summary, our research questions include the following:

1. What is the focus of the questions on COVID-19 in the Naver Q&A forum?
2. How do the subjects observed in numerous questions change by time and main events?
3. What are the main objects concerning anxiety and worry on COVID-19?
4. How appropriate or significant is the information provided in the answers to the questions communicating anxiety and worry?

**Methods**

**Data Collection**

This study used the question and answer data available on Naver’s Q&A forum. The forum is open to the public and allows individuals to post both questions and answers, anonymously or otherwise.

There were two main reasons for selecting Naver’s Q&A forum among numerous online services available for public opinion exchange. First, Naver is a service provider with a dominant market position in Korea. It receives about 30 million visitors daily and is estimated to be used by about 76% of Korean Internet users as the main search portal website based on a recent survey [10,12]. Moreover, Naver is the only search engine of massive users with a Q&A forum that allows users to freely access the information exchange. Although similar information exchanges could happen in other internet communities and social network services, in general, only their members could approach and see them, so their influence is limited. Therefore, Naver’s Q&A forum data better illustrates the Korean public’s concern generated through online postings. Second, Unlike data from other social media, language data from a Q&A forum includes a detailed context of the author’s interests and feelings. The question and answer form allows the user to post detailed information because its aim is to help others understand the full situation. A Twitter post, for example, often simply reveals an
author’s feelings or anxieties; however, a question from Naver’s Q&A forum explains the issue’s background. Our data, thus, may allow more informative analysis on general public concerns over COVID-19 than other sources of web-based data.

COVID-19–related questions posted between January 20, 2020, and March 2, 2020, and their respective answers were collected from Naver’s Q&A forum and used for analysis. January 20, 2020, was chosen as the starting point for data collection since it corresponds with the diagnosis of the first patient with COVID-19 in Korea, and questions before this date are scarce. Duration of the previously mentioned data was then confirmed by considering the frequency and characteristics of the data during preprocessing. The procedure for identifying the COVID-19–related posts comprised several steps.

First, one question and its attached answers were considered as one document. We collected all the documents (questions and answers) containing the word “코로나” (in English, “corona”) from December 30, 2019, to March 2, 2020. This, however, also extracts questions and answers using the word “코로나” that refers to objects other than COVID-19.

Second, the data were reselected from the results of the first step using additional search criteria to select COVID-19–related questions and answers more accurately. The search criteria were as follows: ([코로나 or corona or 우한 or COVID] and [바이러스 or 폐렴]) or (코로나19 or 코로나19 or 신종코로나 or 신종코로나 or COVID19 or COVID 19 or COVID-19). English and Korean words were mixed in the search criteria because Koreans use both languages commonly. The English translations of the Korean words used here are as follows: 코로나=corona, 우한=Wuhan, 바이러스=virus, 폐렴=pneumonia, 신종코로나=novel corona. Therefore, we included biological words such as virus or pneumonia, or a relatively formal name referring to this disease, such as COVID19 or corona19, in the search criteria. These criteria were used to identify questions and answers that were related to COVID-19 and contained at least a fraction of biological perspective, as we assumed that the biological words and formal name reflect the perspective at least a little. Since COVID-19 is a controversial issue in domestic politics, we searched for posts that contained at least some biological perspective and excluded posts written purely from a political viewpoint.

Third, we isolated the questions from the selected data and again selected the questions satisfying the following search criteria: (코로나 or corona or 우한 or COVID). Questions including irrelevant words (eg, pets, guitars) were removed. Since dogs or cats could be infected with a different type of coronavirus than COVID-19, there were questions about it. We excluded the questions related to pets. Questions related to “corona,” the guitar-producing company in Korea, were also excluded. The advanced criteria were applied only to the questions because some users supplied answers without considering the questions’ contents. In other words, although rare, there were cases in which answers related to COVID-19 were attached to questions unrelated to COVID-19. This ensured that both questions and answers were related to COVID-19.

Fourth, the duplicate questions were deleted. Q&A forum users sometimes reposted the same question or posted a similar question with a slight change in the wording, which were unhelpful. The criteria used to find duplicate questions were whether the first 50 or the last 50 characters of the question, including blank spaces, were duplicated.

Fifth, the few questions (n=14) posted before January 20, 2020, were deleted, as the data in this period cannot represent public concern properly. As a result, 13,148 questions and 29,040 answers, which were assumed to be related to COVID-19, were collected. Figure 1 presents a schematic summary of this process.
Data Analysis

Several text-mining techniques, including structural topic modeling and word network analysis, were used to analyze public concerns from 13,148 questions. Language data analyses have often used human interpretation capability [13]. The theme in language materials results from synthesizing various information, more than what is simply and explicitly expressed. Therefore, it is convenient to capture themes by mobilizing human ability to interpret texts. However, there is a clear limitation on the amount of data that can be processed by a few researchers. This explains why several previous studies analyzing medical-related media or internet posts used a small amount of sample data [14-16]. These studies were also susceptible to the unfavorable effects of human researchers’ subjectivity. Using text mining techniques to extract useful information from large volumes of data using computers, this study objectively estimated public concerns from large volumes of language data.

Although text mining allows us to examine a huge amount of data, these techniques usually cannot capture delicate nuances. For example, using basic text mining techniques, determining whether the answer is correct information or a rumor is somewhat difficult. This poses a challenge to the researcher because rumors, especially convincing rumors, use similar words and connection of words with valid information. To compensate for this, we also used a method that allows medical doctors (family medicine specialists) to categorize answers to questions on a particular topic and then analyze the characteristics of those answers.

In summary, three main methods were used for analysis: the structural topic model (STM), network analysis, and professional qualitative classification. Each method is described in the following sections.

**Structural Topic Model**

The STM, a type of topic modeling method, was selected to extract the overall themes or focus of 13,148 questions and examine how the theme or focus changed over time.

Like most topic modeling methods developed after the latent Dirichlet allocation (LDA), the STM can extract multiple topics and the topics’ probability distribution in each document from a large number of documents. The extracted topics and their distribution are information that summarizes the given documents [17,18].

The topic estimation process is based on several assumptions. Topic modeling methods assume that a document is a simple set of words and a topic is a probability distribution of words (eg, cat: 0.015, dog: 0.01, pet: 0.009, etc). Each document contains multiple topics with specific probability distributions (eg, the first document: topic 1=0.4, topic 2=0.2, and topic 3=0.4). It is then assumed that individual documents were randomly generated from the topics and their distribution per document, and were not directly written by humans; thus, the most probable topics and their distributions are estimated considering the given data [17-19].

Naturally, the probability distribution of words itself does not have intuitive meaning; however, we can interpret the meaning of the topic from the probability distribution of words. When a topic is expressed qualitatively, it mainly appears as an unequal use of words. For example, suppose a topic of “cancer screening test” exists in the language materials. Certain words like “screen” or “mammography” would be used more frequently in this material than other words. Therefore, if we can deduce...
the word probability distributions, which are likely to produce the given documents, we can also deduce the topics’ meanings by noting the high probability words in the corresponding probability distributions.

Distributions of topics in each document are also important information for interpreting the topics because they can be used to identify how each topic is realized into language material. We can also identify documents that have the highest proportion on each individual topic. For example, we can identify the top ten documents with the highest proportion of topic 2 among all documents. After reading the ten documents, we can understand the detailed context and intuitive meaning of topic 2 more accurately.

In short, the topic modeling method estimates topics and their probability distributions per document that explain the given documents appropriately. Although the probability distribution itself does not provide intuitive meaning, researchers could interpret the topics’ meaning.

Besides this general function of topic modeling, the STM estimates how much of the document’s meta information affects the topics’ proportion or content [20,21]. Meta information refers to other information that exists in the document outside the document’s content (eg, when a document was written or the type of author). The STM estimates how the meta information affects the proportion and content of the extracted topics. Given that this study primarily aimed to analyze how the topics of questions changed over time, these attributes of the STM were deemed appropriate to achieve our research objectives. This study estimated how the time of posting the question affected the proportion of question topics.

The application of the STM to the questions is described as follows. Of the 13,148 questions, 12 questions were additionally eliminated in the preprocessing for the STM. We only used the words that appeared in at least 2 questions and questions that contained at least 2 words, as a word that only appears in a single document or a question that contains only 1 word carries little information for topic modeling. We estimated 50 topics from the remaining 13,136 questions. The number of topics was set at 50 because there was no significant improvement in topic modeling performance after 50 as measured by the held-out likelihood [22] when changing the number of topics from 10 to 80 in increments of 5 (Figure 2). The posting time of the questions, which was measured by the unit of 1 day, was used as a covariate in our model for estimating topics’ proportion change by time.

All the topics were interpreted and labeled by considering three kinds of information: the words given high probability in each topic, the words with a high frequency and exclusivity (FREX) score in each topic, and the documents with a high proportion of each topic. The importance of the high probability words and the documents estimated to have a high proportion of each topic in interpreting topics has been explained previously. The words with a high FREX score supplement the high probability words by considering exclusivity and frequency together [21]. That is, a high FREX score word of a topic is important, especially in the topic. All the authors collectively interpreted and labeled 50 topics, considering the top 15 probability words, the top 15 FREX score words, and the top 10 questions with a high proportion of each topic.

We also used the STM to sample representative questions containing subjects related to anxiety and worry. To analyze the appropriateness of the answers to the questions related to the public’s anxiety and worry, most representative questions needed to be reselected from the entire batch of questions. Since it is impossible for a small group of human researchers to review 13,148 questions directly, the STM results were used to select questions that contained anxiety- and worry-related topics. We extracted questions that contained a high proportion of topics discussing physical symptoms and self-protection methods against COVID-19 because they were revealed as the main targets of anxiety and worry.
Network Analysis

Topic modeling is useful for identifying broad topics in a large volume of documents; however, a researcher cannot control the model to see results on specific subjects. Therefore, analyzing the relationship between particular words of interest is important in achieving our research goals.

One of our research objectives was to identify the objects and contexts of anxiety and worry expressed by people. To identify the source of anxiety and worry, we extracted the top 20 words that appeared most frequently in the questions including the words “불안” or “걱정,” which are Korean words for “anxiety” and “worry,” respectively. We considered both words appearing in the same question as a linkage or an association between the words.

Additionally, we created a word network using the top 50 words linked to the two Korean words referring to anxiety and worry to analyze the context of people’s anxiety and worry comprehensively. Observing individual words associated with anxiety and worry cannot accurately analyze the full context of anxiety and worry. A network of words linked to anxiety and worry allowed us to further analyze the context of anxiety and worry. Therefore, the top 50 words associated with the two Korean words referring to anxiety and worry were gathered, and the network was created. Connection criterion is a coappearance of words in the same question. This network is extremely dense because the network is made of words that are used in a similar context. Only the most prominent links were required to be selected to extract particularly prominent meanings. For this, only the links with the highest weight, (ie, 500 of the most frequent connections) were extracted to create a subnetwork. This subnetwork was assumed to contain the most prominent contexts related to people’s anxiety and worry.

The network community detection algorithm was applied to this subnetwork to extract distinguished themes from the network. This algorithm identifies relatively more cohesive communities of nodes within a network [23-25]. When applied to our word network, it worked to find a set of words that appeared more frequently with each other in the entire network. For example, the algorithm could judge that a “China,” “Wuhan,” “pneumonia,” “infection,” and “travel” word cluster appeared frequently in the entire word network. This was interpreted as a distinct theme that we found through network analysis. In other words, the network community detection algorithm identified the most prominent and distinct contexts that appeared when people expressed anxiety or worry. We identified cohesive communities of words, which contained at least 5 words because this amount was required to interpret the word community into a meaningful theme.

Walktrap was selected from the various network community detection algorithms because of its excellent performance while overcoming the “resolution problem” [25,26]. A resolution problem refers to a situation in which algorithms do not capture a community of a small number of nodes properly, a frequently faced problem in applying network community detection algorithms. Put simply, the Walktrap algorithm calculates the
distance between nodes in the network using a random walk from each node and finds communities based on that distance. The analyst sets the step of the random walk for distance calculation, which we set to 2. The network analysis was implemented through the igraph package of R (R Foundation for Statistical Computing).

The Walktrap algorithm was also used to identify cohesive communities of topics related to each other. The STM estimates the correlation between topics [20,27]. A positive correlation between two topics means that the two topics are likely to appear together in the same document. We assumed this positive correlation to be a link between topics and formed a network of all topics. Next, using the network community detection algorithm, we analyzed whether there were relatively more cohesive communities of topics in the entire network of topics. In other words, we tried to identify sets of topics that were often expressed together. Consequently, we identified 6 topic communities that were judged to be cohesive. We labeled each topic community to express broader themes embracing topics belonging to the topic community, considering each topic’s interpretation made through the STM.

That is, after estimating 50 topics from 13,136 questions, these topics were summarized into 6 topic communities using the Walktrap algorithm and then interpreted. This additional step was employed due to the fact that, although 50 topics is a great summary, it is still a lot of information for a person to grasp intuitively.

Professionals’ Qualitative Coding

Using the results of the aforementioned methods, we assessed the appropriateness of the answers to questions dealing with the main targets of anxiety and worry, and found that the main themes were physical symptoms and self-protection methods. We selected sample questions and answers that addressed these two subjects. Two medical doctors, who are family medicine specialists and the authors of this paper, classified the answers into 5 independent categories: appropriate answers, unrelated answers, wrong answers, advertisement, and other. If there was a disagreement on an answer’s category, they discussed until they reached an agreement and recorded the agreed result.

The sample questions were selected by considering the proportion of topics in each question that resulted from using the STM. The themes of physical symptom and self-protection correlated with the fourth and fifth topic communities, respectively. Choosing high proportion questions from each community of topics could form good sample questions that appropriately represent each theme. Therefore, the proportion of the topic communities 4 and 5 was calculated for each question based on the topic proportion information per question. It was created by adding up the proportion of topics belonging to each topic community. The top 100 questions were selected for both topic communities 4 and 5, and the answers to each question were identified. The number of answers was 250 and 306, respectively.

Morphological Analysis and Part of Speech Tagging

For the previously mentioned methods, especially STM and network analysis, to function properly, morphemes need to be extracted from our language data. That is, we need information about what kinds of words appeared from where and at what frequency. The program used to determine this is called a morphological analyzer. From the many types of morphological analyzers applicable to Korean, Komoran was used because it is resilient to the spacing problem in Korean and is sufficiently qualified, as it won awards from the National Institute of Korean Language in 2016.

We would like to mention in advance a caveat regarding the words extracted from the data by Komoran; Korean and English do not respond 1:1. For example, there are several Korean words that can be translated as fever (“열” and “발열”). When translating such words into English, we numbered them (eg, fever_1, fever_2).

Results

Frequency of Documents and Words

Our data included a total of 13,148 questions. Figure 3 presents the number of questions sorted by date. Of the words that appeared in the questions, Table 1 presents the top 30 frequency words. Those occupying the top 5 positions include “cough,” “symptom,” “throat,” “mask,” and “confirmed diagnosis.”
Figure 3. Number of questions by date.
Table 1. Top 30 frequency words in all questions (nouns, excluding words containing "corona").

<table>
<thead>
<tr>
<th>Words</th>
<th>Frequency, n</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cough</td>
<td>5589</td>
</tr>
<tr>
<td>Symptom</td>
<td>4739</td>
</tr>
<tr>
<td>Throat</td>
<td>4177</td>
</tr>
<tr>
<td>Mask</td>
<td>2822</td>
</tr>
<tr>
<td>Confirmed diagnosis</td>
<td>2199</td>
</tr>
<tr>
<td>Human</td>
<td>2095</td>
</tr>
<tr>
<td>Cold</td>
<td>1983</td>
</tr>
<tr>
<td>Sputum</td>
<td>1953</td>
</tr>
<tr>
<td>Fever_1</td>
<td>1907</td>
</tr>
<tr>
<td>Degree</td>
<td>1887</td>
</tr>
<tr>
<td>Pneumonia</td>
<td>1844</td>
</tr>
<tr>
<td>House</td>
<td>1795</td>
</tr>
<tr>
<td>Worry</td>
<td>1792</td>
</tr>
<tr>
<td>Wuhan</td>
<td>1787</td>
</tr>
<tr>
<td>Hospital</td>
<td>1780</td>
</tr>
<tr>
<td>China</td>
<td>1691</td>
</tr>
<tr>
<td>Rhinorrhea</td>
<td>1432</td>
</tr>
<tr>
<td>Head</td>
<td>1427</td>
</tr>
<tr>
<td>Infection</td>
<td>1359</td>
</tr>
<tr>
<td>Work</td>
<td>1352</td>
</tr>
<tr>
<td>Recent</td>
<td>1278</td>
</tr>
<tr>
<td>Novel</td>
<td>1268</td>
</tr>
<tr>
<td>Headache</td>
<td>1246</td>
</tr>
<tr>
<td>Nose</td>
<td>1153</td>
</tr>
<tr>
<td>Feeling</td>
<td>1144</td>
</tr>
<tr>
<td>Test</td>
<td>973</td>
</tr>
<tr>
<td>Travel</td>
<td>958</td>
</tr>
<tr>
<td>Body</td>
<td>911</td>
</tr>
<tr>
<td>Anxiety</td>
<td>863</td>
</tr>
<tr>
<td>Virus</td>
<td>747</td>
</tr>
</tbody>
</table>

Structural Topic Model

About 50 topics were estimated from 13,136 questions using the STM and were interpreted by the authors. Table 2 presents the results of the interpretation. The first column from the left is the topic number, the second column is the topic’s interpretation, and the third column is the topic community number that each topic belongs to. Topic numbers and topic community numbers are nominal numbers for distinction.

Most topics had an apparent subject or consistent contents that allowed a precise interpretation. Some topics, however, were extracted because of expressions that appeared repeatedly in various questions, regardless of the content of the question. This is because topic modeling captures the coappearance patterns of multiple words observed in documents without considering the meanings of words. For example, if many questions on different subjects contain similar expressions, like “please answer my question or you could be cursed,” the topic model would capture that pattern and estimate the topic based on the pattern. In our model, several topics were extracted because of unique Korean language usages. In this case, we unified the interpretation of the topic as “Questions involving particular Korean language expressions without a common subject.” Additionally, we presented the most prominent Korean expression in these topics in Korean in parentheses and translated its meaning into English.

The third column in Table 2 resulted from applying Walktrap to the topics’ correlation network for grouping topics into several cohesive communities. A total of 50 topics were categorized into 6 topic communities, each given a number (the rightmost
The topics in Table 2 were sorted according to the topic community numbers to help readers easily identify topics belonging to each topic community. Figure 4 presents a visualization of the entire topics network and communities of topics identified through Walktrap. A node is a topic, the number below a node is the topic number, a link is a positive correlation between topics, and the color of the node indicates the topic grouping. Therefore, topics of the same color belong to the same community. Table 3 presents the result of the authors’ interpretations of topic communities.

The STM calculates the proportions of topics on a per-document basis. This allowed us to calculate the proportion of each topic in the entire document, which could also be used to calculate the proportion of the topic communities in the entire document. We aggregated proportions of topics belonging to the same community. Additionally, the STM calculated the proportion variation of all topics over time because the time variable was set as a covariate in our STM. The estimates of topics’ proportion changes over time could also be aggregated to produce the proportion change of the topic communities over time. Figures 5 and 6 present the results.

Topic community 4 (questions suspecting possible COVID-19 infection after developing a particular symptom) occupied the largest proportion of all the questions. It increased sharply in late February when the number of infections had begun to increase earnestly in Korea. In Figure 6, the yellow line (topic community 4) and the dashed line (the number of confirmed patients) are almost parallel after the second increase for topic community 4, the yellow line mimicking the increase in the number of confirmed patients. Moreover, it is noticeable that the portion of topic community 2 (concerns over working conditions caused by COVID-19) increased slightly as the COVID-19 situation became prolonged.
Table 2. Interpretations of topics.

<table>
<thead>
<tr>
<th>Topic number</th>
<th>Interpretation</th>
<th>Topic community number</th>
</tr>
</thead>
<tbody>
<tr>
<td>14</td>
<td>Questions on interpretation of English text related to COVID-19</td>
<td>1</td>
</tr>
<tr>
<td>21</td>
<td>Questions on daily life that have little relevance to COVID-19</td>
<td>1</td>
</tr>
<tr>
<td>34</td>
<td>Questions on using public transport</td>
<td>1</td>
</tr>
<tr>
<td>37</td>
<td>Questions suspecting possible COVID-19 infection from past activity or experience</td>
<td>1</td>
</tr>
<tr>
<td>39</td>
<td>Questions on screening centers or hospital visits</td>
<td>1</td>
</tr>
<tr>
<td>44</td>
<td>Questions suspecting or worrying about possible COVID-19 infection by going outside or coming in contact with people</td>
<td>1</td>
</tr>
<tr>
<td>45</td>
<td>Questions suspecting or worrying about possible COVID-19 infection in their family</td>
<td>1</td>
</tr>
<tr>
<td>49</td>
<td>Questions involving particular Korean language expressions (“~때”: a noun indicating the particular point in time; “~문제”: problem regarding ~) without a common subject</td>
<td>1</td>
</tr>
<tr>
<td>28</td>
<td>Questions regarding the impact of COVID-19 on their working conditions or days off work</td>
<td>2</td>
</tr>
<tr>
<td>1</td>
<td>Questions on the current status of the COVID-19 outbreak in Korea</td>
<td>3</td>
</tr>
<tr>
<td>2</td>
<td>Questions on the current status of the COVID-19 outbreak outside of Korea</td>
<td>3</td>
</tr>
<tr>
<td>3</td>
<td>Other questions regarding COVID-19</td>
<td>3</td>
</tr>
<tr>
<td>5</td>
<td>Questions on the expectation of further spread of the COVID-19 outbreak</td>
<td>3</td>
</tr>
<tr>
<td>6</td>
<td>Questions on the specific information of confirmed patients in a regional area, including patients’ “route map”</td>
<td>3</td>
</tr>
<tr>
<td>10</td>
<td>Questions regarding the end of the COVID-19 epidemic.</td>
<td>3</td>
</tr>
<tr>
<td>12</td>
<td>Questions involving particular Korean language expressions (“<del>가 궁금하다”: I wonder</del>; “<del>을알려달라는”: please explain about</del>) without a common subject</td>
<td>3</td>
</tr>
<tr>
<td>13</td>
<td>Questions expressing the author’s fear and difficulty related to COVID-19</td>
<td>3</td>
</tr>
<tr>
<td>15</td>
<td>Questions about treatment of COVID-19 in hospitals</td>
<td>3</td>
</tr>
<tr>
<td>18</td>
<td>Questions on specific circumstances that lead to COVID-19 infection</td>
<td>3</td>
</tr>
<tr>
<td>23</td>
<td>Questions involving particular Korean language expressions (“부탁드립니다”: could I ask~ please) without a common subject</td>
<td>3</td>
</tr>
<tr>
<td>24</td>
<td>Questions on the impact of the COVID-19 outbreak on the stock market</td>
<td>3</td>
</tr>
<tr>
<td>25</td>
<td>Questions relating to religion and donation</td>
<td>3</td>
</tr>
<tr>
<td>26</td>
<td>Questions about government policies on COVID-19, including an entry ban</td>
<td>3</td>
</tr>
<tr>
<td>29</td>
<td>Questions related to the Sincheonji Church and religious events</td>
<td>3</td>
</tr>
<tr>
<td>32</td>
<td>Questions involving particular Korean language expressions (“가능할까요”: is it possible to~) without a common subject</td>
<td>3</td>
</tr>
<tr>
<td>33</td>
<td>Questions involving particular Korean language expressions (“완전”: an adverb expressing the importance, such as completely or totally; “~걸니다”: an auxiliary verb indicating the current status) without a common subject</td>
<td>3</td>
</tr>
<tr>
<td>35</td>
<td>Questions on a COVID-19 vaccine and treatment</td>
<td>3</td>
</tr>
<tr>
<td>40</td>
<td>Questions about Wuhan pneumonia in China</td>
<td>3</td>
</tr>
<tr>
<td>46</td>
<td>Questions on school opening and delay of school opening; questions on postponing the beginning of the school semesters and reopening date</td>
<td>3</td>
</tr>
<tr>
<td>47</td>
<td>Questions involving particular Korean language expressions (“<del>하다”: I feel like</del> then; “<del>하는 데”: it comes to</del>) without a common subject</td>
<td>3</td>
</tr>
<tr>
<td>50</td>
<td>Questions involving particular Korean language expressions (“요즘”: these days or at the moment) without a common subject</td>
<td>3</td>
</tr>
<tr>
<td>4</td>
<td>Questions suspecting possible COVID-19 infection after developing a sore throat</td>
<td>4</td>
</tr>
<tr>
<td>9</td>
<td>Questions suspecting possible COVID-19 infection after developing chest discomfort</td>
<td>4</td>
</tr>
<tr>
<td>Topic number</td>
<td>Interpretation</td>
<td>Topic community number</td>
</tr>
<tr>
<td>-------------</td>
<td>--------------------------------------------------------------------------------</td>
<td>------------------------</td>
</tr>
<tr>
<td>16</td>
<td>Questions suspecting possible COVID-19 infection after developing a febrile sense and respiratory abnormality</td>
<td>4</td>
</tr>
<tr>
<td>19</td>
<td>Questions suspecting possible COVID-19 infection after developing a fever</td>
<td>4</td>
</tr>
<tr>
<td>22</td>
<td>Questions on the risk of catching COVID-19 from an exposure to cold weather or in day-to-day living</td>
<td>4</td>
</tr>
<tr>
<td>27</td>
<td>Questions suspecting possible COVID-19 infection after developing respiratory discomfort</td>
<td>4</td>
</tr>
<tr>
<td>31</td>
<td>Questions suspecting possible COVID-19 infection after developing a headache and cough</td>
<td>4</td>
</tr>
<tr>
<td>38</td>
<td>Questions suspecting possible COVID-19 infection after developing diarrhea and eating particular food</td>
<td>4</td>
</tr>
<tr>
<td>43</td>
<td>Questions suspecting possible COVID-19 infection after travelling</td>
<td>4</td>
</tr>
<tr>
<td>8</td>
<td>Questions about personal protection such as wearing a mask</td>
<td>5</td>
</tr>
<tr>
<td>11</td>
<td>Questions on the novel coronavirus contamination mechanism</td>
<td>5</td>
</tr>
<tr>
<td>17</td>
<td>Questions about how to use a mask</td>
<td>5</td>
</tr>
<tr>
<td>41</td>
<td>Questions on nonscientific knowledge related to COVID-19</td>
<td>5</td>
</tr>
<tr>
<td>42</td>
<td>Questions about hand sanitizer and parcels</td>
<td>5</td>
</tr>
<tr>
<td>48</td>
<td>Questions about disinfectants and air purifiers</td>
<td>5</td>
</tr>
<tr>
<td>7</td>
<td>Questions about the safety of traveling or visiting public places</td>
<td>6</td>
</tr>
<tr>
<td>20</td>
<td>Questions about safety related to travel</td>
<td>6</td>
</tr>
<tr>
<td>36</td>
<td>Questions on travel and flight cancellation procedures and fees</td>
<td>6</td>
</tr>
</tbody>
</table>

bSimilar to when in a sentence (ie, when I was young).
cSimilar to have in a sentence (ie, I have a headache).
Figure 4. Topics network and topic communities.

Table 3. Interpretations of topic communities.

<table>
<thead>
<tr>
<th>Topic community</th>
<th>Interpretation</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>General concern about COVID-19(^a) infection</td>
</tr>
<tr>
<td>2</td>
<td>Concerns over working conditions caused by COVID-19</td>
</tr>
<tr>
<td>3</td>
<td>Questions about the current status of COVID-19 in Korea and government policies</td>
</tr>
<tr>
<td>4</td>
<td>Questions suspecting possible COVID-19 infection after developing a particular symptom</td>
</tr>
<tr>
<td>5</td>
<td>Questions related to self-prevention measures such as wearing a mask</td>
</tr>
<tr>
<td>6</td>
<td>Questions about travel and going out</td>
</tr>
</tbody>
</table>

\(^a\)COVID-19: coronavirus disease.
Network Analysis

We extracted 20 words that were most frequently connected with words referring to anxiety and worry (in Korean, “불안” and “걱정,” respectively) from the questions posted from January 20 to March 1, 2020. Table 4 presents the results. In Table 4, the top 5 words include “cough,” “symptom,” “throat,” “mask,” and “cold.” This allowed us to infer that people’s anxiety was centered on physical symptoms and key self-protection methods, such as wearing masks.

We also checked whether the list of words associated with anxiety and worry would vary with time. The period (January 20–March 1, 2020) was divided into 6 weeks, and the top words associated with anxiety and worry was extracted from the data of the 6 subperiods (Figure 7). During the week of January 20–26, when the first confirmed COVID-19 cases were reported,
the primary subject of anxiety was “China and traveling.” This was natural, considering that COVID-19 was limited to the Chinese Mainland at that time. However, as the number of confirmed COVID-19 cases increased in Korea, words related to physical symptoms appeared as the top words. The period after February 17 was when the number of confirmed cases increased sharply in South Korea by 2 or 3 digits. Henceforth, Koreans needed to be careful about contact with confirmed patients, and the word “confirmed diagnosis” emerged as the main word associated with anxiety. The word “mask” was consistently included in the top 10 words in all periods. In other words, the anxiety and worry about self-protection have been prevalent consistently throughout the entire period.

Table 4. Top 20 frequency words appearing with anxiety and worry in all questions (nouns, excluding words containing “corona”).

<table>
<thead>
<tr>
<th>Word</th>
<th>Frequency, n</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cough</td>
<td>895</td>
</tr>
<tr>
<td>Symptom</td>
<td>750</td>
</tr>
<tr>
<td>Throat</td>
<td>602</td>
</tr>
<tr>
<td>Mask</td>
<td>507</td>
</tr>
<tr>
<td>Cold</td>
<td>418</td>
</tr>
<tr>
<td>Degree</td>
<td>409</td>
</tr>
<tr>
<td>House</td>
<td>404</td>
</tr>
<tr>
<td>Confirmed diagnosis</td>
<td>400</td>
</tr>
<tr>
<td>Recent</td>
<td>399</td>
</tr>
<tr>
<td>Human</td>
<td>386</td>
</tr>
<tr>
<td>Hospital</td>
<td>386</td>
</tr>
<tr>
<td>Sputum</td>
<td>383</td>
</tr>
<tr>
<td>Fever_1</td>
<td>348</td>
</tr>
<tr>
<td>Wuhan</td>
<td>322</td>
</tr>
<tr>
<td>China</td>
<td>310</td>
</tr>
<tr>
<td>Pneumonia</td>
<td>308</td>
</tr>
<tr>
<td>Work</td>
<td>274</td>
</tr>
<tr>
<td>Rhinorrhea</td>
<td>271</td>
</tr>
<tr>
<td>Headache</td>
<td>245</td>
</tr>
<tr>
<td>Thought</td>
<td>238</td>
</tr>
</tbody>
</table>
Figure 7. Top 20 frequency words appearing with anxiety and worry in all questions by week (nouns, excluding words containing “corona”).

Figure 8. Word network of top 50 words linked to anxiety and worry.
Professionals’ Qualitative Coding

Figure 9 shows the results of two medical doctors’ categorization of the answers to sample questions dealing with the main targets of anxiety and worry into five categories.

Figure 9. Proportion of answer categories (based on sample data). COVID-19: coronavirus disease; prop: proportion.

Discussion

In the event of a novel infectious disease outbreak, the general population cannot easily assess the accuracy of the information regarding the disease, and there is increased reliance on online information. Obtaining appropriate and accurate information is extremely difficult, especially in the early stage of an outbreak, due to the uncertainty about the disease. There may be a delay before the governance body, such as health authorities, announces official statements regarding the disease, including symptoms, treatment, or preventive measures. However, it is unlikely that the public would refrain from seeking information and patiently wait until the accurate information becomes publicly available. In this scenario, it is more probable that the members of the populace would seek to acquire the much-needed information from other sources such as the internet.

Consistent with previous studies, our data showed that people sought information regarding COVID-19 on the web. The analysis of 13,136 questions revealed that the largest proportion of topics was regarding anxiety and worries about possible COVID-19 infection after developing a particular symptom. The proportion of topics regarding concerns over working conditions also slightly increased as the COVID-19 outbreak became prolonged. Physical symptoms such as cough, throat pain, and sputum as well as self-protective measures such as wearing a mask were some top key words that simultaneously appeared with the words anxiety and worry in the word network analysis. This implies that the people were mainly concerned about whether developing a particular physical symptom was relevant to COVID-19 and ways to protect them from COVID-19.

We also analyzed the appropriateness of the answers that replied to the questions. About 63% of the total answers to questions on suspecting possible COVID-19 infection after developing particular symptoms were evaluated as appropriate, while 15.6% of the answers were incorrect, implying a potential dissemination of misinformation. For questions regarding self-protective measures, such as questions asking how to wear masks properly, as much as 66.3% of the answers were advertisements. Thus, it can be assumed that the general population may have difficulty in obtaining appropriate information on self-protective measures.

This study contributes to the establishment of early health communication about public concerns and anxiety observed at...
the early stage of COVID-19. The initial stage of the epidemic is when neither the health authorities’ policies nor people’s understanding of the epidemic has stabilized. Under these circumstances, people’s online exchange of information and emotion can have a great influence. Governments should implement proper measures to establish online health communication in the early stage of an outbreak to provide appropriate and accurate information. Considering that web data-based studies related to COVID-19 are rare at present, our research’s policy and academic value is more pronounced. Although there are studies that use web data to analyze various characteristics of public psychology for other infectious diseases, there are few studies related to COVID-19. Given that numerous countries have been affected recently and are in the initial stage of the COVID-19 outbreak, our study on South Korea, which experienced COVID-19 relatively early, could be a reference point for policy making in other countries.

This study also contributes to devising methods of measuring public psychology using language data in the circumstance of an infectious disease outbreak. Understanding public psychology and culture is essential when dealing with infectious diseases [28] because public psychology greatly impacts the management of infectious diseases [29]. Public anger toward the infected, for example, is common in infectious disease outbreaks, which can induce the infected to hide from quarantine efforts such as screening tests. This is because the infected people will try to avoid the intense social anger directed at them. To prevent this, it is necessary to promptly measure public sentiment in detail and organize appropriate responses such as creating social support for the infected. However, as previously indicated, traditional surveys are relatively difficult to implement quickly and are not free from limitations (eg, effect of researchers’ frame on answers, relative difficulty of collecting real time data) [30]. Recently, analysis of language data using computers and statistical models has been introduced, and several scholars have suggested its usefulness [13,31,32]. Our paper provides examples of its use concerning an infectious disease outbreak. Beyond the Q&A forum, various language materials are available on the internet, which can be used to actively supplement existing methods of investigation and create diverse methods to approximate public anxiety. In short, this study shows the potential for “online data-based health policy decision making.”

Additionally, this study is differentiated from other studies in how we used text mining techniques. Previously, papers using health-related text data often used frequency as the main information, such as the number of Twitter mentions [33], or applied LDA [34,35], which is the most commonly used topic modeling technique [36]. By using the STM, this study more systematically analyzed how the proportions of COVID-19–related topics varied over time while maintaining the advantages of topic modeling methods. Moreover, this study does not merely apply existing text mining techniques to health-related data but also contributes methodologically on how to use topic modeling methods. Various topic modeling methods have been used as the LDA in many studies [36], most of which draw conclusions from the estimated topics. However, solely focusing on topics has one downside: if the amount of data is substantial, the number of topics will also increase, making it difficult to identify overall patterns that appear in the entire data set. Too many topics, for example 300 topics, represent vast information, which would likely pose a formidable barrier to human researchers. Our research has introduced a way to find sets of topics connected to each other by forming a network of topics and finding cohesive topic communities in them through a network community detection algorithm. In our results, 6 topic communities were found and each community contained content-related topics. It is surprising that the topics belonging to each topic community are meaningfully interrelated, as the topic communities are derived from the community detection algorithm and a correlation matrix deduced by the STM results, not through human researchers’ categorization based on the topics’ contents. In other words, this study proposes a data-driven method of making topic clusters, which could be used for detecting broader themes from numerous topics that were estimated from a vast number of documents.

Various advanced analyses are possible using the data and results of this study. One of the notable results in our study is that the proportion of topic community 4 (questions suspecting possible COVID-19 infection after developing a particular symptom) seems to be linked to the actual number of confirmed patients. Considering that the symptoms observed in topic community 4 (eg, cough, throat pain, and sputum) were reported as common symptoms of COVID-19 in other clinical reports, this linkage might not be a coincidence. This suggests that information extracted from web data may help identify and even predict the actual trend of infectious diseases. Future research could use sophisticated time series analyses to scrutinize this possibility. Additionally, it is noteworthy that a certain kind of question could have a high proportion of answers written from commercial motivations (Figure 9). This implies that there are many attempts to commercially exploit the infectious disease crisis, and the social effects related to these attempts could be explored using this study’s results. Finally, if adequate data of a longer period is available, analyzing how the importance of online information and communication changes over time would be a valuable research project. These further studies will enhance the efficient use of online data for public health.

This study has limitations concerning the range of data. Although Naver is the most popular portal website in Korea, people are not just using this one service. For further comprehensive analysis of information and emotion exchange in online spaces, various sources of web data, including various social network services, need to be incorporated. Furthermore, since the internet user population does not appropriately represent the entire population, it is necessary to consider using the data produced through traditional methods such as surveys and the internet natural language data together.

Nevertheless, this study showed how health information exchanged based on the disease transmission related to people’s anxiety and commercial interest in new infectious disease outbreak via a novel approach using online data analysis and topic modeling.
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Abstract

The outbreak of the coronavirus disease (COVID-19), caused by severe acute respiratory syndrome coronavirus 2, spread worldwide after its emergence in China. Whether rich or poor, all nations are struggling to cope with this new global health crisis. The speed of the threat’s emergence and the quick response required from public health authorities and the public itself makes evident the need for a major reform in pandemic surveillance and notification systems. The development and implementation of a graded, individual-level pandemic notification system could be an effective tool to combat future threats of epidemics. This paper describes a prototype model of such a notification system and its potential advantages and challenges for implementation. Similar to other emergency alerts, this system would include a number of threat levels (level 1-5) with a higher level indicating increasing severity and intensity of safety measures (eg, level 1: general hygiene, level 2: enhanced hygiene, level 3: physical distancing, level 4: shelter in place, and level 5: lockdown). The notifications would be transmitted to cellular devices via text message (for lower threat levels) or push notification (for higher threat levels). The notification system would allow the public to be informed about the threat level in real time and act accordingly in an organized manner. New Zealand and the United Kingdom have recently launched similar alert systems designed to coordinate the ongoing COVID-19 pandemic response more efficiently. Implementing such a system, however, faces multiple challenges. Extensive preparation and coordination among all levels of government and relevant sectors are required. Additionally, such systems may be effective primarily in countries where there exists at least moderate trust in government. Advance and ongoing public education about the nature of the system and its steps would be an essential part of the system, such that all members of the public understand the meaning of each step in advance, similar to what has been established in systems for other emergency responses. This educational component is of utmost importance to minimize adverse public reaction and unintended consequences. The use of mass media and local communities could be considered where mobile phone penetration is low. The implementation of such a notification system would be more challenging in developing countries for several reasons, including inadequate technology, limited use of data plans, high population density, poverty, mistrust in government, and tendency to ignore or failure to understand the warning messages. Despite the challenges, an individual-level
pandemic notification system could provide added benefits by giving an additional route for notification that would be complementary to existing platforms.

(Int Med Internet Res 2020;22(6):e19930) doi:10.2196/19930
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Introduction

Despite a dramatic improvement in health care affordances and extensive public health measures around the world, the emergence and re-emergence of infectious pathogens and associated diseases have become a common phenomenon. The first 2 decades of the 21st century have already witnessed several major disease outbreaks such as severe acute respiratory syndrome (SARS) in 2003, with the most severe outbreak being the coronavirus disease (COVID-19) pandemic [1,2].

In December 2019, the outbreak of COVID-19, caused by a novel coronavirus named severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2), was first reported in Wuhan, China [3,4]. Full-genome sequencing and phylogenetic analysis revealed that SARS-CoV-2 is distinct from both severe acute respiratory syndrome–related coronavirus (SARS-CoV) and Middle East respiratory syndrome–related coronavirus (MERS-CoV) but closely linked [5]. Within a brief period, the disease has spread to virtually all regions of the world with a total of 6,112,902 confirmed cases and 369,593 deaths as of May 31, 2020 [6]. The World Health Organization (WHO) announced COVID-19 a “Public Health Emergency of International Concern” on January 30, 2020, and subsequently declared a pandemic on March 11, 2020 [7].

COVID-19 is primarily a respiratory illness and the majority of patients present with flu-like symptoms such as fever, cough, fatigue, shortness of breath, headache, and muscle pain; although, a significant minority experience different symptoms, some of which are highly distinctive (eg, ageusia, anosmia) [1,3,8,9]. Although most patients usually develop mild illnesses (81%), it can cause severe pneumonia, respiratory failure, and even death, particularly in individuals with an existing high-risk condition such as chronic obstructive pulmonary disease or diabetes [1,3,8,9]. It has been reported that about 14% of the patients develop a severe disease that requires hospitalization and oxygen support, and 5% require intensive care support [4,10]. Although the case fatality rate is expected to be around 0.5-1% [11,12], it is significantly higher among older adults and those with a high-risk condition [1,4,8]. Accordingly, countries with a higher older demographic are experiencing more critically ill patients and mortality in absolute terms [13,14].

In comparison to SARS and Middle East respiratory syndrome (MERS), which showed a mortality rate of 10% and 34%, respectively [15,16], COVID-19 appears to be less deadly. However, a sharp initial increase in the number of cases may not seek medical advice, it greatly increases the risk of community transmission and larger outbreaks [19,20].

Overall, the emergence and re-emergence of highly infectious pathogens pose a substantial threat to human health. Air travel and tourism now allow for epidemics to quickly become pandemics [21]. In fact, the current pandemic was predicted and foreseen previously on multiple occasions [22]. The lessons from the ongoing global health crisis indicate that a substantial improvement is needed in our pandemic response, and this is possible by making use of mobile technology. The impact of future outbreaks can be mitigated through an improvement in pandemic notification systems by harnessing such technology.

Existing Global Platforms for Infectious Disease Surveillance

The Program for Monitoring Emerging Diseases (ProMED; also known as ProMED-mail) is an internet-based, publicly available, and free of charge digital surveillance system dedicated for rapid collection and circulation of information on emerging infectious diseases and toxins that affect humans, animals, and plants [23,24]. This novel platform was founded in 1994 by the Federation of American Scientists and later became a part of the International Society for Infectious Diseases in 1999. ProMED has grown substantially since its establishment, and the number of subscribers increased to approximately 80,000, which represents every country in the world [23,24]. The ProMED system collects information from a variety of sources (eg, media reports, official reports, local observers); a multidisciplinary team of experts from different countries synthesizes the information, which is then disseminated to the subscribers directly by email and posted online on the ProMED website. The ProMED system continuously monitors emerging disease status and delivers updates as required in near real time. This platform was the first to report major disease outbreaks including SARS, MERS, Ebola, and Zika [23,24]. ProMED is now being used by a wide range of professionals and organizations including government officials, private organizations, researchers, physicians, and journalists.

Another global platform to address emerging public health issues is the Global Public Health Intelligence Network (GPHIN), developed by the Government of Canada in collaboration with the WHO [25]. Unlike ProMED, GPHIN is a fee-based service with subscription offers limited to only selected organizations involved in public health issues. GPHIN gathers information from global media sources (ie, Factiva and...
Al Bawaba) on a variety of public health topics [26,27], which is then filtered by an automated process for appropriateness and made accessible to the WHO, relevant government authorities, and subscribers. GPHIN reports constitute approximately 40% of the WHO’s early warning outbreak information [25]. Several other notable web-based disease surveillance systems are Influenzanet, the Global Outbreak Alert and Response Network, and Google Flu Trends [28-30].

Regarding the COVID-19 outbreak, both the ProMED and GPHIN systems delivered early notifications in late December 2019 of what turned out to be SARS-CoV-2, the virus causing COVID-19 [31]. Subsequently, SARS-CoV-2 spread worldwide, despite the presence of these early surveillance systems. It should be noted that these systems operate mostly at the level of government and public health authorities; therefore, an active engagement of the public throughout the process, which is a requirement for the preventive measures to be of utmost effectiveness, is an ongoing concern. Administration of an individual-level, population-wide alert system would be complementary to the existing platforms by enhancing public response and engagement.

**Rationale for an Individual-Level Pandemic Notification System**

The COVID-19 pandemic emerged with such rapidity and lack of clarity on its transmissibility and severity that many governments implemented a cascade of changing, ad-hoc actions to address the situation [32,33]. In Canada, SARS and Ebola had primed the health care system to develop refined measures and protocols for dealing with cases, and to protect frontline health care workers [34,35]. Yet, there have been medical supply shortages and ongoing challenges to produce plans for managing incoming patients [36-40]. In the 8-week period leading up to the declaration of lockdown and social distancing measures, Canada, for example, moved from no travel restrictions and a declared low risk to the Canadian public to imposition of travel restrictions but not bans and selective banning of public gatherings [41]. These were then followed quickly by outright travel and gathering bans, coupled with stay-at-home orders [41]. This dynamic response played out across many countries around the world and continues as countries begin to lift restrictions. In the early stages, rapidly changing responses to the unfolding pandemic contributed to public confusion about expectations.

Throughout, the North American public has received communications from many sources of information, including those made by the Public Health Agency of Canada, the US Centers for Disease Control and Prevention, and regional counterparts. As we have witnessed with previous outbreaks, the COVID-19 pandemic has spawned a parallel, massive infodemic, leading to a surge of fabricated news and distorted evidence, which has increased the potential for health hazards while substantially diminishing the impact of valid information issued by health authorities about facts on all aspects of the virus, including origin, transmissibility, severity, and preventive measures [42-46]. Much like earlier trends, the presence of misinformation, rumors, and hoaxes about the novel coronavirus was also omnipresent throughout social media and the internet, which ultimately inflamed the crisis. To illustrate, there were claims about the origins of the virus (ie, bioterrorism and conspiracy theories) that led to xenophobia in many regions of the world [47,48]. Furthermore, some potentially dangerous rumors about miracle remedies spread in social media (ie, consumption of bleach, methanol, and disinfectant), which led to the deaths of people who were otherwise healthy and noninfected [49-51].

In addition, the media’s sensationalistic coverage of extreme events and reports without context (eg, bodies on the streets of Ecuador, Italian military hauling coffins) exacerbated the public reaction [52,53]. A spike in fear-driven panic buying of masks and other medical supplies occurred initially [54,55], ultimately contributing to a subsequent shortage on the front lines among hospital staff in some countries [36,37]. This suggests that some of the fear-driven responses among the public may have misdirected behavior in the early stages, in part due to confusion about what constituted an appropriate response to the level of threat at a given point in time.

Ideally, the public should be informed and advised by clear communications in a manner that can rise above the buzz and chaos of the plethora of information sources in the world. It must be evidence-based and driven by public health authorities who have the expertise to understand and interpret the rapidly growing scientific studies on the novel pathogen and can synthesize the material and communicate it in ways that the public can readily understand, and to provide advice in ways that the public can readily follow [43]. This may facilitate rule-based (better than emotion-based) responding among the population and diminish the unintended affect-driven responses that may be not desirable. Considering these matters, an individual-level, graded pandemic notification system, if implemented nationwide, could provide a significant benefit complementary to existing systems by ensuring a timely and coordinated response, transmitting notification directly to the general population via mobile devices. This will likely be important during multi-wave dynamic pandemics such as COVID-19 and during oscillation between response levels (ie, imposing and lifting restrictions).

**Prototype Model for an Individual-Level Pandemic Notification System**

As COVID-19 has spread worldwide with catastrophic effects on both economy and human life, there is a renewed consideration of an individual-level, general-purpose pandemic notification system responsive to outbreaks of an infectious illness. Such a system would make responses more universally clear and decipherable for the average member of the population. Much like a disaster or weather notification system, a pandemic notification system would be structured as a graded level of threats. Each level would ideally provide details on three aspects of the outbreak: information about the pathogen, level of threat, and behavioral directives (eg, hygiene, physical distancing). This system, known in advance by the public, would be used to prime the public in real time with respect to changes in threat level and, equally importantly, the expected responses. For
example, if the system was operational now (Textbox 1, Figure 1), level 1 or 2 would provide information about SARS-CoV-2, the impending threat nationally and locally, and hygiene measures that need to be followed; threat level 3 would advise people toward physical distancing; level 4 would push stay-at-home orders; and level 5 would be more extreme measures such as a lockdown. Overall, the threat levels would be cumulative, and the public would follow all the precautionary measures outlined in the lower threat levels on top of the precautionary measures required by the current threat level put in place. Depending on the circumstances, the threat level could vary from region to region in a given country and could be switched as a given situation required. The mode of delivering the alert would be adjusted based on the intensity of the threat. For instance, the alert for a threat level of 1 or 2 may be disseminated by simple text messaging or passive information observed only for those who look at the relevant app or website source, but the alert for threat levels 3, 4, and 5 could be push notifications directly to the mobile phones of the entire population, similar to an Amber Alert (an Amber Alert is an emergency response system that provides immediate and up-to-date information to the public about a recently missing or abducted person) in Canada and other countries.

Textbox 1. Sample operational definitions and guidelines for a graded pandemic notification system. The threat levels are cumulative. Level 3A and above must include Enhanced Hygiene by default.

<table>
<thead>
<tr>
<th>Level</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Level 5: lockdown</td>
<td>This is the extreme level of precautionary measure, which requires a particular neighborhood to completely shut down all necessary and nonessential outdoor activities by the residents, with the exception of only law enforcement agencies, health care professionals, and personnel involved with essential services. Residents will contact the authority for emergency necessity and can go outside only with authorization. It is warranted when a large disease outbreak is confirmed in close vicinity, and the residents are exposed to severe risk of disease transmission.</td>
</tr>
<tr>
<td>Level 4: shelter in place</td>
<td>This is a high level of precautionary measure, which requires a particular neighborhood to completely shut down all nonessential outdoor activities by the residents. People can go outside only for necessary activities, which include but are not limited to buying food, getting medication, and essential in-person doctor’s appointments. It is warranted when a large disease outbreak is confirmed in close vicinity, and the residents are exposed to a high risk of disease transmission.</td>
</tr>
<tr>
<td>Level 3C: physical distancing (strict)</td>
<td>This is a high level of precautionary measure, which requires a particular neighborhood to follow strict physical distancing guidelines. Citizens must maintain a specific distance from each other while outdoors, with the exception of family members or individuals living in the same household. Any gathering of more than 2 people is prohibited, and noncompliance is subject to legal sanction. All schools and offices will be closed, and work from home protocol will be activated. It is warranted when a disease outbreak is confirmed in close vicinity, and the residents are exposed to a significant risk of disease transmission.</td>
</tr>
<tr>
<td>Level 3B: physical distancing (moderate)</td>
<td>This is a moderate level of precautionary measure, which requires a particular neighborhood to follow moderate physical distancing guidelines. Citizens must avoid large gatherings of a specific number (to be determined by the context of the locality). Offices can be open with caution and maintaining physical distancing guidelines. Schools will be closed except for the necessary activities. Course activities will be continued through online platforms. It is warranted when a disease outbreak is confirmed in close vicinity, and the residents are exposed to a moderate risk of disease transmission.</td>
</tr>
<tr>
<td>Level 3A: physical distancing (mild)</td>
<td>This is a moderate level of precautionary measure, which requires a particular neighborhood to follow mild physical distancing guidelines. Citizens must avoid large gatherings of a specific number (to be determined by the context of the locality). Offices and schools can remain open with caution and maintaining adequate physical distancing guidelines. It is warranted when a disease outbreak is confirmed in close vicinity, and the residents are exposed to a significant risk of disease transmission, but the risk is lower than the Level 3C (to be determined by the number of cases, disease trend, and other vital information of the respective locality and surroundings).</td>
</tr>
<tr>
<td>Level 2: enhanced hygiene</td>
<td>This is a mild level of precautionary measure, which requires a particular neighborhood to follow enhanced hygiene guidelines that include but are not limited to frequent handwashing, wearing masks where applicable, avoiding contact with people who are ill, and cleaning touched surfaces. It is warranted when a disease outbreak is suspected in close vicinity, and the residents are exposed to a general risk of disease transmission.</td>
</tr>
<tr>
<td>Level 1: general hygiene</td>
<td>This is a low level of precautionary measure, which requires a particular neighborhood to follow general hygiene guidelines that include but are not limited to observing consistent hygiene, handwashing, avoiding contact with people who are sick, staying home when ill, and cleaning touched surfaces. It is warranted when a disease outbreak is suspected in close vicinity, and the residents are exposed to a low risk of disease transmission.</td>
</tr>
</tbody>
</table>
Figure 1 presents an example of a symbol and number-coded system that is easy to remember and interpret by members of the public, even among those with limited literacy. Features include a hierarchical arrangement of threat levels and associated responses, the latter including links to more detailed information as necessary. If this were a universal standard within a given country, health care settings, workplaces, and educational institutions would also have a common understanding with employees, students, parents, and others on a moment-to-moment basis as to what is expected. Similar approaches have been widely tested and implemented in other domains, such as Defense Readiness Condition alert states [56] and travel advisories [57]. The integration of public education efforts along with drills or simulations during the time between threats would be useful to ensure that all have some level of recent familiarity with procedures and aspects of their implementation. Each of these settings could also be encouraged to include a response plan for their own institution, such that institutional protocols are worked out in advance.

If such a platform is available in a country capable of transmitting notification directly to the population through mobile messaging, it would improve the clarity of communication about both the changing threat level (which, in the case of an emerging pandemic, can be day-to-day) and what the expected steps are at each of these threat levels, as well as data-driven tools for helping public health officials to plan and monitor interventions. This could in turn be linked to reliable website information and data visualization for the public. The technology necessary for implementing these solutions is widely available and can easily be used to deliver the proposed services. However, major challenges lie in the privacy and governance of such platforms, requiring the guidance of a team of expert researchers in public health, privacy, and public policy to facilitate the implementation of such a solution.

Expectations on the level of everyday citizens, employers, and health care professionals could be aligned more easily by proactive creation of such a system, coupled with public education as to how to interpret and act on it. This latter facet is critically important—public education about the meaning of each level and the expected sequence of actions to take in response will reduce fear by making the response more obvious when the signal comes.

The public education and infrastructure investment for a pandemic notification system may require considerable funding; however, it could provide a long-term benefit to handle future pandemics once developed. Compared to SARS and MERS,
COVID-19 will be costly to some countries due to delayed response and inefficient implementation of the recommendations [58,59]. A notification system would mitigate the initial confusion and improve implementational efficiency, which could, therefore, be economical in the long run.

**Prospects of Pandemic Notification Systems in Developed Countries**

Developed countries have long-standing experience operating different alert systems successfully, such as the Emergency Alert System, Amber Alert, and Alert Ready. However, existing alert systems have been criticized for being inefficient for a myriad of reasons, such as the execution of false alarms, nonresponse, uneven distribution, network disruption, inadequate technology, and inappropriate timing [60-62]. Despite that, the necessity of emergency notification systems is indisputable, as a substantial number of lives could be saved and casualties could be prevented in the event of natural and human-made disasters [63,64].

Although the COVID-19 pandemic has spread pervasively, numerous strategies have been adopted by developed countries to communicate with the public about the threat and preventive measures undertaken. Some countries have excelled in their battle against COVID-19 because of prompt, coordinated, and organized actions. New Zealand, so far, is leading the battle against COVID-19 [65]. From the beginning, New Zealand has adopted the strategy of eliminating the virus rather than just containing it by imposing a national lockdown and other stringent measures [66]. In addition, a multilevel COVID-19 alert system, similar to terror alert, has been launched by the government of New Zealand to counter the ongoing crisis. This system comprises of 4 levels of alerts based on the impending risks of disease transmission: level 1 “Prepare,” level 2 “Reduce,” level 3 “Restrict,” and level 4 “Lockdown” [67]. A higher level indicates an increased risk of disease transmission, therefore, associated with more stringent measures and restrictions. Each level has a risk assessment coupled with a range of public health and social measures expected to be followed by the residents. This is an organized and efficient way to communicate with the public about day-to-day restrictions in effect. New Zealand’s strategy appears to be working, as only 1504 confirmed cases and 22 deaths have been reported as of May 31, 2020, [68] and the transmissibility has been reduced to below outbreak threshold [65].

The United Kingdom has recently launched a five-tier coronavirus alert system to handle the pandemic situation more efficiently [69,70]. In this alert system, the threat levels of SARS-CoV-2 have been ranked on a scale of 1-5 with color coding for easy comprehension of the threat for the public: level 1 “Low” (green), level 2 “Moderate,” level 3 “Substantial” (orange), level 4 “Severe,” and level 5 “Critical” (red) [69,70]. The threat levels range from an absence of the virus corresponding to level 1 to a rapid ongoing transmission corresponding to level 5. A higher threat level indicates tougher social distancing and lockdown measures. The changes in the threat levels will be made based on medical and scientific data, such as the number of cases, the R0, and transmission rate, and will be operated by the Joint Biosecurity Centre in collaboration with the government. This system is expected to facilitate a relatively smooth and efficient transition between threat levels. When the system launched on May 10, 2020, the United Kingdom was declared to be in level 4 (severe), which denotes partial lockdown measures, ongoing community transmission, and slightly stretched yet coping health care systems [69].

Compared to New Zealand and the UK systems mentioned, the prototype model we propose has several advantages. First, we adopted precautionary measures to define the threat levels rather than the less descriptive terms used in the existing systems. For example, if a threat level is labeled as “severe” or “restrict,” it would not be readily understandable by the public unless they thoroughly study the alert system. The use of the terminology “prepare,” “reduce,” and “restrict” could also confuse people about which levels are being referred to if these are not accompanied by the numerical threat levels. The terms “substantial,” “severe,” and “critical” could mean the same intensity to the public and, therefore, always need to be followed by the level number when mentioned. In contrast, the use of precautionary measures as a level description is self-explanatory because common people understand the meaning without any additional effort. For example, if we say that the “Strict Physical Distancing” level is in effect, people would be able to visualize at which point they are in the hierarchy of the notification system. Second, the use of one logo per level could have an additional benefit, especially for people who are illiterate, as they can readily comprehend it by observing the logo. Third, as these terms of precautionary measures have become universal because of the current pandemic, any visitor in the foreign county would also be able to understand the prevention measures they must abide by for the current threat level in effect.

Aside from these newly implemented alert systems, sporadic use of the emergency notification systems has also been observed. In the province of Ontario, Canada, emergency alerts have been dispatched to inform dwellers about self-isolation and stay-home orders [71]. In addition, the use of existing disaster alert systems for the purpose of the COVID-19 pandemic was also evident. For example, Alert Bay, a remote coastal British Columbia community, has been using a tsunami warning siren to inform the residents about the COVID-19 curfew in the locality [72]. However, there is still a lack of a coordinated and systematic approach, which hinders the efficiency of the system and the effectiveness of the control measures [73]. This increases the possibility that critical recommendations, modifications, and warnings would be overlooked, especially for those who are not actively looking for the information. It might be a contributing factor that many residents ignored stay-home orders at the beginning [74]. Therefore, only imposing preventive measures would not be conducive unless citizens, for whom such measures are intended, are informed proactively. A recent survey by Calgary-based Public Emergency Alerting Services Inc is worth noting, which reported that about 84% of Canadians believe that the public should be informed about COVID-19 situations through the national public alert system [75]. It signifies the fact that citizens wish to be advised by the official sources in the event of a national crisis, at least in Canada.
Therefore, in similar developed countries where mobile phone penetration is high and wherein the trust of government is at least moderately high, a graded pandemic notification system may be a potential advantage over the status quo. The efficiency of the proposed notification system, however, would largely depend on the adherence and compliance of the citizens to the system, and how promptly the system could be activated. For instance, a measure like physical distancing would be most effective in containing an epidemic only if the public strictly complies with it and commences at the onset of the epidemic [76-79]. An organized, systematic, and coordinated approach is needed to receive the ultimate benefit from the system. The incorporation of legal enforcement could be necessary for the optimal functioning of the system, and the precautionary measures related to the threat levels should be prompt upon notification. To illustrate, when a lower threat level is expected and dispatched (level 1-2), the public would efficiently follow general or enhanced hygiene as instructed. Nonetheless, for the higher threat levels (level 3-5), additional safety measures would be expected by law and subject to sanction for noncompliance. The sanction could be a monetary penalty or other strict sanction proportionate to the severity of violation [80].

All institutions and organizations would need to develop their own logistics so that they can comply with the systems effectively upon notification. For example, when a level 4 (shelter in place) alert will be dispatched, the employees would start working from home where applicable, nontarget business and schools would be closed, and people would not leave home except for the necessary activities (among other measures) until the threat level is reduced. A change in the alert level would ideally be made either in the early morning or late evening or night to prevent road congestion and panic buying. Overall, installing such a system would operate complementary to any existing platform, and a significant benefit can be conferred by enhanced public engagement.

Given that bidirectional oscillations of threat levels over the course of a pandemic may be the norm, the proposed notification system may facilitate population response changes in the direction of increasing or decreasing precautions over time as the threat accumulates or abates. In all instances, such oscillations in response recommendation should be guided first and foremost by objective scientific advice on level of health threat rather than political objectives or other nonhealth-related agendas.

**Unique Challenges for Developing Countries**

The administration of the graded pandemic notification system would be more challenging in developing countries for several reasons [81]. First, the accessibility of the system could be an issue due to the lack of some infrastructure components, leading to asymmetries in the reach of warnings, which may amplify the exposure and structural response disparities. Most developing countries now have well-developed mobile network systems with a majority of the population having access to cell phones, but this issue would be an ongoing consideration. As an illustration, Bangladesh, a developing country in South Asia and home of more than 164 million people [82], has reported approximately 166 million mobile phone subscribers in February 2020 [83]. Other South Asian countries have a similar level of mobile phone penetration. India is estimated to have over 800 million mobile phone users for a population of more than 1.3 billion [82,84].

Although cell phones are ubiquitous and widespread, a large proportion of people do not have reliable data plans [85]. Consequently, a notification system may need to largely rely on simple text messaging to ensure it can reach the majority of the population. Contrary to Canada where we have Alert Ready [86], mobile phone carriers in some countries do not provide the government with channels to notify the population in cases of emergency. Some countries might not have adequate technology to provide emergency alerts. Deploying such systems in developing regions, therefore, might require changes to the current infrastructure to allow for such channels to be implemented. In addition, close collaborations with cell phone providers and public health officials are necessary for the successful implementation of such technological ecosystems.

Second, the nature of each precaution level in the notification system would have to be customized to the context of developing countries [81]. For instance, the ability of large swaths of the population to enact social distancing is questionable in some countries, simply based on population density. Bangladesh and India have a population density of 1116 and 420 per square kilometer, respectively, compared to only 4 and 35 per square kilometer for Canada and the United States [82]. Therefore, a 2-meter physical distancing guideline recommended in the ongoing COVID-19 outbreak is likely not achievable.

In a similar manner, developing countries should be judicious while imposing extreme measures like lockdowns because a large proportion of the population lives under the poverty line, and the governments have limited capacity to support their citizens amid lockdown. The recent lockdown in India is worth noting as the lives of migrant workers were under threat during their efforts to return home [87]. The creation of roadway congestion could also increase the risk of disease transmission [88].

Third, the effectiveness of the notification system could be hampered by conventional wisdom or mistrust of the government. For example, a widely held belief in Mexico is that people from low socioeconomic neighborhoods benefit from greater disease immunity because they are exposed to poor sanitation standards. This belief led the governor of the Mexican State of Puebla to recently state that poor people are immune to COVID-19 [89], contrary to the fact that low standards of living are strongly associated with impaired immunity from multiple routes (eg, malnutrition, chronic stress, unhealthy behavior), leading to a greater likelihood of morbidity and mortality from COVID-19 [90-93]. The effectiveness of any notification system is prefaced on the existence of belief systems that will make the public receptive to the messages being transmitted through the system. Mistrust of government, perhaps fostered by histories of institutionalized corruption or cronyism, may also predispose the public to ignore government warnings.
In Latin America, such mistrust has led citizens to look to international sources for information on COVID-19 [94], thereby suggesting that government-sponsored apps may be disregarded altogether.

Fourth, the lessons from existing alert systems should be scrutinized. For instance, Bangladesh has been operating their Cyclone Warning System in coastal areas for decades in collaboration with the international development partners and nongovernmental organizations. This system has been successful in reducing human casualties and property damage [95,96]. However, it has been reported that a large percentage of the residents do not follow evacuation orders and do not take necessary protective measures even after receiving warning messages and being informed about the potential consequences of not evacuating [97]. The primary reasons behind this are mistrust in the warning message and failure to understand the instructions conveyed in them [97]. Nationwide implementation of a pandemic notification system, therefore, needs to address these issues carefully. The message conveyed must be simple and concise, and will need to be tailored according to the needs of the target population. To improve compliance and penetration, the simultaneous use of other means must be considered, such as announcements from churches or prayer houses, radio, television, newspaper, and other community sources.

Source and Level Considerations

An important consideration in the implementation of any pandemic notification system would be the issuing source. In this viewpoint, we have assumed that a government agency is the primary source, given the use of reserved mobile communication channels and universal population reach within a geographic region. However, it is also possible that arms-length public health organizations within or outside of governments could be considered as a notification issuing source as well. In the COVID-19 pandemic response, many central government bodies responded in a delayed manner, which would not be helped by a notification system reliant upon their approval. On the other hand, it is difficult to envision a pandemic notification system that is permitted to operate without a substantial degree of direct input from an official government source. Ultimately along these lines, a pandemic response system that is synchronized with others around the world may be ideal, particularly given the potential for rapid spread of any contagious epidemic due to air travel. Yet, on the level of any individual country or subregion within a country, substantial negotiation and multilateral approval would be required for it to operate in a manner that could reach the population with uniformity.

A final consideration is the level at which the communication is made: national, provincial or state, or regional. Given that both outbreaks and recovery rates vary significantly by subregions within a country, an argument could be made that notifications should be delivered on that level. In some countries, such geographic units have all or most of the authority to introduce such communications and make provisions to handle changes in threat level. All of these issues must be considered on a country-by-country basis. In all cases, communications must prioritize population health first and foremost.

Limitations

The main limitation of a pandemic notification system would be the unintended consequences that could occur as a result of adverse public reactions. However, this issue could be mitigated by proper education and building trust in the government. Governments, for their part, need to ensure support for all citizens to follow any recommended precautionary measures. An additional limitation would be the lack of sensitivity to local context when deployed at the national level. This is particularly important when restrictions ease if the rate of easing is different within different regions. Several other limitations have been pointed out in previous sections (eg, privacy concerns, inadequate technology, noncompliance, mistrust); however, a detailed discussion of each point is beyond the scope of this paper.

To our knowledge, this is the first paper to describe the benefits and challenges of an individual-level pandemic notification system delivered via mobile technology. We illustrated the context of why such a system is necessary and described a simple prototype model, its prospects, and potential barriers regarding implementation. However, there are other challenges that need to be addressed with the benefit of empirical data gleaned from population attitudinal surveys and real world implementational trials.

Conclusion

Following SARS-CoV and MERS-CoV, another novel coronavirus (SARS-CoV-2) emerged and rapidly spread across the world. Despite having global public health surveillance systems (eg, ProMED, GPHIN) and their timely notification on COVID-19, many nations were unsuccessful in controlling the virus effectively. To prevent or slow the progression of future pandemics, we need a remolded system capable of facilitating effective communication and prompt activation of preventive measures. A graded, individual-level pandemic notification system could be an effective tool if customized and carefully implemented on the level of the individual country. In this system, the threat levels would be arranged hierarchically with relevant logos and a set of recommended precautionary measures for each level, which would be easily comprehensible to all citizens. Notifications provided by such a system could facilitate a prompt, timely, and coordinated response from all levels of governments and, most importantly, from the public. However, extensive preparation, advance education, and coordination by the government with all the relevant sectors involved in the dissemination of the alert are required to prevent unintended consequences. Public education and awareness are of utmost importance to ensure that the alert is understood and appreciated properly upon delivery. Under such circumstances, citizens would be able to act promptly in an organized manner relevant to the alert level without having unproductive panic and fear. It is worth noting that different countries and regions have their own limitations and challenges. Implementing a pandemic notification system would not be effective unless authorities...
address unique challenges in the local context. Particularly for the developing regions, careful consideration of limitations and potential unintended consequences is required.
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Abstract

Background: People obtain information on the coronavirus disease (COVID-19) from the internet and other sources. Understanding the factors related to such information sources aids health professionals in educating individuals.

Objective: This study used data collected from the online survey study on COVID-19 in Taiwan to examine what major COVID-19 information sources are available and which sources are significantly related to the self-confidence of people in coping with COVID-19 in Taiwan.

Methods: A total of 1904 participants (1270 non–health-care workers and 634 health care workers) were recruited from the Facebook advertisement. Their major sources of information about COVID-19, the relationships between the sources and demographic factors, and the relationships between the sources and the self-confidence in coping with COVID-19 were surveyed.

Results: Most Taiwanese people relied on the internet for COVID-19 information. Many respondents also used a variety of sources of information on COVID-19; such variety was associated with sex, age, and the level of worry toward COVID-19, as well as if one was a health care worker. For health care workers, the use of formal lessons as an information source was significantly associated with better self-confidence in coping with COVID-19. The significant association between receiving information from more sources and greater self-confidence was found only in health care workers but not in non–health-care workers.

Conclusions: Medical professionals should consider subgroups of the population when establishing various means to deliver information on COVID-19.

(J Med Internet Res 2020;22(6):e20021) doi:10.2196/20021
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Introduction

The coronavirus disease (COVID-19) emerged in Wuhan, China at the end of 2019 and rapidly spread worldwide. The World Health Organization (WHO) declared the ongoing outbreak of COVID-19 as a public health emergency demanding global concern. Early in the outbreak, Taiwan was predicted to have the second highest number of COVID-19 cases due to the many people moving to and from Taiwan and China [1]. After all, Taiwan experienced the severe outbreak of the 2002-2003 severe acute respiratory syndrome (SARS), which originated from southern China; worldwide, Taiwan had the third highest number of SARS cases, after China and Hong Kong [2]. However, the experience with SARS made many Taiwanese people vigilant against COVID-19, which has aided in COVID-19 prevention.

For information on COVID-19, timeliness and accuracy—although difficult to attain and measure—are foundational to mitigating and curing the disease for both the public and the scientific community [3]. Among the public, the internet is the most popular source of information on the etiologies and intervention models of medical illnesses [4]. Information has been proliferating on traditional and social media since the COVID-19 outbreak [5]. A recent study of 21 countries found that the number of Google searches for “wash hands” increased with the lower speed of the COVID-19 spread [6]. Misinformation on COVID-19, however, has also been proliferating on the internet, especially on social media [7,8].

In addition to the internet, traditional media are also important sources of information during disease outbreaks. However, repeated media exposure to crisis-related information elevates anxiety and stress responses among people [9]. The public may also receive information on COVID-19 from medical staff and laypeople, such as their friends, family members, and coworkers. Because people obtain information on COVID-19 from various sources, understanding the factors related to such information sources aids health professionals in educating individuals in particular and the public at large. Thus, by developing information-delivery systems that are transparent and effective, self-confidence in coping with the pandemic can be improved in their audience.

The online survey study on COVID-19 in Taiwan (hereafter referred to as the Taiwan COVID-19 survey) was conducted to assess the life experiences of people in Taiwan during the COVID-19 outbreak. Generally, the online survey is a promising method for assessing how members of the public understand and perceive a fast-moving infectious disease outbreak [10]. This study used data collected from the Taiwan COVID-19 survey to examine the following two issues: (1) what major COVID-19 information sources are available as well as the relationships between these sources and demographic factors; and (2) which sources are significantly related to the self-confidence of people in coping with COVID-19? We were particularly interested in the information sources of traditional media and the internet with regard to advice on social distancing.

Furthermore, because Taiwan’s Ministry of Health and Welfare recommends that health care workers should learn about COVID-19 through online or in-person lessons, we were also interested in whether the associations of information sources with people’s self-confidence differed between health care workers and non–health-care workers.

Methods

Participants

Participants were recruited through a Facebook advertisement from April 10 to April 20, 2020. Facebook users were eligible for this study if they were ≥20 years of age and living in Taiwan. The Facebook advertisement included a headline, main text, pop-up banner, and link to the research questionnaire website. We designed the advertisement to appear in the Facebook users’ “news feeds,” which is a continually updated list from advertisers and the user’s connections such as friends and the Facebook groups that they have joined. Our advertisement only targeted users’ news feeds as opposed to other Facebook advertising locations such as on the right column because news feed advertisements are most effective in recruiting research participants [11]. We targeted the advertisement to Facebook users by location (Taiwan) and language (Chinese), where Facebook’s advertising algorithm determined which users to show our advertisement to. To ensure that health care workers were recruited, we also posted the link of the Facebook advertisement to Line (a direct messaging app) and Facebook groups joined by health care workers.

This study was approved by the Institutional Review Board (IRB) of Kaohsiung Medical University Hospital (KMUHIRB-EXEMPT[I] 20200011). Because participation was voluntary and survey responses were anonymous, the IRB ruled that this study did not require informed consent. Our study participants were given no incentive for participation. We provided links to COVID-19 information from the Taiwan Centers for Disease Control, Kaohsiung Medical University Hospital, and Medical College of National Cheng Kung University for participants to learn more about COVID-19.

Measures

In the survey, participants were asked about the following:

Sources of Information About COVID-19

We measured participants’ frequency of receiving COVID-19-related information from the following sources: the internet (including blogs, internet news, and social media, such as Facebook, Line, Twitter, and Plurk), friends, traditional media (including television, newspapers, and radio broadcasting), formal lessons on COVID-19 (whether online or in-person), medical staff in health care settings, coworkers, and family members. Participants rated their frequency for each source as never, sometimes, or frequently. Sources rated frequently were classified as major sources of information. The total numbers of sources of information about COVID-19 were summed.

http://www.jmir.org/2020/6/e20021/
**Worry About COVID-19**

We used the following question from the study of Liao et al [12] to assess how much respondents worried about COVID-19: “Please rate the level of your current worry toward COVID-19.” This question was rated from 1 (very mild) to 10 (very severe).

**Self-Confidence in Coping With COVID-19**

We used the following question adapted from the questionnaire on risk perception of an infectious disease outbreak [13] to assess how self-confident respondents were in coping with COVID-19: “How confident are you that you can cope well with COVID-19?” The question was rated from 1 (not confident at all) to 5 (very confident).

**Demographic Variables**

Data on respondents’ gender (female and male), age, and education level were also collected. Respondents who had high school qualifications or below and respondents who had university qualifications or above were classified into low and high education level groups, respectively. Respondents were also asked whether they were health care workers.

**Statistical Analysis**

Data analysis was performed using SPSS 22.0 statistical software (IBM Corp). For each participant, the frequency of information-source use is expressed in terms of percentage. The associations of demographic characteristics and worry toward COVID-19 with COVID-19 information sources were examined using logistic regression analysis. The P value, odds ratio, and 95% CI were used to indicate significance. Because multiple comparisons were conducted, a P value of <.007 (.05/7) indicated significance. The factors related to the total number of major sources of information about COVID-19 were examined using multiple regression analysis. Moreover, the associations of each information source and total number of information sources with self-confidence were examined using multiple regression analyses as well as for the subgroups of health care workers and non–health-care workers. A two-tailed P value of <.05 indicated statistical significance.  

**Results**

In total, the data of 1904 respondents (1282 female and 622 male participants) were analyzed, with 70 of the original 1974 respondents excluded due to missing data. Table 1 presents the descriptive statistics for demographic characteristics, worry toward COVID-19, self-confidence in coping with COVID-19, and COVID-19 information sources. The mean age was 38.0 years (SD 10.8 years); most had a high education level; one-third were health care workers. The mean scores for worry and self-confidence were 6.1 (SD 2.2) and 3.1 (SD 0.8), respectively.
Table 1. Descriptive statistics for participants’ (N=1904) demographic characteristics, worry toward COVID-19, self-confidence in coping with COVID-19, and COVID-19 information sources.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Statistic</th>
<th>Range</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>1282 (67.3)</td>
<td>N/A^a</td>
</tr>
<tr>
<td>Male</td>
<td>622 (32.7)</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Age (years), mean (SD)</strong></td>
<td>38.2 (10.8)</td>
<td>20-74</td>
</tr>
<tr>
<td><strong>Education level, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low (high school or below)</td>
<td>212 (11.1)</td>
<td>N/A</td>
</tr>
<tr>
<td>High (university or above)</td>
<td>1692 (88.9)</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Health care workers, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>1270 (66.7)</td>
<td>N/A</td>
</tr>
<tr>
<td>Yes</td>
<td>634 (33.3)</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Severity of worry toward COVID-19</strong>, mean (SD)</td>
<td>6.1 (2.2)</td>
<td>1-10</td>
</tr>
<tr>
<td><strong>Self-confidence in coping with COVID-19</strong>, mean (SD)</td>
<td>3.4 (0.8)</td>
<td>1-5</td>
</tr>
<tr>
<td><strong>Sources of information about COVID-19, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Internet</td>
<td>1535 (80.6)</td>
<td>N/A</td>
</tr>
<tr>
<td>Friends</td>
<td>403 (21.2)</td>
<td>N/A</td>
</tr>
<tr>
<td>Traditional media</td>
<td>1018 (53.5)</td>
<td>N/A</td>
</tr>
<tr>
<td>Academic lessons</td>
<td>391 (20.5)</td>
<td>N/A</td>
</tr>
<tr>
<td>Medical staff</td>
<td>367 (19.3)</td>
<td>N/A</td>
</tr>
<tr>
<td>Work colleagues</td>
<td>462 (24.3)</td>
<td>N/A</td>
</tr>
<tr>
<td>Family members</td>
<td>475 (24.9)</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Number of information sources, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>200 (10.5)</td>
<td>N/A</td>
</tr>
<tr>
<td>1</td>
<td>494 (25.9)</td>
<td>N/A</td>
</tr>
<tr>
<td>2</td>
<td>453 (23.8)</td>
<td>N/A</td>
</tr>
<tr>
<td>3</td>
<td>284 (14.9)</td>
<td>N/A</td>
</tr>
<tr>
<td>4</td>
<td>196 (10.3)</td>
<td>N/A</td>
</tr>
<tr>
<td>5</td>
<td>129 (6.8)</td>
<td>N/A</td>
</tr>
<tr>
<td>6</td>
<td>66 (3.5)</td>
<td>N/A</td>
</tr>
<tr>
<td>7</td>
<td>82 (4.3)</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Total number of information sources, mean (SD)</strong></td>
<td>2.4 (1.8)</td>
<td>0-7</td>
</tr>
</tbody>
</table>

^aNot applicable.


The major source of information on COVID-19 in a high proportion of users was the internet, followed by traditional media, family members, coworkers, friends, formal lessons, and medical staff. Furthermore, more than one-quarter of participants received their COVID-19-related information from 1 source, followed by 2 sources, 3 sources, ≥5 sources, 0 sources, and 4 sources, with 2.4 sources as the mean (SD 1.8).

Table 2 presents the multiple regression results on the associations of demographic characteristics and worry toward COVID-19 with each information source. The results indicated that women were more likely to obtain information from traditional media and family members; older people were more likely to obtain information from traditional media and were less likely to obtain information from the internet and their work colleagues; and health care workers were more likely to obtain information from formal lessons, medical staff, and coworkers. For all information sources, except for formal lessons and medical staff, worry was significantly associated with information-source use.
Table 2. Factors related to COVID-19 information sources.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Internet</th>
<th>Friends</th>
<th>Traditional media</th>
<th>Academic lessons</th>
<th>Medical staff</th>
<th>Work colleagues</th>
<th>Family members</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>OR (95% CI)</td>
<td>P value</td>
<td>OR (95% CI)</td>
<td>P value</td>
<td>OR (95% CI)</td>
<td>P value</td>
<td>OR (95% CI)</td>
</tr>
<tr>
<td>Malesb</td>
<td>0.814 (0.638-1.040)</td>
<td>&lt;.001</td>
<td>1.008 (0.790-1.286)</td>
<td>&lt;.001</td>
<td>0.939 (0.724-1.218)</td>
<td>.64</td>
<td>0.818 (0.618-1.084)</td>
</tr>
<tr>
<td>Age</td>
<td>0.977 (0.967-0.988)</td>
<td>&lt;.001</td>
<td>0.987 (0.976-0.998)</td>
<td>&lt;.001</td>
<td>1.000 (0.988-1.012)</td>
<td>&gt;.99</td>
<td>0.991 (0.979-1.004)</td>
</tr>
<tr>
<td>High educational levelc</td>
<td>1.545 (1.097-2.176)</td>
<td>.01</td>
<td>1.016 (0.701-1.474)</td>
<td>.93</td>
<td>0.822 (0.608-1.111)</td>
<td>.20</td>
<td>0.995 (0.653-1.515)</td>
</tr>
<tr>
<td>Health care workersd</td>
<td>0.827 (0.647-1.057)</td>
<td>&lt;.001</td>
<td>1.309 (1.032-1.661)</td>
<td>.03</td>
<td>0.992 (0.814-1.210)</td>
<td>.94</td>
<td>5.891 (4.600-7.543)</td>
</tr>
<tr>
<td>Worry toward COVID-19e</td>
<td>1.107 (1.052-1.165)</td>
<td>&lt;.001</td>
<td>1.107 (1.051-1.165)</td>
<td>&lt;.001</td>
<td>1.094 (1.049-1.140)</td>
<td>&lt;.001</td>
<td>1.013 (0.959-1.069)</td>
</tr>
</tbody>
</table>

aOR: odds ratio.
bFemale as reference.
cHigh school or below as reference.
dNon–health-care worker as reference.

Table 3 presents the multiple regression results on the associations of demographic characteristics and worry toward COVID-19 with the number of information sources each respondent used. The results indicated that women and health care workers tended to use more information sources relative to their counterparts. Worry was also significantly associated with the number of information sources used.

Table 3. Factors related to number of COVID-19 information sources.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Beta</th>
<th>t test</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Malesa</td>
<td>-.066</td>
<td>-2.909</td>
<td>.004</td>
</tr>
<tr>
<td>Age</td>
<td>-.037</td>
<td>-1.585</td>
<td>.11</td>
</tr>
<tr>
<td>High educational levelb</td>
<td>-.024</td>
<td>-1.067</td>
<td>.29</td>
</tr>
<tr>
<td>Health care workersc</td>
<td>.117</td>
<td>5.218</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Worry toward COVID-19d</td>
<td>.230</td>
<td>10.132</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

aFemale as reference.
bHigh school or below as reference.
cNon–health-care worker as reference.

table 4 presents the multiple regression results on the associations of each information source and the number of information sources used by a respondent with self-confidence for the health care worker and non–health-care worker subgroups. For health care workers, those who received information from formal lessons and from more sources had significantly greater self-confidence. For non–health-care workers, a nonsignificant association was noted between each information source and the total number of sources used by a participant with self-confidence.

Table 4 presents the multiple regression results on the associations of each information source and the number of information sources used by a respondent with self-confidence for the health care worker and non–health-care worker subgroups. For health care workers, those who received information from formal lessons and from more sources had significantly greater self-confidence. For non–health-care workers, a nonsignificant association was noted between each information source and the total number of sources used by a participant with self-confidence.
Table 4. Associations of COVID-19 information sources with self-confidence in coping with COVID-19.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Non–health-care workers</th>
<th>Health care workers</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Beta t test P value</td>
<td>Beta t test P value</td>
</tr>
<tr>
<td>Males*</td>
<td>.082 3.030 .002 .081</td>
<td>3.009 .003 .1781 .08</td>
</tr>
<tr>
<td>Age</td>
<td>.002 0.888 .93 .002 0.549 .96</td>
<td>–.008 –0.205 .84</td>
</tr>
<tr>
<td>High educational levelb</td>
<td>.052 1.902 .06 .050 1.854 .06</td>
<td>–.001 –0.039 .97</td>
</tr>
<tr>
<td>Information from the internet</td>
<td>.001 0.051 .96 N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Information from friends</td>
<td>–.027 –0.906 .37 N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Information from traditional media</td>
<td>–.022 –0.767 .44 N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Information from academic lessons</td>
<td>.049 1.659 .097 N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Information from medical staff</td>
<td>.024 0.782 .44 N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Information from work colleagues</td>
<td>–.016 –0.492 .62 N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Information from family members</td>
<td>.052 1.703 .09 N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Total number of information sources</td>
<td>N/A N/A N/A .035</td>
<td>1.296 .20 N/A N/A</td>
</tr>
</tbody>
</table>

*Female as reference.

bHigh school or below as reference.


dNot applicable.

Discussion

Principal Findings

This online survey study found that most Taiwanese people relied on the internet for COVID-19 information, followed by traditional media. Many respondents also used a variety of sources of information on COVID-19; such variety was associated with sex, age, and the level of worry toward COVID-19, as well as if one was a health care worker. For health care workers, the use of formal lessons as an information source was significantly associated with better self-confidence in coping with COVID-19. The significant association between receiving information from more sources and greater self-confidence was found only in health care workers but not in non–health-care workers.

The Internet and Traditional Media as COVID-19 Information Sources

Approximately 80% of participants received COVID-19 information online. The internet makes information on COVID-19 more accessible, especially for those staying indoors due to the pandemic, with the websites of official public health organizations being the highest-quality source of online information on COVID-19 and how to prevent it [14]. We found that age was positively and negatively related with receiving COVID-19 information from traditional media and from the internet, respectively. This result suggests a cohort effect on the information source related to major health issues. Because the internet is a popular and accessible information source, medical professionals should consider subgroups of the population, especially with respect to internet access, when delivering information online. Despite the popularity and accessibility of the internet, we did not find a significant association between use of the internet as an information source on COVID-19 and self-confidence in coping with COVID-19. Misinformation on COVID-19 is rife, especially on social media. The WHO and Taiwan’s Ministry of Health and Welfare made efforts to dispel such misinformation [7,8].

Sources of Information About COVID-19 Among Health Care Workers

Because Taiwan’s Ministry of Health and Welfare recommended health care workers attend formal lessons (whether online or in-person) on COVID-19, they were more likely to receive COVID-19 information from formal lessons, which resulted in greater self-confidence. A study in China reported depression, anxiety, insomnia, and distress in a high proportion of health care workers who were never exposed to information on COVID-19 [15]. It was the uncertainty surrounding COVID-19, in addition to physical and psychological exhaustion, that resulted in such mental health problems [16]. Thus, our study and previous studies have demonstrated the necessity of providing timely and transparent formal lessons on COVID-19 for health care workers.

Worry About COVID-19 and Sources of Information

We noted that more severe worry about COVID-19 was significantly associated with using more information sources. More sources of information about COVID-19 were also associated with higher self-confidence to cope with COVID-19 in health care workers. Overall, these results imply the benefits of varied information sources on mental health and self-confidence of health care workers.
of using multiple information sources during the COVID-19 pandemic. However, the direction of the association is unclear: greater self-confidence can lead one to access information from multiple sources. Clarifying this direction of association warrants further study.

Limitations
This study has some limitations. First, although recruiting participants through Facebook is a promising research method to target the public during fast-moving infectious disease outbreaks [10], Facebook users may not be representative of the population. A review of a study that recruited participants through Facebook reported a bias in favor of women, young adults, and people with higher education and incomes [17].

Conclusion
People may use a variety of sources to search for information on COVID-19, and various sources of information had various relationships with the confidence in coping with COVID-19. Medical professionals should consider subgroups of the population when establishing the various means to deliver information on COVID-19.
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Abstract

Background: On March 12, 2020, the World Health Organization declared the coronavirus disease (COVID-19) outbreak a pandemic. On that date, there were 134,576 reported cases and 4981 deaths worldwide. By March 26, 2020, just 2 weeks later, reported cases had increased four-fold to 531,865, and deaths increased five-fold to 24,073. Older people are both major users of telehealth services and are more likely to die as a result of COVID-19.

Objective: This paper examines the extent that Australia, the United Kingdom, and the United States, during the 2 weeks following the pandemic announcement, sought to promote telehealth as a tool that could help identify COVID-19 among older people who may live alone, be frail, or be self-isolating, and give support to or facilitate the treatment of people who are or may be infected.

Methods: This paper reports, for the 2-week period previously mentioned and immediately prior, on activities and initiatives in the three countries taken by governments or their agencies (at national or state levels) together with publications or guidance issued by professional, trade, and charitable bodies. Different sources of information are drawn upon that point to the perceived likely benefits of telehealth in fighting the pandemic. It is not the purpose of this paper to draw together or analyze information that reflects growing knowledge about COVID-19, except where telehealth is seen as a component.

Results: The picture that emerges for the three countries, based on the sources identified, shows a number of differences. These differences center on the nature of their health services, the extent of attention given to older people (and the circumstances that can relate to them), the different geographies (notably concerned with rurality), and the changes to funding frameworks that could impact these. Common to all three countries is the value attributed to maintaining quality safeguards in the wider context of their health services but where such services are noted as sometimes having precluded significant telehealth use.

Conclusions: The COVID-19 pandemic is forcing changes and may help to establish telehealth more firmly in its aftermath. Some of the changes may not be long-lasting. However, the momentum is such that telehealth will almost certainly find a stronger place within health service frameworks for each of the three countries and is likely to have increased acceptance among both patients and health care providers.

(J Med Internet Res 2020;22(6):e19264) doi:10.2196/19264
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Introduction

Context
In March 2020, the nature and virulence of the coronavirus disease (COVID-19) became a matter of urgent debate. This brought telehealth into focus as a potential tool to help provide services without the need for direct face-to-face contact. Older people, as major users of telehealth services and the age group most likely to die as a result of a COVID-19 infection, were positioned to become beneficiaries of any expanded range of these services. This may especially be the case since older people in isolation may be at risk of depression and anxiety [1,2].

The focus of this paper is on the 2-week period beginning March 12, 2020, when the World Health Organization announced that the COVID-19 outbreak was a pandemic. Notably, on this date, there was high or accelerating numbers of cases and related deaths in China (where the disease was first reported), South Korea, Iran, Italy, and Spain. Worldwide there were 134,576 reported cases and 4981 deaths. By March 26, just 2 weeks later, there were 397,289 reported cases and 24,073 deaths, both reflecting increases of over 300% [3]. These global increases were reflected in increases for each of the three countries (see Table 1).

Table 1. Coronavirus disease cases and deaths worldwide in Australia, the United Kingdom, and the United States from March 12 to 16, 2020.

<table>
<thead>
<tr>
<th>Country</th>
<th>March 12, 2020</th>
<th>March 26, 2020</th>
<th>Increase</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Cases, n</td>
<td>Deaths, n</td>
<td>Cases, n</td>
</tr>
<tr>
<td>Australia</td>
<td>156</td>
<td>3</td>
<td>3050</td>
</tr>
<tr>
<td>United Kingdom</td>
<td>590</td>
<td>10</td>
<td>11,658</td>
</tr>
<tr>
<td>United States</td>
<td>1697</td>
<td>41</td>
<td>85,435</td>
</tr>
<tr>
<td>World</td>
<td>134,576</td>
<td>4981</td>
<td>531,865</td>
</tr>
</tbody>
</table>

Definition of Telehealth

A note on the definition of telehealth is necessary in view of its uneasy position in relation to telemedicine, telecare, technology-enabled health, and digital health—terms that may overlap and are sometimes used interchangeably. Mobile health (mHealth; and the use of apps) are also included. Differences in understanding are indicated in the country profiles below.

The definition of telehealth offered here is encompassed by the term digital health. Its origin lies in the European Code of Practice for Telehealth Services [11]. Telehealth, it affirms, is “the means by which technologies and related services concerned with health and well-being are accessed by people or provided for them irrespective of location.” This definition fits with Wootton’s [12] description of telemedicine as “health care carried out at a distance,” with both reflecting a person-(or patient-) centered, as opposed to a technology-driven, approach. Either can be viewed as suitable to underpin potentially new norms for health service provision, in part forced by the COVID-19 pandemic.

Benefits and Barriers of Telehealth

The reported benefits of telehealth have focused on cost, choice, and convenience. In respect to cost, much debate has taken place on the extent of financial savings that might be realized. The most substantial study of telehealth interventions, that of the “Whole System Demonstrators” (WSDs), started in 2010 and involved 3000 patients in England. It was reported that, although there was a reduction in hospital admissions, telehealth did not “seem to be a cost-effective addition to standard support and treatment” [11,13]. An ensuing study in Northern Ireland, with just under 4000 patients, noted “no evidence within the dataset of any marked impact of telehealth services on hospitalisations and hospital-based service usage” [14]. Both studies related to interventions involving the use of devices such as vital sign monitors linked to home hubs characteristic of “telecare” services that operate throughout the United Kingdom.

In contrast, an Australian study in 2013-2014 that involved nearly 300 telehealth patients explored the benefits of both vital signs monitors and technologies that included participant videoconferencing capabilities and messaging features. It, like the WSDs in the United Kingdom, found a reduction in hospital admissions but, importantly, also found a significant improvement in participants’ health literacy and health behaviors, together with reported improvements in anxiety, depression, and quality of life [15,16]. The Australian study, by taking a more person-focused approach, at least touched on some of the potential benefits of telehealth that are not
concerned with cost-effectiveness (as seen by provider organizations and funding bodies).

Other small-scale studies have taken this further, emphasizing the convenience of such services, especially when accessed by people in rural areas and, therefore, obviating the need to travel [17]. Although personal contact in the form of presence and touch is beyond telehealth, at least there is some help toward addressing the twin scourges of loneliness and social isolation that can afflict some older people. Linked with this is a real ability to make connections that give comfort and companionship to (older) people when they are dying, access to interpreters and signers where necessary, and even provide cognitive behavioral therapy.

Prominent among telehealth technologies are health apps, with their ubiquity increasing in the context of smartphone use, including messaging for mindfulness-based therapy for patients with cancer [18] or providing “digital therapy” for people with mental health needs [2]. There is an immense range of health-related apps, totaling over 300,000 in iTunes and Google Play in 2017, though the quality of most apps was considered as leaving much to be desired [19].

Known barriers to uptake of telehealth, aside from cost-effectiveness, center around the lack of (suitable) information technology and the security of communication links regarding personal (including health) data [2,20]. In addition, there are concerns regarding the impact on patient rapport, workforce, liability and legal issues, and time constraints [21]. Other barriers include the need to rethink business models and to overcome financial barriers including incentives, billing, and both initial and longer-term funding. Finally, some are concerned that telehealth is of lower efficacy; this clearly being the case where face-to-face contact with patients is necessary, for example, to undertake clinical examinations [17]. It is also of concern if there would be any deferring (by older people in the context of COVID-19) of making contact with health services that could assist in relation to, for example, pain, weight loss, and diminution of strength, or if any circumstances were overlooked that could relate to, for example, isolation and its consequences (eg, lack of food intake, depression, and even suicidal thoughts). Additionally, the COVID-19 outbreak could lead to a “mental health spike” [2].

Finally, there are the twin technological barriers that relate to the limitations or unreliability of internet connections (a matter that relates, in part, to the geographies of each country but also to the capacity and, therefore, the efficacy of remote connections) and the interoperability of the technologies concerned.

In relation to the positive aspects of telehealth, the need for future research has been called for by Dinesen et al [22] who affirmed the need to “identify...factors that promote [our emphasis] telehealth acceptance, such as human-technology interaction, organization of the health care system and social factors.”

COVID-19 and Telehealth

The COVID-19 pandemic casts telehealth in a new light because it is accessed by people directly from their homes. The use of telehealth “may reduce the likelihood of viral transmission by limiting person-to-person contact, while enabling people with the virus to be treated for viral symptoms and their normal medical conditions” [23]. Health professionals meanwhile (as is already the case for extant telehealth services) are able to undertake more work from home. In addition, telehealth can be seen as safeguarding both health and social care workers, and (older) people who access such services at least for those tasks that do not require physical contact.

Hollander and Carr [24] pointed to the merits of telehealth enabling the diversion of people, where appropriate, from centers that deal with “emergencies” to “nurse triage lines” or for scheduled video consultations. They affirmed that remote screening and diagnosis (or referrals) can potentially reduce exposure for health care workers and other patients, as it will allow patients “to bypass the ED (Emergency Department) and be placed directly in a hospital bed.” Technologies (whether via tele- or video consultations) can, they argued, inform and motivate people in relation to their lifestyles or the (self-) management of different conditions.

We can envisage, furthermore, the increased use of self-test kits with these and other vital sign measurement devices (eg, for blood pressure and respiratory function), contributing to a devolution of more traditional health care to the home. At least some of the matters that tie us to “the delivery of services in bricks-and-mortar campuses and clinics,” where infection transmission is too easily facilitated, could be loosened and even make such institutions “largely unusable” [25].

It is only a small additional step to recognize the potential of telehealth through the use of artificial intelligence (AI) with, for example, remote screening via video that can recognize and record voice, facial expressions, attention, skin pallor, movement, and other signs for assessment and diagnostic purposes. However, published work in English on the use or potential use of AI in the context of both telehealth and COVID-19 is currently absent except for identifying disease outbreaks and learning from patterns of spread [26].

Particular barriers in relation to telehealth development in response to COVID-19 for three countries are noted in the Results section. Some are being addressed by changes to legislation and regulation, finance, and support programs. Protocols to guide at least video consultations were either already in place or under review. Most health and social care professionals, faced with the new demands of COVID-19, are therefore on a steep learning curve relating to the virus itself and necessary operational changes.

This paper examines the extent to which Australia, the United Kingdom (consisting of England, Scotland, Wales, and Northern Ireland), and the United States have, as a consequence of the pandemic, implemented telehealth as a tool to help older people who may live alone, are frail, or are self-isolating; identify those who may have a COVID-19 infection; and give support and facilitate treatment where necessary.
Methods

Three countries were explored: Australia, the United Kingdom, and the United States. The focus is on the 2-week period starting on March 12, 2020, when the World Health Organization announced the COVID-19 pandemic. This paper reports on the activities and initiatives taken by governments or their agencies (at national or state levels) in the three countries and the publications or guidance issued by professional, trade, and charitable bodies. Different sources of information are drawn upon that point to the perceived likely benefits of telehealth in fighting the pandemic.

Accessing the relevant sources of information for each of the countries was facilitated in large part by the knowledge and networks of the coauthors. It involved internet searches, scrutiny of media reports, and the use of contacts who work in practice or are involved in consultancy (including those who are acknowledged at the end of this paper). The focus of attention was on national (or federal) policy initiatives that would impact, through changes in funding frameworks or other strategic measures, on practice within regional, state, or territory jurisdictions.

During the period of study, the coauthors explored the burgeoning range of publications online (in the form of newsletters and blogs), some of which bore testimony to the escalation in use of tele- and video consultations, and reactions (mainly of service providers) to the funding and policy changes that were being enacted or signaled. In the wake of these a smaller but important number of academic articles were accessed—these, in general, revisited earlier work and began to re-evaluate the potential of telehealth in the new context.

The different governmental structures of the three countries, and the fragmented nature of telehealth services therein, means that they cannot be taken as representative of any wider range of countries. This must be a matter for future study.

Results

Australia

On March 11, 2020, the Australian government announced an AUS $2.4 billion (US $1.6 billion) health package to combat COVID-19. AUS $100 million (US $68 million) was promised to fund a “new Medicare service,” at no cost for patients, concerned with telehealth consultations via phone or video (eg, Skype) by general practitioners (GPs), specialists, nurses, and mental health allied health workers. The service would be available for COVID-19–related consultations and, more widely, to people at greater risk of COVID-19 infection, including those older than 70 years (or older than 50 years for Aboriginal or Torres Strait Islanders), people with chronic conditions or who are immunosuppressed, women who are pregnant, and parents with new babies. A free 24/7 national triage phone line was also to benefit from additional funding of AUS $50.7 million (US $34.4 million). In addition, AUS $25 million (US $17 million) was earmarked to fund Australian in isolation and at-risk groups to file their medication prescriptions online and have medicines home delivered free-of-charge [27]. This urgent initiative followed a call from the Royal Australian College of General Practitioners (RACGP) on March 6, 2020, for the government to “relax current restrictions around telehealth services by removing geographical constraints and permitting GPs to interact with their patients irrespective of location” [23]. Other bodies such as the Australian Medical Association, Australian College of Rural and Remote Medicine (ACRRM), and the Rural Doctors Association of Australia added their voice. Snowsell et al [23] noted that previous government telehealth funding had been made in response to droughts and bushfires, and on March 23, the Australian Government allowed vulnerable health care professionals who were authorized to use telehealth “item numbers” (ie, reimbursable) for all consultations with all their patients [28]. Australia already had relatively well-established telehealth services with some 150,000 “visits” having taken place from “rural and remote communities” in 2018 [23]. This is despite that fact that medical students are not exposed much to telehealth in their training, despite a realization of its potential benefits. In a 2018 study, they expressed preference for face-to-face consultations [17].

The ACRRM had published a standards framework (in 2016) that promoted the use of telehealth services for remote communities [29]. Guidelines for operating videoconference calls were already in place, such as from the Royal Australasian College of Physicians [30]; although, these required a GP, practice nurse, or Aboriginal health worker to be present with the patient during consultations. There remain barriers, however, to service operation in view of people having to have “access to a videoconferencing platform and internet connection” despite, as noted by Snowsell et al [23], that these could be freely or cheaply done via a “tablet or PC”. The broader context for Australia had been set in the nation’s digital health strategy that called for “widing access to telehealth services” [31].

Finally, on March 30, 2020, the Australian government announced funding of AUS $669 million (US $454 million) for the rollout of a universal telehealth model for all Australians to enable health care access through tele- or video consultations from home until September 30, 2020 [32]. There were multiple benefits: the new model enabling a reduction in COVID-19 exposure for both patients and health care providers, a maintaining of the primary health care frontline, and a reduction in the demand for personal protective equipment and emergency departments. It also helped people to stay at home, therefore, supporting compliance with self-isolation and quarantine requirements. Providers were expected to adopt either a 100% remote business model or a hybrid model of service provision. Face-to-face consultations were recognized as still being needed where physical examination was required or where technology could not be used (eg, for a confused patient without support). Practices would need to create new workflows, and some local primary health networks were guided in these tasks [33].

In addition, on March 30, 2020, further funding (AUS $74 million [US $50 million]) was provided to support telehealth consultations for those with mental health needs, including the development of a digital mental health portal and a “coronavirus hotline” for well-being and online support for health workers.
Specifically for older people, AUS $10 million (US $6.8 million) was assigned to the existing community visitors scheme (and to train volunteer visitors) to combat social isolation caused by COVID-19–imposed visiting restrictions. Such volunteer visitors will connect with older people both online and by phone.

Elsewhere, the growth in the use of apps was noted by Scott et al [19], who recognized their usefulness in relation to certain health conditions. They set out a comprehensive framework by which their merits could be assessed. An “App Evaluation Model” for mental health apps is available from the American Psychiatric Association [34]. Apps were already being trialed within some local primary health networks in Australia [35] and in the United Kingdom [36]. By March 27, 2020, a European Commission funded project had pointed to 19 mHealth “solutions” to help with the COVID-19 outbreak [37].

Given the role of apps as a means that people can self-manage and at the same time share information (eg, on heart rate and respiration) with health services, their potential importance as a tool of telehealth in the context of the COVID-19 pandemic is clear. Research has demonstrated that, if health care providers discuss the use of health apps with their patients, they are generally willing to use them to manage their chronic conditions [38], but such use in Australia is still in its infancy. COVID-19 might accelerate their uptake and use.

Furthermore, well-developed “aged care” services are important throughout Australia. These include the usual range of services in care homes and the wider community (home care), and have often been underpinned by “social alarms” (personal response systems) or telecare. In this sector, although not clinician-led, there is a rapidly growing awareness of telehealth’s potential in supporting older people at home and of the tools that are available to help with this. The Aged Care Industry IT Council (ACIIITC; that draws together Aged Care Services Australia and Leading Age Services Australia) mapped and documented recent technology changes [16]. This helped multiple aged care services to re-evaluate their roles in the context of such technologies and, where they had not already done so, to look at service cultures, operational procedures, and related training.

A leading Australian example of an aged care service that crosses over from the social to health care sectors is provided by Feros Care. This aged care service provider has partnered, for its home care services, with Google to facilitate older people’s use of Google Assist, thus, giving them (and caregivers) access to the organization’s portal and a widening range of information and other services. Information gathered regarding service use is envisaged as a prelude to using AI to monitor well-being [16].

The range of technologies documented in the work of the ACIIITC was substantial and carries importance in the COVID-19 context. It ranged from apps and voice assistants (including Google Assist, Amazon’s Alexa, and Apple’s Siri) to fall-detection devices and socially assistive robots—with consideration also being given to related developments around smart homes and the internet of things. Importantly the report recognized “touch points” with clinicians. This is because of the extent that such technologies are now able to provide lifestyle and physiological data that can both help people to remain in good health and safely manage any health conditions, a matter that carries greater importance when self-isolating. It is only a small step thereafter to consider (as previously noted) how AI can be used [39] to facilitate not just monitoring (with necessary safeguards around privacy) but also diagnosis and treatment.

In the meantime, levels of awareness of the role of telehealth in relation to COVID-19 are rapidly rising. Helping this was the Digital Health Cooperative Research Centre webinar on March 18, 2020, titled “COVID-19 and Digital Technology: the Roles, Relevance and Risks of Using Telehealth in a Crisis” [40].

The range of technologies documented in the work of the ACIIITC was substantial and carries importance in the COVID-19 context. It ranged from apps and voice assistants (including Google Assist, Amazon’s Alexa, and Apple’s Siri) to fall-detection devices and socially assistive robots—with consideration also being given to related developments around smart homes and the internet of things. Importantly the report recognized “touch points” with clinicians. This is because of the extent that such technologies are now able to provide lifestyle and physiological data that can both help people to remain in good health and safely manage any health conditions, a matter that carries greater importance when self-isolating. It is only a small step thereafter to consider (as previously noted) how AI can be used [39] to facilitate not just monitoring (with necessary safeguards around privacy) but also diagnosis and treatment.

In the meantime, levels of awareness of the role of telehealth in relation to COVID-19 are rapidly rising. Helping this was the Digital Health Cooperative Research Centre webinar on March 18, 2020, titled “COVID-19 and Digital Technology: the Roles, Relevance and Risks of Using Telehealth in a Crisis” [40].

The resources, guidelines, training, online forums, and directory of telehealth care specialist and generalists maintained by the ACRRM may, in this context, assist health care organizations in setting up, reshaping their services, and supporting their workforces through the transitions [41]. The RACGP, furthermore, was poised to release a checklist on how to set up good clinical care in the age of telemedicine. More broadly, the Australian Digital Health Agency, having consulted on the issue of interoperability in 2019, aimed to publish a “National Health Interoperability Roadmap” [42].

However, as for all three countries, the reach of new telehealth initiatives to older people in Australia, despite the urgency around COVID-19, is uncertain. Many people, disproportionately those with the greatest needs, may not have (or cannot afford) smartphones or computers. Some, depending on location, have poor (or no) connectivity—albeit alleviated by the fact that many can use a landline to consult with their health care provider. Others, maybe many, may find it hard to consult over the phone and could forgo their health care visits until the pandemic is finished, with this potentially leading to other health care complications, the implications of which have not yet been adequately considered.

In summary, there is a good range of operational telehealth services in Australia (that offer tele- and video consultations), notably in rural areas, and such services may be able to further develop their wares as a consequence of the government’s investment promise. Furthermore, the existing range of aged care services and the extent of their recognition in the role of new technologies is significant. This makes Australia relatively well positioned to respond to the COVID-19 challenge and to develop telehealth services in ways that respond to both health and social care needs.

**United Kingdom**

On March 12, 2020, the United Kingdom was moving to a “containment” phase in its response to the COVID-19 pandemic. The Prime Minister affirmed that, in this phase, “many more families will lose loved ones before their time” [43]. Telehealth did not have a place in the UK government’s plans at this point; although Scotland had announced on March 10 that they were “accelerating” an investment of £1.24 million (US $1.5 million) plus £8 million (US $10 million) “implementation” costs to support video consultations, already used in rural areas, more widely, including for GP consultations [44].
Impetus for the UK action was added to through a publication from the Imperial College London. On March 16, 2020, Ferguson et al [45] modeled the potential of nonpharmaceutical interventions for the United Kingdom and the United States, aimed at reducing contact rates and disease transmission. It pointed to the possibility that 81% of both populations would catch the disease if control measures were not put in place. The control measures included in the modeling were “case isolation in the home,” “voluntary home quarantine” of all household members, and “social distancing.” These, of course, have a severe impact on older people.

On March 17, 2020, NHS England issued a notice to health trusts, health service commissioners (procurers), and providers, including GP services. This called for the agencies in question to “support the provision of telephone-based or digital- and video-based consultations, and advice for outpatients,” and for general patient consultations to be undertaken by GPs and other health care staff. For the latter, the “roll out” of such practices would, it was considered, be accompanied by increased use of email and text messaging. “Face to face appointments,” the notice stated, “should only take place when absolutely necessary.”

The limited promotion of telehealth on a UK-wide basis in response to COVID-19 is likely because of the general lack of developed services (the exception being Scotland). This is despite what has been recognized as a sizeable market for such services—a major part of which was relating to mHealth and the use in the United Kingdom of apps and smart phones [46]. There are, however, many established social alarm (personal response systems) and telecare services. A leading UK example (in the north of England) of a telehealth service that crosses over from the health care to the social care sector is that provided by the Airedale NHS Foundation Trust. The “hub” provides varied services including telemonitoring, tele-coaching, the provision of advice, home visit scheduling, and (where appropriate) clinical assessments enabled through video consultations. Furthermore, is the “Gold Line” service that provides video contact for people “approaching or in the last year of life” [47,48].

The Digital Health and Care Institute, based in Scotland and financially supported by the Scottish Government, reported that some 1.8 million (mainly older) people in the United Kingdom use such services, with some also benefitting from vital sign monitoring. Most of these services, it can be noted, have their origins in housing and social care services. The TSA (formerly the Telecare Services Association) meanwhile called for their service provider members to “engage with health and social care partners” to plan for the COVID-19 response and be ready “for increased demand from vulnerable service users” [49]. It follows that many telecare services in the United Kingdom have quickly reshaped their offerings to enable staff, normally located at their monitoring and control centers, to work from home; implement new practices for visiting staff (eg, to undertake assessments or respond to urgent circumstances); and adopt, where possible, self-installation procedures (where home “hubs” are delivered for simple connection to a telephone line or internet connection).

Telehealth service development in relation to COVID-19 in the United Kingdom appears, therefore, to be initially slow. The Scottish exception, similar to Australia, will build on experience that was driven by the needs of rural, remote, and island communities. Its program includes several recognized elements of telehealth such as “home and mobile health monitoring, videoconferencing, and telecare. It also includes the use of a “bespoke” videoconferencing system for people at home (with internet-linked computers) or who are “on the move” (via smartphones). These services are not just concerned with health-related consultations but also links, at least for Scotland’s most rural health service, with dispensing practices to facilitate “better pharmaceutical management” [50,51].

For the United Kingdom overall, therefore, the COVID-19 outbreak was a major “jolt” to the National Health Service (NHS) that had been and remains, in part, reluctant to embrace telehealth. A recent harbinger of necessary change was offered, however, in the Topol Review [39] that called, in the context of technological changes, for dramatic improvements in the England’s health and social care infrastructure (including the workforce) and associated changes in culture. In the review, telemedicine (a subset of telehealth) topped the list of the most relevant and necessary technological advances, followed by smartphone apps and remote monitoring facilitated (in part) through sensors, including those embedded within wearable devices. Relevant also is NHSX, established in 2019 [52] as an NHS “spin-off,” that is intended to lead, for England, the largest digital health and social care transformation programme in the world,” with foci that include the interoperability of systems and an intent to guide ways in which benefits for the NHS can be harnessed from “big data” analytics. Their “tech plan,” including attention to apps, was under development in 2020. NHSX is, according to the NHS England notice of March 17, 2020, leading work relating to telehealth developments in the primary care sector.

In response to the question as to why telehealth had not (to date) been developed further in the United Kingdom, Professor Trish Greenhalgh put it succinctly in a webinar on March 18, 2020 [40]. She affirmed, referring to clinicians, that they “didn’t have any particular reason to use [telehealth]. They didn’t see a clinical need,” adding that “running a service with video-consultations as a main component involves major changes in workflows and also changes in professional interactions. And it feels a bit weird [for them] to be consulting either by telephone or video when you could just bring the patient in and look at them - as you were taught.” Other work by Greenhalgh is relevant in exploring video consultations [53] and remote assessments [54].

Useful in this context is the release by the (UK) Royal College of General Practitioners of “top tips” for telephone consultations in the context of COVID-19 [55] and preliminary “video-consultation information” for GPs developed by the NHS in collaboration with the University of Oxford and drawing on guidance produced by the Scottish Government [56].

In summary, the reach of new telehealth initiatives to older people in the United Kingdom is uncertain. Many (older) people do not have smartphones or computers. Some, depending on
location, will have poor (or no) connectivity. In the United Kingdom, furthermore, although there is good NHS intent to reach all those in need (as part of their universal service obligation), the rollout of telehealth services, despite the urgency of COVID-19, may be slow—though lessons will be learned from both Scotland and outside of the United Kingdom.

**United States of America**

On March 17, 2020, the United States announced the “dramatic” expansion of telehealth services via tele- and videoconferencing, with people able to use these services over the ensuing 6 months through such platforms as Skype or Facetime and with the waiving of “other” normal requirements [57]. The waiving of regulations applied to the state authorized Medicare funded services that operate throughout the United States [58] and followed growing concerns about the COVID-19 outbreak. A further US $2 trillion (of which US $200 million was earmarked for telehealth) was promised through the Coronavirus Aid, Relief, and Economic Security Act that passed through the Senate on March 25, 2020, [59] and was signed into law on March 27.

Realization of the need for such urgent action was partly prompted by an article, published on March 11, 2020, by Hollander and Carr [24]. This affirmed that, in the context of COVID-19, “direct to consumer (or on-demand) teledicine...is both patient-centered and conducive to self-quarantine, and it protects patients, clinicians and the community from exposure.” In place, furthermore, was an infrastructure in the United States that would, they envisaged, facilitate telehealth’s (telemedicine’s) greater use, with programs already in place for 50 of the country’s state health systems.

That initial week (commencing around March 11, 2020) was marked in the United States by an “explosion of demand” that “slammed into hospitals [that were] used to delivering telehealth consults for only a handful of patients a day.” Cleveland Clinic and Jefferson Health were reported as having fifteen- and twenty-fold increases, respectively, in telehealth visits in a week. In addition, Penn Medicine, because of their increased demand, “increased the number of practitioners delivering remote consults from six to 60” [25]. Further increases were expected. Additional impetus was added to the moves because of the applicability of the Imperial College London report that pointed to the equal (though far bigger in population terms) threat of deaths to the United States [45].

By March 17, 2020, the American Association of Retired Persons, the largest representative body of older people worldwide, had posted an item on their website that explained, in reassuring terms, what to expect in a virtual visit [60]. The author of the item affirmed that a virtual visit was “very similar to what would happen in person,” advising people to be ready to respond to questions, “to have a pen and paper handy,” and to be increasingly equipped to take physiological measures at home, notably blood pressure and temperature. The Centers for Disease Control and Prevention [61] had published interim guidance for community health staff that included the need to “explore alternatives to face-to-face triage and visits” and “identify staff to conduct telephonic and telehealth interactions,” with “protocols so that staff can triage and assess patients quickly.” The American Hospital Association [62] had, a year prior to the COVID-19 pandemic, called for “widespread elimination of geographical and setting locations requirements” and an expansion of “types of technology,” including remote monitoring, that could be used.

The new Medicare rules began retrospectively, starting on March 6, 2020. The telehealth services in question were required to consult in “real-time” (ie, asynchronous and store and forward communication was not included), and the prior restriction to beneficiaries in rural and remote areas was removed. Reimbursement rates for service providers were set at the same rate as for face-to-face visits. Importantly, all eligible Americans became able to link to telehealth services “through video chat and online patient portals” referred to as “virtual check-ins” [59].

The range of staff engaged by service providers (at “originating” sites) was widened, overall including doctors, nurse practitioners, licensed clinical social workers, and clinical psychologists, with ordinary consultations, as well as health screening and mental health counselling, being able to be undertaken. Health staff (including nurse practitioners and physician assistants, where necessary, at “distant” sites) became eligible for payment [63]. Although the focus was on Medicare, it can be noted that several of the private insurance service providers were starting to waive costs for remote assessments and consultations, reckoning on the health benefits that would ensue [64].

What superficially may look like a consistent approach in the United States (focused mainly on videoconferencing) hides variation between the funding and administrative frameworks that operate in different states. Dinesen et al [22] reported on a “fragmented” system in the United States where the “use of technologies can create jurisdictional conflicts, policy conflicts and remain tangential to care practices rather than integrated in [the] health care infrastructure.” In 2019, the Center for Connected Health Policy [65] affirmed that “no two states are alike in how telehealth is treated, despite some similarities in the language used.”

A useful fact sheet for telehealth was, however, provided by the American Hospital Association [62]. This noted that, in 2017, three-quarters of US hospitals connected “patients and consulting practitioners at a distance,” albeit that there were barriers to wider adoption. All states provided reimbursement under Medicaid “for some form of live video,” but less than half were reimbursed for “store and forward” [62]. There are many people, furthermore, who were recognized as “low-income or uninsured” and who “may have no choice but to pay out-of-pocket for these services” [66]. Only a minority of Americans, in fact, are on Medicare, with Cahan [67] arguing that “telehealth must also reach these 281 million individuals in the under-resourced nooks and crannies of the US.”

A US example of a telehealth service is provided by St Luke’s Health, which operates a “virtual care center” in Boise, Idaho. The center and its staff provide video consultations and remote patient monitoring for people at other linked health care facilities, in their homes, or (via mHealth) on the move. Importantly, the service approach is seen as evolving from one...
that is more reactive and responsive to health needs as they arise to one that is proactive in supporting people’s day to day health [68].

Finally, mention must be made of the fact that the United States has well developed personal response services (social alarms) that are frequently in place to support patients after hospital discharge or are otherwise used to enable people to contact responders after a fall or in other necessitous circumstances. Most of these are private sector services and some are seeking to evolve as telehealth services. They echo in their form the social alarm services in Australia and the United Kingdom.

As for all three countries, the reach of telehealth initiatives to older people in the United States, despite the urgency around COVID-19, is uncertain. Many people do not have smartphones or computers. Some people, depending on their location, will have poor (or no) connectivity. In the United States there are, furthermore, issues around the cost of services where (older) people are not eligible for Medicare.

Discussion

This paper has exposed differences in the way that Australia, the United Kingdom, and the United States responded, in the 2-week period beginning March 12, 2020, to the promotion and use of telehealth to combat the COVID-19 pandemic. These differences relate to their prior experiences with telehealth, the different health, and to some extent, social care, contexts, and cultures; the extent that specific attention was given to older people; the respective geographies (most notably in relation to rural areas); and the linked funding frameworks. Differences in understandings of definitions or the breadth of telehealth were also indicated, reflecting the nature of extend services within the countries in question.

Regarding the health context, a strong link to long-standing universal welfare models is signaled for both Australia and the United Kingdom. In the United Kingdom, a major part of telehealth and related service provision is via public and third sector (charitable or nonprofit) organizations. In Australia, provision is both from these and the private sector. The welfare element is, however, also there for the United States where Medicare and Medicare programs seek to ensure that the needs of at least some of those who are most vulnerable are met, albeit with most people normally accessing services through private providers.

All three countries give attention to older people. An interesting aspect of this, especially in Australia and the United Kingdom, are the moves toward cultural change within services, being reflected in an increased understanding of the potential of technologies to empower their users. The use of apps (notable in the United Kingdom) and voice assistant devices in the home are pointers to this, with indications in all three countries of some moves, within the context of telehealth, toward encouraging greater self-management.

The different geographies of the three countries have been observed as influential. This, in part, reflects the fact that some (often pioneer) telehealth services, were born of necessity—arising from rurality, remoteness, and island locations, and workforce shortages [69]. This is particularly the case for Australia. It is interesting to note, therefore, the actions by governments in both Australia and the United States that waived restrictions on financial support for service provision in nonrural areas. In addition, regardless of the future of telehealth, there is no doubt as to its real achieved benefits as perceived by (older) people living in rural and remote regions.

Understandings of the meaning of telehealth in the three countries were clearly influenced by the nature of services that had been established, this then being consolidated by what was determined as eligible for funding. Hence the US “model” based around video consultations can be contrasted with the less rigidly framed, but arguably more inclusive, services in Australia and the United Kingdom. The US model may, nevertheless, prove to be a useful foundation for extended services that are able to respond to the COVID-19 pandemic. By contrast, the rapid building or strengthening of telehealth services in Australia and the United Kingdom as a response to COVID-19 could prove more problematic, in the sense that greater attention will be necessary to establishing or putting in place adjustments to staffing and operational procedures able to both ensure reasonable quality standards (for technologies and services) and to respond to the certain increase in demand.

As noted in STAT [25], for the United States, “the administrative challenges are numerous. They include training doctors to deliver virtual care...there are also technology set up challenges for new users as well as a shortage of bandwidth as the internet groans under the strain of increasing use.” All three countries, meanwhile, could consider the extent to which “nurse-practitioners” and “physician assistants” could play a greater part together with social care staff (and assisted by the technologies) in the operation of telehealth services. There are, in addition, all kinds of related challenges for information governance and the inevitably time-consuming tasks associated with quality testing of both the technologies and the related services. In addition, even though funding may be provided in this extraordinary time, the questions remain as to whether this will prove adequate to support the running of viable telehealth businesses in the COVID-19 context.

Common to all three countries is their commitment to at least basic service quality safeguards. These are essential and will need to be built upon if telehealth is to take its place within established health services. The COVID-19 pandemic is forcing the changes, and the question of service sustainability will, therefore, remain. We are some way from what Cahan [67] referred to as telehealth becoming “finally mainstream – overnightish,” and we are some way away from loosening the ties that bind us to “the delivery of services in bricks-and-mortar campuses and clinics” and face-to-face consultations and care, “where infection transmission is too easily facilitated” [25].

What begins to come through, however, is a sense of an increasing and shared recognition of how the technologies that we associate with telehealth are not only vehicles for the provision of services but also offer a means for people’s empowerment. This empowerment applies to all, including older people for whom there is an imperative for equal effort to be expended in ensuring both the form of the technologies and
services is appropriate to facilitate their use. Although with telehealth, the extent of personal contact in the form of presence and touch has been noted as currently out of reach; tele- or video consultations may offer a route toward helping address the twin scourges of loneliness and social isolation that can afflict some older people. Linked with this is the ability, in the context of COVID-19, of telehealth to make the links that give comfort to (older) people when they are ill, self-isolating, or being confined. In addition, for (older) people who are more mobile, there is the often-cited telehealth benefits of not needing to travel to health facilities, with the concomitant inconvenience and cost to themselves and, frequently, accompanying persons.

Further than this, the empowerment of older people living with mild dementia and their caregivers during COVID-19 has been demonstrated in Spain through television-based health and social support interventions, and the provision of telephone-based support [70]. Telehealth in the form of television-based support went, therefore, beyond an initial objective of home support and is concerned with promoting “active aging” at home. The program has enabled caregivers to provide remote support and improved cognitive function with online memory exercises.

In summary, the picture that emerges is one of uncertainties and differences for the three countries but with an increasing awareness of the part that can, and probably must, be played by telehealth in the context of COVID-19. That part will potentially have a great benefit for older people who, it has been noted, are disproportionately impacted by the virus. However telehealth services develop in this context, there is the reassurance, of a shared concern in the three countries for at least basic quality standards to be maintained. To do this, and whether or not the immediate impact on telehealth services is sustained after the pandemic, there will be a commensurate need for telehealth (or, rather, the broader realm of digital health) to become integrated within health and social care service frameworks. In other words, telehealth must not be seen as an “alternative” form of health care. It follows that telehealth, regardless of the impact of COVID-19, must also become integrated within the training curricula for both health and social care professionals and practitioners.
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Abstract

Background: The coronavirus disease (COVID-19) was discovered in China in December 2019. It has developed into a threatening international public health emergency. With the exception of China, the number of cases continues to increase worldwide. A number of studies about disease diagnosis and treatment have been carried out, and many clinically proven effective results have been achieved. Although information technology can improve the transferring of such knowledge to clinical practice rapidly, data interoperability is still a challenge due to the heterogeneous nature of hospital information systems. This issue becomes even more serious if the knowledge for diagnosis and treatment is updated rapidly as is the case for COVID-19. An open, semantic-sharing, and collaborative-information modeling framework is needed to rapidly develop a shared data model for exchanging data among systems. openEHR is such a framework and is supported by many open software packages that help to promote information sharing and interoperability.

Objective: This study aims to develop a shared data model based on the openEHR modeling approach to improve the interoperability among systems for the diagnosis and treatment of COVID-19.

Methods: The latest Guideline of COVID-19 Diagnosis and Treatment in China was selected as the knowledge source for modeling. First, the guideline was analyzed and the data items used for diagnosis and treatment, and management were extracted. Second, the data items were classified and further organized into domain concepts with a mind map. Third, searching was executed in the international openEHR Clinical Knowledge Manager (CKM) to find the existing archetypes that could represent the concepts. New archetypes were developed for those concepts that could not be found. Fourth, these archetypes were further organized into a template using Ocean Template Editor. Fifth, a test case of data exchanging between the clinical data repository and clinical decision support system based on the template was conducted to verify the feasibility of the study.

Results: A total of 203 data items were extracted from the guideline in China, and 16 domain concepts (16 leaf nodes in the mind map) were organized. There were 22 archetypes used to develop the template for all data items extracted from the guideline. All of them could be found in the CKM and reused directly. The archetypes and templates were reviewed and finally released in a public project within the CKM. The test case showed that the template can facilitate the data exchange and meet the requirements of decision support.
Conclusions: This study has developed the openEHR template for COVID-19 based on the latest guideline from China using openEHR modeling methodology. It represented the capability of the methodology for rapidly modeling and sharing knowledge through reusing the existing archetypes, which is especially useful in a new and fast-changing area such as with COVID-19.

(J Med Internet Res 2020;22(6):e20239) doi:10.2196/20239
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Introduction

The coronavirus disease (COVID-19) is a severe infectious disease that has been confirmed to lead to human-to-human transmission since December 2019 [1]. Considering the sudden outbreak of the disease as a challenging threat, it was brought into the Class B of infectious diseases defined in the Law of the People’s Republic of China on the Prevention and Control of Infectious Diseases, but management and policies were adopted according to the Class A of infectious diseases [2,3]. All of the challenges have brought great pressure on medical institutions and professionals, including the lack of medical equipment and the complexity of diagnosis. At the same time, the fear of the disease has a negative impact on both the psychological and physiological well-being of affected individuals.

Although, most cases of the disease occurred in mainland China in the beginning, other areas have also confirmed cases of the same disease, and the number of cases continues to increase. The World Health Organization (WHO) has declared the 2019-20 coronavirus outbreak to be a Public Health Emergency of International Concern [4]. So far, the United States is the most seriously affected country in the world. In addition to China, many cases were found in the Western Pacific Region, such as South Korea and Japan. Russia and Great Britain were relatively seriously affected areas in Europe [5] according to the latest data reported by the WHO.

Symptoms include fever, cough, or shortness of breath, and even pneumonia, multi-organ failure, and death in the most severe cases. The latent period can be between 1 and 14 days, and on average is between 3 and 7 days according to the epidemiological investigation. What is even worse is that some patients may be asymptomatic at the beginning, which results in some undetected errors [6]. Given the severity of the infectious disease and urgency of diagnosis and treatment, a large number of studies related to disease prevention and control have been carried out with the support of various countries according to the WHO [7].

Considering the rapid spread of the disease, the transferring of knowledge of diagnosis and treatment of the disease and newly updated achievements of research are important, especially from areas with improved epidemics like mainland China, the area where the epidemic had begun. Although some efforts have been made through teleconsultation and medical staff assistance, they are still limited due to a lack of experts. Using decision support tools is an efficient way to transfer the knowledge of experts to clinical practices. Epic (Epic Systems), which is a health care software company with electronic medical record software application, has sent out an update to its customers to detect potential cases of COVID-19 [8]. DIPS, which is a major openEHR vendor, released open source components to assist software developers creating apps to fight COVID-19 [9]. Although Epic provided a complete solution for medical information systems where the clinical decision support tools have already been embedded, most other systems still need to integrate with medical information systems to be used in clinical practice. The interoperability of disease-related data has become an important issue.

Many studies on terminology standardization have been conducted to improve the interoperability. Systematized Nomenclature of Human Medicine International has issued an interim release to promote the analysis with the most up-to-date terminology [10]. The Observational Health Data Sciences and Informatics has also committed vocabulary about COVID-19 into GitHub [11]. These efforts have been focused on the shared representation of the concepts related to COVID-19 but are not enough for data exchanging, with the shared data model being the key issue. It specifies not only the data structures but also the attributes of data elements. Although there exist many methods [12-15] to develop a data model for certain requirements, the rapidly updating knowledge for COVID-19 makes it a challenge to achieve a flexible model constantly with the requirement evolution.

An open, semantic-sharing, and collaborative-modeling framework is needed to meet the dynamic change of data requirements. openEHR specifications can be used to create standards and build information and interoperability solutions for health care as a multilevel modeling framework [16]. In the approach suggested by openEHR, the reference model (RM) focuses on the logic structures and attributes required to express data, so it is stable and provides basic components for building concrete medical information models. The archetype model is comprised of archetypes and templates. Based on the RM, archetypes can be developed to define all the attributes about specific clinical concepts. Different archetypes can be organized into context-specific data sets, templates that are mostly developed and used locally. Only the RM is implemented in apps, while clinical information (archetypes and templates) is independent of specific implementations. The approach allows data models to be flexible and extensible within the constraints of the RM, which can keep up with the development of the clinical knowledge and meet the requirements of the complicated clinical environment [17]. The knowledge obtained in clinical practice in mainland China can be sharable and beneficial for other countries and regions by being formalized as openEHR archetypes and templates.

As a goal, we developed an openEHR template to promote interoperability among clinical systems for the diagnosis and
treatment of COVID-19. The remainder of this paper is organized as follows: the Methods section introduces the knowledge source and methodology we used to develop and review the template, the Results section illustrates our results step-by-step according to the proposed methodology, and the Discussion section discusses the contributions of this paper and limitations.

Methods

Knowledge Sources

Given that the outbreak of the disease happened within a short time frame, the involved knowledge is limited. To make them justified and believed, the Guideline for Diagnosis and Treatment of COVID-19 released by the National Health Commission of the People’s Republic of China was adopted as the knowledge source. At present, the guideline has evolved to the 7th edition [18] (the English translated version is also available [19]). The guideline can be divided into 13 sections: (1) Pathogenic Characteristics; (2) Epidemiological Characteristics; (3) Pathological Changes; (4) Clinical Characteristics; (5) Diagnostic Criteria; (6) Clinical Classifications; (7) Clinical Warning Signs for Severe and Critical Cases; (8) Differential Diagnosis; (9) Discovery and Reporting of Cases; (10) Treatment; (11) Criteria for Discharge and Notes After Discharge; (12) Transportation Principles; and (13) Prevention of Infection in Medical Establishments. Since only the contents related to conditions and recommendations for diagnosis and treatment will be used for data exchanging, sections 4-9, section 11, and part of section 10 were selected as the knowledge source. There are three reasons for excluding other sections. First, sections 1-3 describe the general knowledge of COVID-19, most of which will not be directly used as the condition for the judgment of diagnosis, treatment, and management. Second, sections 12 and 13 illustrate the regulations and policies for transportation and infection prevention, and will also not be used for diagnosis and treatment. Third, in another part of section 10, traditional Chinese medicine and herbal medicine are regarded as a kind of alternative medicine, which is a supplement to evidence-based medicine and has only regional characteristics.

The Process of Development

To develop an openEHR template for COVID-19, our method consists of six steps. These steps include collecting data items, organizing domain concepts, searching corresponding archetypes, developing an openEHR template, and reviewing and releasing the template (see Figure 1).

Collecting Data Items

In this step, data items related to diagnosis and treatment were extracted from sections 4-9, section 11, and part of section 10 of the guideline, and further organized in Excel (Microsoft Corporation) with three columns. The first and the second column corresponded to the sections and subsections of the guideline, and the third column corresponded to the data items extracted from the subsection. The extracted original data items in Chinese have been translated from Chinese to English. Although extraction of data items was done manually, two principles were followed to lower the bias of extraction and reduce the errors.
First, considering that the composition of the guideline is hierarchical and segmented, which is the inherent knowledge of grouping data items, the extracted data items were organized in the same hierarchical structure as the guideline to not only lay the foundation for further organization of domain concepts but also provide a much easier correspondence for reviewers when verifying the correctness of the extraction.

Second, two members of our team extracted these data items separately. After the extraction, both of them exchanged and reviewed the opponent’s results. For the results acknowledged by both of them, they were included in the Excel file directly. For the results acknowledged by only one of them, they were reviewed by another member to confirm the final results. For the results that were acknowledged by both of them but needed to be refined, they were re-extracted by both team members.

**Organization of Domain Concepts**

The organization of domain concepts is the basis for the development of archetypes and templates. Five steps were performed to organize domain concepts from the extracted data items.

1. If the data items from different subsections were the same semantically, they were merged into a single-data item. For example, coagulopathy and blood coagulation disorder can be merged into blood coagulation disorder.

2. If the data items from different subsections belong to the same domain concept, they were regrouped into a more suitable group other than the sections or subsections. For example, symptoms such as fever and difficulties in breathing found in different sections will be regrouped together.

3. According to practices from clinical decision support with the clinician participants, medical concepts that are encountered and used commonly were selected and organized as a supplement. For example, in diagnosis and treatment, operations such as surgery are generally mentioned, such as pneumonectomy or splenectomy, but similar medical concepts are not mentioned in the guideline, so this step is a significant supplement to the knowledge extracted from the guideline.

4. All domain concepts were then organized as a tree structure according to the inherent correlation among them and were represented into a mind map using XMind (XMind Ltd) as a tool. The extracted data items can be either the data elements themselves or one value in the value set of the data elements within domain concepts. For example, respiratory failure and blood coagulation disorder are each treated as a single value within the value set of diagnoses.

5. Finally, the domain concepts were further classified into three categories according to the different stages in the process of clinical diagnosis and treatment; they are “Instruction, Evaluation, and Observation.”

**Searching in Clinical Knowledge Manager and Archetype Development**

To avoid developing archetypes repeatedly and to facilitate semantic interoperability, the adoption of existing archetypes is of much significance. The openEHR Foundation provides a website called Clinical Knowledge Manager (CKM) [20], which supports international domain knowledge governance and collaborative development of clinical knowledge resources beyond a library of openEHR archetypes and templates.

This step mainly focused on performing a search in the repository to find the archetypes with similar semantics. The name of domain concepts and data items were used as keywords to identify the archetypes. On account of polysemy and synonym, extra manual work was carried out to find the related archetypes. Some archetypes can be used directly, which means the data elements can be represented in these archetypes exactly, and there is no difference on a semantic level among them.

If no corresponding archetypes exist or existing archetypes cannot represent the data elements fully, developing new archetypes or extending existing archetypes is necessary according to the syntax of openEHR Archetype Definition Language [21].

**Development of openEHR Template**

After the required archetypes were found and developed, the template can be built based on them. This task can be performed with the support of Ocean Template Editor [22] to set constraints on these archetypes to fit the requirements for data exchanging. In this step, two issues come into focus. First, constraints about terminology for certain data elements in the archetype should be made, such as medication. For example, the name of drugs can be generic names that can be identified around the world and aliases, which can be used in specific countries or regions. A unified value domain can be significant for data sharing and interoperability. Second, from the perspective of diagnosis and treatment, time series problems should be taken into consideration. For example, “patients whose chest imaging shows a significant progression of lesions (>50%) are managed as a severe case within 24-48 hours” was mentioned in the guideline. To support the diagnosis decision, the occurrence of the data elements in the template should be more than one so that they can contain the required two elements including the first chest imaging and the second chest imaging within 24-48 hours.

**Review and Release of the Template**

The review process is necessary to achieve a template with high quality. Two aspects of the template have been reviewed. First, the representation of the domain knowledge, such as correctness of the semantics, classification of data elements, and logic structure of archetypes, was reviewed. Second, the template was reviewed from informatics, such as the data types of data elements and relationships among different archetypes. The study has designed two review phases to achieve the goal.

1. Internal review phase: the internal review group includes a total of four persons, with one person that is familiar with the COVID-19 guideline, two persons who are developers of clinical data repositories (CDRs) and decision support tools, and one person that is familiar with openEHR specifications.

2. Outreach review phase: the participation of two domain experts beyond the research team was involved in this
phase. One has the expertise of openEHR modeling and the other has the expertise of medical informatics.

After the review, the template and the used archetypes have been uploaded and shared in the Healthcare Modeling Collaboration [23] and in the project of the CKM.

**Verification of the openEHR Template COVID-19**

The study has designed a test case to verify the feasibility of the template. The case was conducted in a hospital located in Wuhan, which has already implemented openEHR-based CDR and accepted a large number of patients with COVID-19. The CDR in the hospital was built based on the solution we have proposed, which can be found in [24,25]. With a developed openEHR model, the storage structure can be generated easily. The decision support tool for diagnosis and treatment of COVID-19 has been developed and is planned to be used in the practice. There is great demand for data sharing and interoperability between CDR and the decision support tool.

The test case was designed to include two steps: (1) the template was applied to the openEHR-based CDR, which can provide template-specific data query and storage service through application programming interfaces (APIs); and (2) the decision support tool used these APIs to query the data useful for the judgment of the diagnosis and treatment. The interaction diagram is shown in Figure 2.

**Results**

Based on the methodology previously described, 203 data items were extracted from the guideline in China, including 8 sections and 15 subsections (see Multimedia Appendix 1). After the classification and merge of these data elements, 16 domain concepts (16 leaf nodes in the mind map) were organized for diagnosis and treatment of COVID-19. The results in this step are illustrated in the mind map in Figure 3 (full results can be found in Multimedia Appendix 2).

Among these domain concepts, only 2 archetypes were classified into Instruction, and 3 of them were classified into Evaluation. The archetypes of Observation include 11 items. A total 22 archetypes have been developed to represent all data elements about COVID-19, and all of them can be referred to from the CKM directly. These archetypes found in the CKM, which are adapted to our requirements, are shown in Textbox 1. Finally, a template was developed with the constraint of these archetypes as shown in Figure 4.

In addition, it has been deployed in a hospital, which has accepted many cases of COVID-19, to support data sharing between CDRs and clinical decision support systems (CDSS). Because the CDR is developed based on openEHR, the storage structure is consistent with the template. Although there exist many storage implementations of openEHR [25,26], they are transparent for the invocation of data services as a result of openEHR two-level modeling. Data elements in the template can be uniquely identified by paths and attributes. In this way, data for each data element can be transferred in representational state transfer (REST)ful API. The rules in CDSS were also built based on the template. The template was used in both CDR and CDSS. The data from RESTful API was parsed, extracted, and used in the inference engine to produce the decision for the case. The user interface for the data view whose data was from openEHR-based CDRs is shown in Figure 5. Textbox 2 shows the part of the content of the data that is in the RESTful API from CDR.

In the end, the template (COVID-19 Pneumonia Diagnosis and Treatment [7th edition]) has been uploaded into the CKM [27].
Figure 3. Domain concepts about COVID-19. COVID-19: coronavirus disease.
<table>
<thead>
<tr>
<th>Domain concepts and their archetypes found in the Clinical Knowledge Manager</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Diagnosis and treatment of the coronavirus disease (COVID-19)</strong></td>
</tr>
<tr>
<td>- openEHR-EHR-COMPOSITION.encounter.v1</td>
</tr>
<tr>
<td>- openEHR-EHR-SECTION.adhoc.v1</td>
</tr>
<tr>
<td><strong>Age</strong></td>
</tr>
<tr>
<td>- openEHR-EHR-OBSERVATION.age.v0</td>
</tr>
<tr>
<td><strong>Symptom and sign screening questionnaire</strong></td>
</tr>
<tr>
<td>- openEHR-EHR-OBSERVATION.symptom_sign_screening.v0</td>
</tr>
<tr>
<td><strong>Condition and findings screening questionnaire</strong></td>
</tr>
<tr>
<td>- openEHR-EHR-OBSERVATION.condition_screening.v0</td>
</tr>
<tr>
<td><strong>Management and treatment screening questionnaire</strong></td>
</tr>
<tr>
<td>- openEHR-EHR-OBSERVATION.management_screening.v0</td>
</tr>
<tr>
<td><strong>Vital signs</strong></td>
</tr>
<tr>
<td>- openEHR-EHR-OBSERVATION.body_temperature.v2</td>
</tr>
<tr>
<td>- openEHR-EHR-OBSERVATION.respiration.v2</td>
</tr>
<tr>
<td>- openEHR-EHR-OBSERVATION.pulse_oximetry.v1</td>
</tr>
<tr>
<td><strong>Laboratory tests</strong></td>
</tr>
<tr>
<td>- openEHR-EHR-OBSERVATION.laboratory_test_result.v1</td>
</tr>
<tr>
<td>- openEHR-EHR-CLUSTER.specimen.v1</td>
</tr>
<tr>
<td>- openEHR-EHR-CLUSTER.laboratory_test_analyte.v1</td>
</tr>
<tr>
<td>- openEHR-EHR-CLUSTER.inspired_oxygen.v1</td>
</tr>
<tr>
<td>- openEHR-EHR-OBSERVATION.pf_ratio.v0</td>
</tr>
<tr>
<td><strong>Imaging tests</strong></td>
</tr>
<tr>
<td>- openEHR-EHR-OBSERVATION.imaging_exam_result.v0</td>
</tr>
<tr>
<td>- openEHR-EHR-CLUSTER.imaging_finding.v0</td>
</tr>
<tr>
<td><strong>COVID-19 exposure assessment</strong></td>
</tr>
<tr>
<td>- openEHR-EHR-OBSERVATION.exposure_assessment.v0</td>
</tr>
<tr>
<td><strong>COVID-19 clinical assessment</strong></td>
</tr>
<tr>
<td>- openEHR-EHR-EVALUATION.health_risk.v1</td>
</tr>
<tr>
<td><strong>Risk of severe and critical disease</strong></td>
</tr>
<tr>
<td>- openEHR-EHR-EVALUATION.health_risk.v1</td>
</tr>
<tr>
<td><strong>Differential diagnoses</strong></td>
</tr>
<tr>
<td>- openEHR-EHR-EVALUATION.differential_diagnoses.v0</td>
</tr>
<tr>
<td><strong>Treatment</strong></td>
</tr>
<tr>
<td>- openEHR-EHR-INSTRUCTION.therapeutic_activity_order.v0</td>
</tr>
<tr>
<td><strong>Medication recommendation</strong></td>
</tr>
<tr>
<td>- openEHR-EHR-INSTRUCTION.medication_order.v2</td>
</tr>
</tbody>
</table>
Discharge criteria
- openEHR-EHR-EVALUATION.health_risk.v1

COVID-19 diagnosis
- openEHR-EHR-EVALUATION.problem_diagnosis.v1

Other diagnosis
- openEHR-EHR-EVALUATION.problem_diagnosis.v1

Figure 4. The developed template in Ocean Template Editor. COVID-19: coronavirus disease; CT: computed tomography; ESR: erythrocyte sedimentation rate; SARS: severe acute respiratory syndrome.
Figure 5. The data view of COVID-19 Diagnosis and Treatment CDSS. CDSS: clinical decision support system; COVID-19: coronavirus disease; ICU: intensive care unit; rRT-PCR: real time reverse transcription-polymerase chain reaction; WBC: white blood cell.
Textbox 2. The part of the content of data in representational state transfer application programming interface from clinical data repositories.

```json
{
  "labTestResultList": [
    {
      "itemName": "Lymphocyte count",
      "result": 1.4,
      "status": "",
      "unit": ""
    },
    {
      "itemName": "WBC",
      "result": 3.3,
      "status": "",
      "unit": ""
    },
    {
      "itemName": "rRT-PCR",
      "result": "positive",
      "status": "",
      "unit": ""
    }
  ],
  "medicalRecordList": [
    {
      "dateTime": "",
      "text": "History of travel to Wuhan and its surrounding areas within 14 days prior to the onset of the disease",
      "type": "Epidemic History"
    }
  ],
  "patientInfo": {
    "bloodType": [],
    "dateOfBirth": "1985-01-01",
    "name": "Sam",
    "patientId": 12345678,
    "sex": "Male"
  },
  "physicalSignList": [
    {
      "itemCode": "",
      "itemName": "SpO2",
      "measureDateTime": "",
      "unit": "%",
      "value": "90"
    }
  ]
}``
Discussion

The Template Facilitates the Interoperability in Different Clinical Scenarios

Since the openEHR template developed in our study covered the contents related to clinical characteristics, diagnosis criteria, clinical classification, warning signs for severe and critical cases, differential diagnosis, diagnosis of suspected cases, treatment, and discharge from the latest guideline, it could be used for data exchanging among systems in different clinical scenarios such as screening patients in outpatient clinics, where the diagnosis of suspected cases will be the main focus; the routine round in the wards, where the diagnosis and warning signs for severe or critical cases will be more important; and the intensive care unit, where the treatment recommendation will be the most necessary. Although some hospital information system vendors [8] provided the monolithic solution, the applications for different scenarios with an integrated solution were still encouraged to fully use the expertise of different vendors, which is the norm in the health care institutions. For this reason, the data interoperability is an important issue, and the results of our study can play a significant role.

Furthermore, the results of our study can be used for purposes other than the diagnosis and treatment of COVID-19. It can help to develop scales according to severity at different levels and be used for risk assessment of COVID-19. Meanwhile, it is also significant for the prevention and control of the disease in the community. The questionnaires can be designed for people who are under closed management to monitor their physical conditions.

openEHR Modeling Approach Is Flexible for Rapidly Changing Knowledge

COVID-19 was a new threatening infectious disease that brought great pressure on medical systems around the world and with limited previous knowledge in the domain. The methods of diagnosis and treatment have been updated rapidly to reflect the achievement of the latest research since the outbreak of the disease, which sets the challenge for data exchange among systems. The openEHR modeling approach perfectly meets the requirement since the multilevel modeling is especially suitable for the knowledge evolution. In the openEHR ecosystem, when the knowledge of diagnosis and treatment has been updated, only the template needs to be updated and the apps can be kept unchanged. This enables the latest knowledge to be applied to clinical practice at the fastest speed.

In our study, once the latest guideline has been released, the new knowledge can be incorporated into the existing template according to the flowchart shown in Figure 6. Compared with starting from scratch as in the first round, only a few steps need to be performed when the knowledge has been updated, which is shown in the red box (Figure 6).
The Purpose of Modeling Needs to be Refined for Modeling Precisely

The purpose of the template needs to be refined before modeling since it will largely affect the final results. First, although the purpose of the study is to develop the template for diagnosis and treatment, it still needs to be refined based on whether it is for rule-based decision support tools only or general decision support. As an example, the guideline only mentioned that pregnancy status may affect the intervention without specifying the exact rules, so it is not necessary to be modeled if only for the rule-based decision support tool, but it will still be useful information for professionals to make the decision. Second, the refined purpose should also clarify whether it is used for exchanging the original data from EMR or the condition points for the final decision support. Data items extracted from the guideline usually did not exist in CDR, so they need to be abstracted from the existing data. For instance, the guideline may describe the “Two consecutive negative nucleic acid tests using respiratory tract samples (taken at least 24 hours apart)” as a condition point for discharge, but it has to be calculated from two data items of the nucleic acid test.
Is it Enough to Use the Latest Guideline as the Only Knowledge Source?

This study has used the guideline released by the National Health Commission of the People’s Republic of China as the only knowledge source for modeling since the authoritative knowledge was limited at the beginning of the outbreak. However, with the ever-increasing research results and experiences of diagnosis and treatment, there are and will be more knowledge sources, such as the handbook developed by the First Affiliated Hospital, Zhejiang University School of Medicine jointly sponsored by the Jack Ma Foundation and Alibaba Foundation [28], which could be taken as complementary to the guideline. Our modeling approach makes it much easier to apply new or updated knowledge in the template quickly.

More Case Studies and Reviews Aare Needed

Although the template has been reviewed and verified in our study, it still has limitations. First, due to the reason that most of the experienced medical professionals were prioritizing clinical care of patients with COVID 19, it was difficult to have the template reviewed by professionals. Second, since there are not many cases that have been conducted, there may exist some points not appropriate for specific cases (eg, the patient may need to be treated with extra intervention that is not represented in the template). Therefore, further case studies and reviews are necessary to improve the template.

Limitations of Using openEHR Template in an Actual Hospital

The template can be easily deployed in the openEHR-based CDR as shown in this study. However, not all institution’s implemented systems are based on openEHR, so there will be a limitation for the use of the template in such scenarios. However, since the infrastructure of openEHR has been designed to be compatible with other existing industry standards, the template can be easily transferred to other popular accepted industry standards like JavaScript Object Notation (JSON), XML, and Health Level 7. To take JSON as an example, the template can be expressed in this format within the support of the JSON schema [29]. The JSON schema is similar to the XML schema to help describe the data format and provide the constraints for the data expression.

Conclusions

This paper developed and released the openEHR template based on the latest guidelines of COVID-19 in China. Most of the archetypes used in the template can be covered by existing archetypes in the CKM. This study proved that the openEHR approach has advantages in modeling a new medical application field and meeting the requirements of rapidly updating knowledge. The template developed in this study could be used to transfer the experience and knowledge achieved from China to other countries and regions as soon as possible from the perspective of improving data exchange among applications to defeat COVID-19.
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Abstract

Background: We developed a self-assessment and participatory surveillance web application for coronavirus disease (COVID-19), which was launched in France in March 2020.

Objective: Our objective was to determine if self-reported symptoms could help monitor the dynamics of the COVID-19 outbreak in France.

Methods: Users were asked questions about underlying conditions, sociodemographic status, zip code, and COVID-19 symptoms. Depending on the symptoms reported and the presence of coexisting disorders, users were told to either stay at home, contact a general practitioner (GP), or call an emergency phone number. Data regarding COVID-19–related hospitalizations were retrieved from the Ministry of Health.

Results: As of March 29, 2020, the application was opened 4,126,789 times; 3,799,535 electronic questionnaires were filled out; and 2,477,174 users had at least one symptom. In total, 34.8% (n=1,322,361) reported no symptoms. The remaining users were directed to self-monitoring (n=858,878, 22.6%), GP visit or teleconsultation (n=1,033,922, 27.2%), or an emergency phone call (n=584,374, 15.4%). Emergency warning signs were reported by 39.1% of participants with anosmia, a loss of the sense of smell (n=127,586) versus 22.7% of participants without anosmia (n=1,597,289). Anosmia and fever and/or cough were correlated with hospitalizations for COVID-19 (Spearman correlation coefficients=0.87 and 0.82, respectively; P<.001 for both).

Conclusions: This study suggests that anosmia may be strongly associated with COVID-19 and its severity. Despite a lack of medical assessment and virological confirmation, self-checking application data could be a relevant tool to monitor outbreak trends.

Trial Registration: ClinicalTrials.gov NCT04331171; https://clinicaltrials.gov/ct2/show/NCT04331171

(J Med Internet Res 2020;22(6):e19855) doi:10.2196/19855
KEYWORDS
COVID-19; anosmia; epidemiological surveillance; self-assessment; web application; outbreak; symptoms; self-assessment; surveillance; epidemiology

Introduction
Web-based self-reporting of symptoms is a growing field and has been used to improve survival in oncology [1,2]; it can be used as a participatory surveillance tool for coronavirus disease (COVID-19) or other influenza-like illnesses as well [3,4]. We thought of applying the same technology to optimize patient triage for COVID-19 patients in France and alleviate the burden on emergency call centers. A self-assessment and participatory surveillance website [5] was developed and launched during the growing phase of the COVID-19 epidemic in France in March 2020. Our objective was to determine if self-reported symptoms could help monitor outbreak dynamics in France. We report here the analysis of the first 13 days of web application usage.

Methods
Users were recruited via national media campaigns in France, including social media, radio, and magazine campaigns, between March 17-29, 2020. Participants were recruited through the maladiecoronavirus.fr website [5]. Respondents provided information on sociodemographic data, zip code, and coexisting disorders anonymously. They were asked about nine symptoms associated with possible COVID-19 infection—fever (body temperature >37.7°C), unusual cough, shortness of breath, sore throat, muscle aches, diarrhea, anorexia, and asthenia. Anosmia, a loss of the sense of smell, was added on March 21, 2020. Following symptom reporting, a notification was sent, recommending the user either to stay at home and use the website again in case of evolving symptomatology (self-monitoring), or to contact a general practitioner (GP), or to call an emergency number if they reported dyspnea or anorexia. A questionnaire was built according to Chinese reports and French experience [6]. The website was not considered a medical device by regulatory authorities since no tracking was performed and data were anonymous. We compared the distribution of web-based, self-reported symptoms to that of hospitalized COVID-19 patients according to Ministry of Health reports. Spearman correlation coefficients were used for statistical analysis.

Results
Between March 17-29, 2020, the website was accessed 4,126,789 times; 3,799,535 electronic questionnaires were filled out; and 2,477,174 users had at least one out of the nine symptoms included in the questionnaire (Figure 1). In total, 1,322,361 (34.8%) participants reported no symptoms. The remaining patients (median age 37 years; range 15-99 years) were directed to self-monitoring (858,878, 22.6%), GP visit or teleconsultation (1,033,922, 27.2%), or an emergency phone call (584,374, 15.4%).

Of all symptomatic patients, anosmia was reported by 17.1% (325,910/1,903,741), fever was reported by 33.5% (828,952/2,477,174), and cough by 61.2% (1,515,557/2,477,174). Emergency warning signs (dyspnea or complete anorexia) were reported by 39.1% of participants with anosmia (n=127,586) versus 22.7% of participants without anosmia (n=1,597,289; \( P < .001 \); Table 1). Anosmia and fever and/or cough were correlated with COVID-19-related hospitalizations (Spearman correlation coefficients=0.87 and 0.82, respectively; \( P < .001 \) for both; Figure 2).
Figure 1. Flowchart of the study population.

Examined for eligibility for symptoms incidence (Connected to the application in France): 4,126,789

Included in the study and analyzed for symptoms incidence: 3,799,535 questionnaires

Symptomatic patients assessed for fever and/or cough (reported from 3/17/2020 to 3/29/2020): 2,477,174

Fever and/or cough positive
Fever 828,952 (33.5%), Cough 1,515,557 (61.2%)

Symptomatic patients assessed for anosmia (reported from 3/21/2020 to 3/29/2020): 1,903,741

Anosmia positive 325,910 (17.1%)
### Table 1. Users characteristics.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Value (n=2,477,174&lt;sup&gt;a&lt;/sup&gt;)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), average (range), median</td>
<td>39.12 (15-99), 37</td>
</tr>
<tr>
<td>Sex</td>
<td>______&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td>Body mass index (kg/m&lt;sup&gt;2&lt;/sup&gt;)</td>
<td></td>
</tr>
<tr>
<td>≥30</td>
<td>436,609 (17.6)</td>
</tr>
<tr>
<td>&lt;30</td>
<td>2,040,555 (82.4)</td>
</tr>
<tr>
<td>Comorbidities</td>
<td></td>
</tr>
<tr>
<td>Cardiovascular disease / uncontrolled hypertension</td>
<td>401,888 (16.2)</td>
</tr>
<tr>
<td>Diabetes</td>
<td>78,354 (3.2)</td>
</tr>
<tr>
<td>Malignancy</td>
<td>72,577 (2.9)</td>
</tr>
<tr>
<td>Pulmonary disease</td>
<td>243,247 (9.8)</td>
</tr>
<tr>
<td>Chronic kidney disease</td>
<td>11,333 (0.5)</td>
</tr>
<tr>
<td>Chronic liver disease</td>
<td>36,677 (1.5)</td>
</tr>
<tr>
<td>Pregnancy</td>
<td>40,766 (1.6)</td>
</tr>
<tr>
<td>Immunodepression</td>
<td>135,624 (5.5)</td>
</tr>
<tr>
<td>Immunosuppressive ongoing therapy</td>
<td>70,927 (2.9)</td>
</tr>
<tr>
<td>Reported symptoms</td>
<td></td>
</tr>
<tr>
<td>Fever (body temperature greater &gt;37.7°C)</td>
<td>828,952 (33.5)</td>
</tr>
<tr>
<td>Cough</td>
<td>1,515,557 (61.2)</td>
</tr>
<tr>
<td>Dyspnea</td>
<td>658,442 (26.6)</td>
</tr>
<tr>
<td>Asthenia</td>
<td>1,155,297 (46.6)</td>
</tr>
<tr>
<td>Complete anorexia</td>
<td>103,122 (4.2)</td>
</tr>
<tr>
<td>Sore throat or muscle aches</td>
<td>1,837,286 (74.1)</td>
</tr>
<tr>
<td>Diarrhea</td>
<td>497,665 (20.1)</td>
</tr>
<tr>
<td>Anosmia or dysgeusia&lt;sup&gt;c&lt;/sup&gt;</td>
<td>325,910 (17.1)</td>
</tr>
<tr>
<td>Patient triage after questionnaire completion&lt;sup&gt;d&lt;/sup&gt;</td>
<td></td>
</tr>
<tr>
<td>No symptoms</td>
<td>1,322,361 (34.8)</td>
</tr>
<tr>
<td>Self-monitoring</td>
<td>858,878 (22.6)</td>
</tr>
<tr>
<td>General practitioner / phone call</td>
<td>1,033,922 (27.2)</td>
</tr>
</tbody>
</table>

<sup>a</sup>Symptomatic patient (reported at least one symptom).

<sup>b</sup>Sex was not asked to protect the identity of the user.

<sup>c</sup>Anosmia was reported from March 21, 2020; the number of symptomatic patients during this period was 1,903,741.

<sup>d</sup>Denominator is N=3,799,535 (all respondents; symptomatic or not).
Figure 2. Maps displaying the correlation between fever and/or cough and anosmia with hospitalizations for COVID-19. (A) The cumulative number of hospitalized COVID-19–positive patients in France on March 29, 2020. (B) Fever and/or cough reported by users via the application; cumulative amount in French counties from March 17-29, 2020: 3,799,535 respondents (828,952 with fever and 1,515,557 with cough). (C) Anosmia reported by users; cumulative number from March 21-29, 2020: 325,910 positive respondents.

Discussion

This study suggests that self-reported symptoms of COVID-19 are correlated with COVID-19–related hospitalizations and that anosmia may be strongly associated with COVID-19. This could be explained by a greater specificity compared to other reported symptoms that could result from other respiratory viruses [7,8]. Limitations include lack of medical assessment and virological confirmation of COVID-19 and comparison of application-retrieved data with a distinct set of data from the Ministry of Health reports on hospitalizations. Self-checking application data could be a relevant tool to monitor the dynamics of an outbreak and thus can be a real-time health system response to the epidemic.
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Abstract

Background: South Korea took preemptive action against coronavirus disease (COVID-19) by implementing extensive testing, thorough epidemiological investigation, strict social distancing, and rapid treatment of patients according to disease severity. The Korean government entrusted large-scale hospitals with the operation of living and treatment support centers (LTSCs) for the management for clinically healthy COVID-19 patients.

Objective: The aim of this paper is to introduce our experience implementing information and communications technology (ICT)-based remote patient management systems at a COVID-19 LTSC.

Methods: We adopted new electronic health record templates, hospital information system (HIS) dashboards, cloud-based medical image sharing, a mobile app, and smart vital sign monitoring devices.

Results: Enhancements were made to the HIS to assist in the workflow and care of patients in the LTSC. A dashboard was created for the medical staff to view the vital signs and symptoms of all patients. Patients used a mobile app to consult with their physician or nurse, answer questionnaires, and input self-measured vital signs; the results were uploaded to the hospital information system in real time. Cloud-based image sharing enabled interoperability between medical institutions. Korea’s strategy of aggressive mitigation has “flattened the curve” of the rate of infection. A multidisciplinary approach was integral to develop systems supporting patient care and management at the living and treatment support center as quickly as possible.

Conclusions: Faced with a novel infectious disease, we describe the implementation and experience of applying an ICT-based patient management system in the LTSC affiliated with Seoul National University Hospital. ICT-based tools and applications are increasingly important in health care, and we hope that our experience will provide insight into future technology-based infectious disease responses.

(J Med Internet Res 2020;22(6):e19938) doi:10.2196/19938)
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Introduction
The coronavirus disease (COVID-19) pandemic has become a major concern worldwide since the first report from Wuhan, China in December 2019 [1-4]. According to the World Health Organization, up to 4 million patients and 277,000 deaths have been reported [5,6]. In South Korea, the first confirmed case of COVID-19 was diagnosed on January 20, 2020; as of May 10, 2020, 10,874 patients have been diagnosed, 9610 have been released from isolation, and 256 have died [7].

South Korea has earned recognition worldwide for its tackling of the pandemic. The number of infections dropped from 900 a day in late February to less than 20 per day in late April. South Korea acted preemptively against COVID-19 with robust testing, vigorous tracing, strict social distancing, and rapid treatment of patients according to severity. In late February, a super-spreader, “Patient 31,” caused a regional outbreak in the southern city of Daegu and Gyeongsangbuk Province by attending religious services. Health authorities conducted contact tracing and decided to test every close contact irrespective of whether they showed any symptoms [8]. Up to 80% of patients tested were clinically healthy, and due to the substantial number of tests performed, medical institutions were highly saturated. To provide appropriate treatment and to reduce the burden on the medical institutions of Daegu and Gyeongsangbuk Province, the government established a new treatment system based on severity on March 1, 2020 [9]. Every patient was classified based on severity into mild, moderate, severe, or extremely severe cases. Patients identified as moderate, severe, and extremely severe were immediately hospitalized for treatment [9,10].

Asymptomatic patients testing positive for COVID-19 and mild symptomatic patients were isolated and accommodated at government-sponsored facilities called living and treatment support centers (LTSCs) to be monitored by health care staff at least twice a day [9]. Patients can be discharged from the LTSC after two consecutive negative tests. In case of emergencies, patients are transferred to nearby hospitals [9]. The government asked several tertiary hospitals to operate LTSCs. The first LTSC opened in Daegu; Seoul National University Hospital (SNUH) opened the third LTSC at the SNUH Human Resource Development Center in Mungyeong, Gyeongsangbuk Province, 180 kilometers southeast of Seoul and 100 kilometers northwest of Daegu.

In this study, we introduce the experience of operating a LTSC for the management of mild COVID-19 patients and introducing information and communications technology (ICT)–based solutions tailored to the characteristics of the patients’ clinical pathways.

Methods
We implemented new electronic health record (EHR) templates for the hospital information system (HIS), dashboards, an electronic prescription (e-prescription) system, and cloud-based medical image sharing. A newly developed mobile app enabled effective and accurate communication between health care providers and patients, and wearable vital sign monitoring devices facilitated management of clinically healthy COVID-19 patients.

The SNUH HIS
SNUH is a non-profit, academic referral government hospital with 1778 beds. SNUH treats approximately 600,000 inpatients and 2.3 million outpatients per year and employs about 1400 physicians and 2200 nurses. SNUH internally developed a computerized physician order entry system in 1999, implemented a picture archiving and communication system (PACS) in 2001, and started using an EMR in 2004. In 2001, SNUH’s internal information technology (IT) department was spun off as a separate company, ezCaretech, which is now the largest HIS company in Korea [11]. The current version of the HIS, BESTCare 2.0, which integrates and manages all services needed by the hospital, was built by ezCaretech and implemented in 2016. The HIS was modified to support the LTSC.

Patient Management Systems to Support a LTSC in Mungyeong
Health authorities screened and designated clinically healthy COVID-19 patients to be admitted to LTSCs; however, patient management was entirely the responsibility of the entrusted hospital. Patients were considered clinically healthy if their vital signs were stable (blood pressure, heart rate, and oxygen saturation within normal limits), if they were afebrile, and if they were asymptomatic or had mild COVID-19 symptoms. Clinical health status was determined by directly evaluating the patient at the time of diagnosis. Blood pressure monitors, pulse oximeters, and thermometers were placed in each room for the patient to measure their blood pressure, oxygen saturation, and temperature. In some rooms, a wearable continuous vital sign monitoring device was placed alongside conventional devices for continuous remote monitoring. To protect the medical staff, exposure was minimized via the use of remote communication methods and self-monitoring by the patients.

User Survey
We conducted online surveys to measure satisfaction with the systems modified for the LTSCs. Three separate online surveys were conducted: patient satisfaction with the mobile app, patient satisfaction with the wearable device, and satisfaction of the medical staff. Only participants who voluntarily agreed to participate were included. Responses were measured using a 5-point Likert scale. The questionnaires were administered using an online survey form. Participants accessed questionnaires via a URL and were able to complete the survey at any time or place. The study was approved by the Institutional Review Board of SNUH (IRB number: H-2004-026-1115). The ethics committee waived the need for informed participant consent.

http://www.jmir.org/2020/6/e19938/
Results

Patient Management in the LTSC

Patients who were positive for the COVID-19 real time polymerase–chain reaction (RT-PCR) test but were asymptomatic or had mild symptoms were subject to LTSC admission. Upon disease confirmation, a group of experts from public authorities triaged the patient and determined treatment depending on the severity of the patient’s symptoms. Patients with severe symptoms were hospitalized and treated in negative pressure isolation units, and mild and asymptomatic patients were designated to be admitted to LTSCs [7-9]. Patients were initially admitted to the LTSC from self-isolation in their homes or were transferred from other local hospitals.

As of April 20, 2020, a total of 18 LTSCs were operational in Korea. 2948 patients were admitted to the centers, of whom 155 were transferred to another hospital due to worsening symptoms [12]. Because the number of newly diagnosed patients decreased and the number of people who were released from quarantine increased, the 18 LTSCs were consolidated into 5 centers in May 2020.

The SNUH facility in Mungyeong was originally constructed as a human resource development center used to train SNUH personnel. It was not a medical facility and therefore did not contain any medical equipment. After the decision was made to adapt the facility at Mungyeong into a LTSC, the necessary equipment, including personal computers, monitors, a portable chest x-ray machine, medical devices, and the hospital network, was installed in 2 days. Since the LTSC opened on March 5, 2020, a total of 118 patients have been admitted.

Figure 1 shows the overall flow of ICT operations according to the patient journey. A cloud system was used for instant medical image sharing in cases of patient transfer. Patients self-reported vital signs and subjective symptoms through a mobile app. These data were automatically linked to the newly introduced semistructured EHR template for mild COVID-19 patients in the HIS to help the medical staff obtain patient-reported data conveniently and accurately. In addition, in some rooms equipped with wearable devices, vital signs were transmitted to the HIS in real time. Through the mobile app, medical staff were able to notify and alert individual patients and communicate with them when needed. The Korean government temporarily permitted virtual patient management to minimize COVID-19 transmission on February 22, 2020 [7]. Each patient self-measured vital signs and reported symptoms through the mobile app at 9:00 AM and 4:30 PM every day, and they spoke with the nurse in charge via remote video consult twice a day from 9 AM-12 PM and 5 PM-8 PM and once a day with a physician in Seoul. If the patient had a concern or problem, the assigned nurse could be contacted by text or telephone. To respond to emergencies, more than two medical staff members (physicians or nurses) were always present in the patient center at Mungyeong.

Patients were discharged if they had two consecutive negative COVID-19 tests. The RT-PCR test used by SNUH is the STANDARD M nCov Real-Time Detection Kit (SD Biosensor), which was issued an emergency use authorization by the United States Food and Drug Administration and the Korea Food and Drug Administration. The sensitivity of the test is 100% and the specificity is greater than 97% [13,14]. Chest x-rays were performed periodically to check for progression to pneumonia after admission [7-9].
The Korean government funded the operation of the LTSCs through reimbursement of medical fees. The conditions for reimbursement were as follows: medical personnel are dispatched to the LTSC, patients are seen twice a day, and necessary medical equipment, such as an x-ray machine, is available. The fee of about US $30 per patient per day could be claimed if the conditions were met [15].

Enhancements to the HIS

A multidisciplinary task force of physicians, nurses, infection specialists, epidemiologists, and IT experts headed by the chief information officer of the hospital was convened to direct and manage the modifications to the IT systems to support the LTSC. First, we customized and enhanced our HIS to support the LTSC.

New EHR Templates and Order Codes

To use the SNUH HIS in the LTSC, a hospital network was installed in addition to the usual internet service. An LTSC department was established in the HIS for efficient and independent patient management. Only chest x-rays and RT-PCR using a nasopharyngeal swab or sputum samples were performed at the LTSC; new order codes were created for these tests. Moreover, we developed three new EHR templates for admission, progression, and discharge, which were used to track the symptoms and general status of the patients (Figure 2). The EHR templates for the LTSCs were constructed in a semistructured form that combined a free text section for medical staff to freely record observations during consultation and a structured form that was configured to include patients’ subjective respiratory, gastrointestinal, and psychological symptoms, objective vital signs, previous medical history, contact history of COVID-19, and allergies. When a patient entered self-reported symptoms or vital signs on the mobile app, the data were automatically linked to the EHR template to be viewed during remote video consultation.

Figure 2. Modified EHR template for daily consultation at the LTSC.

Dashboard

A dashboard for the medical staff was developed to display real time information for all patients at central monitoring centers at Seoul and Mungyeong. The dashboard displayed each patient’s vital signs (heart rate, body temperature, respiratory rate, blood oxygen saturation) and information on whether the patient has any symptoms or chest x-ray abnormalities (Figure 3).
Figure 3. Dashboard of the EHR displaying real time information for patients at the LTSC.

**e-Prescription System**

Basic medications were prepared at SNUH and transported to the LTSC facility. Plans were made for sourcing other medications from local pharmacies by sending prescriptions electronically. A mobile app–based e-prescription system was added to the SNUH app for patients on March 1, 2020. The patient could send the prescription information through the app to a nearby pharmacy selected by the user. There were two cases of e-prescription system usage in the LTSC. A 25-year-old female patient taking propranolol regularly for palpitation was admitted but did not bring the medication with her. During the stay, she complained of palpitations with tachycardia. The physician at the central monitoring center in Seoul prescribed propranolol, and the prescription was electronically sent through the app to a local pharmacy about 1.8 km from the LTSC. Another case was a 25-year-old male patient with hyperthyroidism who was prescribed and received methimazole using the e-prescription system.

**Cloud-Based Medical Image Sharing**

Seamless medical image interoperability is not available in Korea. Generally, medical images are copied to CDs and carried by the patient from one institution to another. Clearly, this process is inadvisable due to the nature of the disease. In addition, SNUH decided to review the chest x-ray and computerized tomography images taken by radiologists at SNUH before a to the LTSC. Also, producing a CD copy for patients in need of transfer to another hospital due to emergent or worsening conditions was not practical. Thus, we decided to establish a simple cloud-based system for instant and effective medical image sharing (Figure 4). Users from other hospitals would upload the patient’s medical images to the cloud, which were then transferred to the SNUH PACS for physician review. All medical images were shared using the Digital Imaging and Communications in Medicine (DICOM) format. Twelve patients used this system when they were admitted. Two patients who had no symptoms at the time of admission developed difficulty breathing and were transferred to a nearby hospital. Chest x-rays taken at LTSC were quickly shared with medical staff in the receiving hospital using this system.

Figure 4. The cloud-based medical image sharing platform. PACS: picture archiving and communication system. SNUH: Seoul National University Hospital.
Wearable Vital Sign Monitoring Device

Some patients were asked to use a wearable device to measure their vital signs and enable the medical staff to monitor them remotely. The Vital-sign Data Recorder (VDR-1000) from Tribell Labs is a wearable medical multi-function measurement device that can be easily used by patients (Multimedia Appendix 1). It can directly measure the patient’s electrocardiogram, pulse rate, blood oxygen saturation, respiratory waveform, respiratory rate, and body temperature. The measured data are transmitted to the central monitoring system (CMS) using Wi-Fi and are then forwarded to the HIS. Medical staff in Mungyeong and Seoul can monitor vital signs of patients using both the CMS monitor and HIS (Multimedia Appendix 2). The CMS software can set alarms with different thresholds for each patient. An alarm sounds when a value outside the threshold range is measured, assisting the medical staff to respond quickly (Multimedia Appendix 3).

Mobile App

To enable efficient patient management and communication between the patients and medical staff, an Android-based mobile app was developed for patients in the LTSC. The app consisted of six functions: general guides for patients admitted to the LTSC, notice board, symptom questionnaire, vital sign reporting, question and answer (Q&A), and push reminders. The app was released on March 27, 2020 (Figure 5).

Figure 5. Interface of the mobile app for patients admitted to the LTSC. Q&A: question and answer.

General Guides for the LTSC

General information on admission to the LTSC and frequently asked questions by patients were organized for patient reference. Administrators could edit or register additional content directly through the app management web portal.

Notice Board

The notice board was used to send announcements to the patients. A push alarm was triggered when a new announcement was registered.

Symptom Questionnaire

Patients were asked to self-report their symptoms using the questionnaire in the mobile app. The questionnaire focused on the presence and frequency of symptoms most relevant to COVID-19 (cough, sputum, fever, rhinorrhea, sore throat, dyspnea, and chest pain) but also asked patients to report other more general symptoms (nausea, vomiting, abdominal discomfort, constipation, diarrhea, abdominal pain, insomnia, pain, and others). The self-reported data automatically populated the health record template.

Vital Sign Self-Reporting

In addition to the self-reporting of symptoms, patients were instructed to measure their vital signs twice a day, in the morning and afternoon, with the devices provided in each room and to enter the values into the mobile app. The vital sign measurements were also sent to the HIS to be reviewed by the medical staff.

Q&A

The Q&A function was a secure messaging platform for patients to submit questions to the medical team. The staff members replied through the app management web portal, and when a question was answered, a push notification was sent to the patient’s mobile phone.
**Push Alarms**

Patients received a push alarm as a reminder to fill out the self-reporting questionnaires for symptoms and vital signs, when their question was answered, or when the medical staff posted a new announcement to the notice board.

**Usability Survey**

Twelve patients participated in the online surveys. The mean age of the respondents was 25 years (SD 6.25 years), and 7 (58%) were college students. For the mobile app, out of 5 points, the perceived usefulness showed the highest score of 4.62 points (SD 0.48), followed by satisfaction at 4.08 points (SD 1.41) and perceived ease of use at 3.81 points (SD 0.41) (Supplemental Table 1 in Multimedia Appendix 4). When patients rated the experience of using the wearable vital sign monitoring devices out of 5, perceived usefulness scored the highest at 4.45 points (SD 0.57), followed by perceived ease of use at 4.30 points (SD 0.59) and satisfaction at 3.98 points (SD 0.70) (Supplemental Table 2 in Multimedia Appendix 4).

A simple satisfaction survey regarding the usability of the mobile app was also conducted with the medical staff. Of the 24 participants who answered the questionnaire, 20 (83%) were nurses and 4 (17%) were physicians. The overall satisfaction score for the mobile app out of five points was 4.10 (SD 0.64) (Supplemental Table 1 in Multimedia Appendix 4).

**Discussion**

**Principal Findings**

The ICT-based patient management system introduced in this study was applied to the LTSC for clinically healthy COVID-19 patients operated by SNUH. Due to the infectious nature of the disease, it was difficult for medical staff to directly perform patient care; therefore, noncontact management was essential. SNUH introduced an ICT-based care system for the management of clinically healthy COVID-19 patients at the LTSC that fit the entire care flow, from prediagnosis and admission to discharge or transfer. The process started on March 1, 2020, and was completed in 4 weeks. Korea’s strategy of aggressive mitigation through early detection based on extensive diagnostic testing thorough epidemiological investigation and transparent management of COVID-19–related information has “flattened the curve” of the rate of infection [7]. The Ministry of Health and Welfare of Korea has tailored treatment policies and guidelines to match the disease profile of COVID-19 and the available medical resources. As part of their multifaceted approach to COVID-19, the Ministry relaxed regulations and temporarily approved the limited use of telemedicine and e-prescriptions [9]. Because direct telemedicine visits between health care professionals and patients were previously prohibited, the infrastructure and ecosystem around telemedicine were not fully developed [16]. Another approach was the decision to isolate patients with mild symptoms in designated LTSCs from March 1, 2020 [9]. The LTSCs were public or private facilities that were modified to accommodate and quarantine patients. SNUH, as a national hospital of Korea, was also asked to operate an LTSC at the SNUH Human Resources Development Center in Mungyeong. Most of the medical staff were located in the central monitoring center in Seoul and led patient care using telemedicine tools; meanwhile, some staff worked at the Mungyeong site in supportive roles and in preparation for emergencies.

The authors recognized the importance of a multidisciplinary approach to develop a system to support patient care and management at LTSCs as quickly as possible [17-19]. The Office of Hospital Information of SNUH, composed of several medical faculty members, nurses, pharmacists, medical record technicians, and IT experts, manages the IT services of the hospital and was well placed to lead this effort. Moreover, ezCaretech, the company that developed our HIS, is under contract to maintain the HIS and has a team located at SNUH; this team could make timely improvements to the system in a straightforward manner. In addition, HealthConnect, a health care application development company, has been working on a mobile app with SNUH for a project to collect patient-reported outcomes and enable viewing of the data in the HIS. This familiarity with the hospital interfaces and data structures enabled rapid development and deployment of the LTSC app.

**Role of Health Care Information Exchange in the Pandemic Era**

Health care information exchange between health care institutions plays an important role during pandemics and disasters [20-24]. In Korea, where the population has high accessibility to health care resources due to the national health insurance program, any patient can visit any hospital. Health records are fragmented among the health care institutions that the patient visits, as the EHR systems used by each institution are different and most are not interoperable [25]. To alleviate this problem, the Ministry of Health and Welfare initiated a nationwide healthcare information exchange (HIE) project in 2017. This service electronically and securely sends and receives medical records and image data of patients who have consented to provide personal information to medical institutions for patient care [26]. However, in the current HIE system, electronic information is generated only when the patient is referred to another medical institution; thus, it is difficult to use it in this situation. Furthermore, the project is not gaining traction as expected due to the cost burden to small and medium-sized hospitals to connect their EHRs with the national HIE system as well as the conflict between health care institutions and the government on reimbursement and penalty policies [27]. As most institutions were not prepared to share image data through the national HIE system, we developed a simple cloud-based image sharing platform to enable efficient exchange. This platform was immediately used for a 55-year-old woman who had no underlying disease and no symptoms at initial presentation but who progressed to pneumonia 3 days after admission. Her physician decided to transfer her to a local general hospital and shared her chest x-ray images through this system.

**Lessons From the MERS Outbreak and Application for COVID-19 in South Korea**

South Korea learned important lessons from its 2015 Middle East respiratory syndrome (MERS) outbreak, including the importance of increased transparency, early detection, and rapid
diagnosis [28-30]. The Korea Centers for Disease Control and the Health Insurance Review & Assessment Service developed the international traveler information system and provides the service to all health care institutions in Korea [31]. When the patient has visited countries that are being screened, the international traveler information system sends out a real time alert to allow staff to recognize and prevent possible exposure. Similarly, to minimize exposure, the system was used to inform the physician or nurse whether the patient was arriving from the epicenter of the COVID-19 epidemic in Korea, Daegu and Gyeongsangbuk Province, since February 18, 2020.

Although the current pandemic is ongoing, we should also learn from this experience. Telemedicine is ideal for proper triage, early diagnosis, isolation, and treatment of patients [32]. Even in the United States, where access to telemedicine services, coverage, and reimbursement is available, telemedicine use is relatively uncommon [33]. Telemedicine use is even rarer in Korea, which is one of the few countries where patient-facing telemedicine is explicitly banned [16]. All stakeholders involved, including the government, medical communities, civic groups, and politicians, have different opinions. Some believe that Korea should approach this issue differently from other countries due to the nature of the medical system in Korea, which has excellent accessibility and low costs [34]. However, to limit community transmission during the COVID-19 pandemic, the Ministry of Health and Welfare has temporarily approved the limited use of telemedicine with e-prescriptions [9]. With recent studies reporting the advantages of proactive use of IT systems and strategies in infectious patients [35-37], we hope that this experience provides an impetus for the stakeholders of the health care system to improve and expand on the use and application of ICT in health care.

Conclusions

Faced with a novel infectious disease, we describe the implementation and experience of applying an ICT-based patient management system in the LTSC by SNUH. ICT-based tools and applications are increasingly gaining importance in health care, and we hope that our experience can provide insight into future technology-based infectious disease responses.
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Abstract

Since the World Health Organization declared the coronavirus disease (COVID-19) outbreak a pandemic, significant changes have occurred in the United States as the infection spread reached and passed its exponential phase. A stringent analysis of COVID-19 epidemiologic data requires time and would generally be expected to happen with significant delay after the exponential phase of the disease is over and when the focus of the health care system is diverted away from crisis management. Although much has been said about high-risk groups and the vulnerability of the elderly and patients with underlying comorbidities, the impact of race on the susceptibility of ethnic minorities living in indigent communities has not been discussed in detail worldwide and specifically in the United States. There are currently some data on disparities between African American and Caucasian populations for COVID-19 infection and mortality. While health care authorities are reorganizing resources and infrastructure to provide care for symptomatic COVID-19 patients, they should not shy away from protecting the general public as a whole and specifically the most vulnerable members of society, such as the elderly, ethnic minorities, and people with underlying comorbidities.

(J Med Internet Res 2020;22(6):e19934) doi:10.2196/19934
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Although it has only been a short time since March 11th, 2020, when the World Health Organization officially announced that the coronavirus disease (COVID-19) outbreak had reached the level of a pandemic [1], things have changed significantly for the United States. The country has reached and passed the exponential phase of the COVID-19 pandemic, with over 1.7 million confirmed cases and close to 105,000 COVID-19–related deaths [2]. These numbers seem to reflect only the tip of the iceberg; the figures would be much higher if we are to include asymptomatic carriers and mildly symptomatic untested cases in the population. As shown in a study by Ing et al [3], testing all of the passengers of a cruise ship revealed a ratio of asymptomatic COVID-19–positive patients to symptomatic patients to be 4:1. Furthermore, a second wave of COVID-19 infection is always a possibility.

A stringent analysis of COVID-19 epidemiologic data requires time and would generally be expected to happen with some delay after the exponential phase of the disease is over and when the focus of the health care system is not on crisis management. Although much is said about high-risk groups and the vulnerability of the elderly and patients with underlying comorbidities (eg, hypertension, diabetes, malignancies, cerebrovascular disease, and underlying pulmonary/cardiovascular disease like chronic obstructive pulmonary disease and asthma [4–6]), the impact of race on the susceptibility of ethnic minorities living in indigent communities has not been discussed in detail worldwide and in the United States. Myers [7] and Dyer [8] brought up this issue and discussed as to why, in their opinion, ethnic minorities, in particular African American or black populations, are more vulnerable to COVID-19 infection and mortality. Dyer [8] also brought up the same issue with other “invisible communities”
Knowledge of comorbid risk factors as well as vulnerable groups can be useful for clinicians in directing early and appropriate medical management and allocating resources when handling patients with COVID-19. As “ethnicity” is still considered a sensitive/controversial topic in the United States, its inclusion as a research topic as well as patients’ demographic data should be cautiously evaluated; even the Centers for Disease Control and Prevention does not include race and ethnicity information in their publicly available data when presenting the demographic and geographic distributions of COVID-19 cases. Myers [7] provided invaluable, practical recommendations to health care authorities and hospital administrations caring for vulnerable populations with COVID-19, including patients with comorbidities and ethnic minorities. Cooney [9] presented examples from Illinois, Michigan, and Milwaukee County in Wisconsin to show disparities and the overrepresentation of COVID-19 cases and mortalities among African Americans compared to other ethnic groups, especially Caucasians. Although these areas do not constitute the majority of the United States, these are a handful of exceptional areas where the local government agencies have included race as part of the shared information when presenting the most vulnerable and affected segments of society “hardest hit by the virus” [9,10]. While African Americans in Illinois, as an example, account for 17% of confirmed COVID-19 cases and 29.7% of attributed deaths, they make up only 15% of the state’s population [10]. In Louisiana, based on the 2019 US census, 33% of the population is African American, but this group accounts for 55% of COVID-19-related deaths, according to data from the Department of Health [11]. North Carolina, Michigan, St Louis, New York City, and Alabama are other examples of disparities in COVID-19–related deaths and ethnicity, with higher death rates reported in African Americans compared to Caucasians [12-15].

This disparity is not a confirmed fact across the board, but it is present in some states as mentioned above. There are some possible explanations for this pattern. The proposed association between COVID-19 and angiotensin-converting enzyme II (ACE-II) secondary to ACE-II being a co-receptor for respiratory viral entry, along with potential innate ACE-II receptor differences in function, response to medications, and gene polymorphism in the African American population compared to other ethnic groups [16,17] could be an explanation that needs further investigation. Having higher incidence of hypertension, diabetes, malignancies, heart failure, cerebrovascular disease, and underlying pulmonary/cardiovascular disease could also make the African American community a potential high-risk group for COVID-19 [7,8,18,19]. Higher BMI among African Americans compared to other groups, particularly Caucasians, has been shown to be present in children and adults [20,21]. This contributes to a general decrease in self-rated health among older African Americans and can even interfere with the protective effects of education and income [22]. Higher average BMI in African Americans could potentially decrease their survival rate in cases with COVID-19–related acute respiratory distress syndrome and increase the rate of associated complications [23]. Other possible contributing factors to COVID-19 susceptibility among African Americans include lower socioeconomic status, crowded living conditions, living in densely populated parts of cities, reduced access to hygienic products and personal protection equipment, unemployment, employment in the more virus-exposed fields of the job market, along with cultural habits that hinder medical advice seeking (although their exact role warrants further investigations) [24]. Myers [7] went a step further and proposed the influence of “systemic racism on baseline health” as a compounding factor influencing the health of ethnic minorities including African American people. While health care authorities are reorganizing resources and infrastructure to provide care for symptomatic COVID-19 patients [25], they should not forgo protecting the general public as a whole and specifically the most vulnerable members of society, such as the elderly, ethnic minorities, and people with underlying comorbidities. We agree with Myers [7] and Fouad et al [26] that the following are essential steps toward a fairer and more effective health care system when battling COVID-19 infection: collecting data on patient care during the COVID-19 era including race, implementation of social policies to reduce economic burden, culturally sensitive and appropriate messaging tailored to certain communities, increased accessibility of testing and vaccination (after vaccine development) for vulnerable communities, real-time reporting of disparities and reflective redistribution of resources, aggressive treatment of comorbidities simultaneously while treating COVID-19 infections, and prioritization of community-based health care systems that primarily serve ethnic minorities. We can turn this crisis into an opportunity to reduce disparities in care in our health care system [26].
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Abstract

Background: Social media has become increasingly important as a source of information for the public and is widely used for health-related information. The outbreak of the coronavirus disease (COVID-19) has exerted a negative impact on dental practices.

Objective: The aim of this study is to analyze the nature and diffusion of COVID-19–related oral health information on the Chinese social media site Weibo.

Methods: A total of 15,900 tweets related to oral health and dentistry information from Weibo during the COVID-19 outbreak in China (December 31, 2019, to March 16, 2020) were included in our study. Two researchers coded 1000 of the total tweets in advance, and two main thematic categories with eight subtypes were refined. The included tweets were analyzed over time and geographic region, and coded into eight thematic categories. Additionally, the time distributions of tweets containing information about dental services, needs of dental treatment, and home oral care during the COVID-19 epidemic were further analyzed.

Results: People reacted rapidly to the emerging severe acute respiratory syndrome coronavirus 2 threat to dental services, and a large amount of COVID-19–related oral health information was tweeted on Weibo. The time and geographic distribution of tweets shared similarities with epidemiological data of the COVID-19 outbreak in China. Tweets containing home oral care and dental services content were the most frequently exchanged information (n=4803/15,900, 30.20% and n=4478, 28.16%, respectively). Significant differences of public attention were found between various types of bloggers in dental services–related tweets (P<.001), and the tweets from the government and media engaged the most public attention. The distributions of tweets containing information about dental services, needs of dental treatment, and home oral care during the COVID-19 epidemic were further analyzed.

Conclusions: Our study overviewed and analyzed social media data on the dental services and oral health information during the COVID-19 epidemic, thus, providing insights for government organizations, media, and dental professionals to better facilitate oral health communication and efficiently shape public concern through social media when routine dental services are unavailable during an unprecedented event. The study of the nature and distribution of social media can serve as a useful adjunct tool to help make public health policies.

(J Med Internet Res 2020;22(6):e19981) doi:10.2196/19981
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Introduction

The outbreak of the coronavirus disease (COVID-19) caused by severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2), first identified from Wuhan, Hubei Province, China, has almost swept across the whole world and constituted a public health emergency of “pandemic” proportions [1]. SARS-CoV-2 is the third zoonotic human coronavirus emerging in this century after severe acute respiratory syndrome–related coronavirus and Middle East respiratory syndrome–related coronavirus (MERS-CoV) [2]. As a global pandemic, COVID-19 has affected people from more than 200 countries and regions, leading to 2,719,897 laboratory-confirmed cases and 187,705 deaths as of April 25, 2020 [3]. The total cases outside of China has outnumbered China more than 20 times.

COVID-19 has posed a particular threat to the practice of dentistry. With the identification of SARS-CoV-2 in the saliva of patients who are infected [4] and the transmission of COVID-19 through asymptomatic carriers [5-7] or potential patients in incubation status [8], awareness of the risk of COVID-19 spreading during dental procedures was of considerable concern among dental professionals [9-11]. Moreover, droplets and aerosols generated from high-speed dental handpieces, ultrasonic instruments, or 3-way syringes has the potential for direct or indirect cross transmissions of coronavirus between patients and dental care providers [12]. Therefore, during the early and outbreak stages of the COVID-19 epidemic in China, a majority of dental practices were suspended and most of the routine dental services were not available for the public, resulting in the inconvenience for potential patients to seek dental treatment. During this special period, social media played an important role in the exchange of dentistry- and oral health–related information among the public.

The internet, especially social media, is becoming increasingly important as a source of information for public health issues since it provides free and immediate access to large volumes of data [13]. In the past decade, social media has not only changed the pattern of spread for health-related information and the communication mode between patients and health care providers, but also drawn great attraction from researchers to study the distribution of diseases [14], the diffusion of health-related information and misinformation [15,16], the public reactions to health events [17-19], and more. Accumulating studies using social media for health care research have been published annually, providing insights for public health surveillance or helping develop health policy [14,20-23]. During the COVID-19 epidemic, the social media search index was identified as a promising predictor of new cases of COVID-19 infections [24].

Sina Weibo, similar to Twitter, is the most popular online microblog platform in China. Weibo allows its users to tweet or retweet messages optionally with links, pictures, or videos attached. The public reactions of Chinese people to the MERS-CoV and H7N9 outbreaks were significantly strong on Weibo [17]. Considering that the COVID-19 outbreak has exerted an impact on dental practices, we proposed the following research question: how was dentistry- or oral health–related information during the COVID-19 epidemic “tweeted” and communicated about on Weibo? The aim of this study was to investigate the nature and diffusion of COVID-19–related dentistry or oral health information on Weibo and determine the public reactions to tweets with this content, thus, providing an overview and reflection of the supply and demand of dental services under the epidemic on social media.

Methods

Study Design and Search Strategy

A study of “COVID-19-related oral health information” tweets on Sina Weibo was performed. A new anonymous Weibo account was created with only the name, gender, and date of birth provided upon registration. Using a new account without search histories, previous likes, or friends can avoid preferential links promoted by Weibo. Four keywords related to COVID-19 (pneumonia of unknown cause, coronavirus, COVID-19, and epidemic) and two keywords for dentistry (stomatology and dentistry) in Chinese characters were employed to search tweets about COVID-19 and dentistry or oral health on Weibo. Eight independent searches with a combination of one keyword for COVID-19 and the other for dentistry were carried out on March 17, 2020, through the new account. We selected December 31, 2019, as the start date of tweets since, on this day, the pneumonia of unknown cause (the name of COVID-19 at the time) in Wuhan was officially reported to the World Health Organization, and the first group of epidemiologists were dispatched by the Chinese Center for Disease Control and Prevention (CCDC) to support the control of this emerging infectious disease (EID) in Wuhan.

Figure 1 is the flow diagram used in our study. In total, 32,201 tweets in the first 77 days (December 31, 2019, to March 16, 2020) of the COVID-19 epidemic were identified. All Weibo data, including the full-text content; post time; numbers of likes, shares, and comments; and blogger information (name, ID, homepage website, number of followers, and personal introduction) of each tweet were extracted with a Python-based platform Gooseeker, which could retrieve all the tweets from each independent research through the account we created. A total of 29,140 tweets after removal of duplicates were scanned to exclude non–human-related and irrelevant results. After screening, there were 16,702 tweets included for further eligibility assessment, namely, reading the full content and the links, pictures, or videos attached to tweets as well. Restricted access of links, pictures, or videos were also excluded since only the information available for the public was assessed. Finally, the remaining 15,900 tweets were included for further analysis. The initial screening work and eligibility assessment was conducted by two researchers (ZT and GC) together.
Figure 1. Flow chart of the study. COVID-19: coronavirus disease.

**Coding Procedure**

Two researchers (ZT and GC) with expertise in dentistry completed the coding. First, the two coders were asked to pilot the project by coding 1000 (6.28%) of the total 15,900 tweets to develop and refine the coding schemes for thematic categories. Two main thematic categories for all tweets were determined initially: COVID-19–related and oral health–related information. The information related to COVID-19 was further subtyped into five domains: epidemiology, pathology, symptoms, diagnosis, and prevention; the information related to oral health was subtyped into three domains: dental services, needs of dental treatment, and home oral care information. The tweets that were related to oral health and COVID-19 but inappropriate to be sorted into any of the categories were labelled “others.” The definition and examples of each category are shown in Multimedia Appendix 1.

Second, to test the feasibility and reliability of categories, a weighed Kappa test was used to assess interrater and intrarater agreement of coding between two researchers. Two researchers were asked to classify 200 randomly selected tweets and reclassify 2 weeks after the first coding. The results of the weighed Kappa test of the two researchers were 0.983 for interrater agreement and 0.994 (ZT) and 0.983 (GC) for intrarater agreement, which indicated excellent reliability of coding procedure.

Third, after agreement for the coding of the tweets was confirmed, all 15,900 tweets were randomly separated into two groups and classified by two researchers. The tweets were coded to more than one category if containing miscellaneous information. Tweets in each thematic category were divided into two types according to the numbers of followers (less than 1000 followers and 1000 or more followers).

**Postanalysis of the Included Tweets**

The tweets of each day were counted and compared with COVID-19 daily new cases and deaths in China for time distribution analysis. Among 15,900 tweets, 1682 tweets with location information were analyzed for geographic distribution and compared with the regional distribution of total COVID-19 cases by March 16, 2020. The epidemiological data were obtained from the official website of the CCDC [25]. In addition, the tweets and retweets conveying similar information were extracted and grouped to analyze the topics of interest. The mean and SD of the numbers of likes, shares, and comments in each group were calculated.

Meanwhile, the tweets related to oral health information were further analyzed. Specifically, the time distribution of tweets containing information about the risks of COVID-19 transmission during dental procedures, notices of stopping all or part of dental services, need for dental treatment, home oral care, protective measures during dental services, and notices of restoring dental services during the COVID-19 epidemic were analyzed. The public needs for dental treatment and home oral care information tweeted on Weibo were further categorized and counted. The Kruskal-Wallis test was used to determine the differences of public reactions (numbers of likes, shares, and comments) to tweets from different types of bloggers (governments, media, dental clinics or hospitals, dentists or dental nurses, online health platforms, and others). In addition,
the Mann-Whitney U test was used to compare the public reactions to tweets related to oral health information tweeted by the same types of bloggers.

All statistical analyses were carried out with Microsoft Excel (Microsoft Corporation) and SPSS software 18.0 (SPSS Inc), and $P<.05$ was considered significant.

**Results**

**Time and Geographic Distribution of Weibo Tweets**

As shown in Figure 2, the time distribution of the Weibo data was similar to the distribution of new cases and deaths during this period of time. From December 31, 2019, to March 16, 2020, the daily count of tweets in Weibo was low during the first 20 days, then increased with fluctuations starting on January 20, 2020, presented three major peaks before mid-February, and finally gradually decreased and kept at a steady low level until March 16, 2020. The first peak on January 22, 2020, was between two milestone events of the COVID-19 outbreak in China, namely, official confirmation of human-to-human transmission of COVID-19 on January 20 and the start of the lockdown in Wuhan on January 23, 2020. The second peak on January 28, 2020, was composed of tweets and retweets refuting the misinformation for COVID-19 prevention. The highest peak of 1316 tweets on February 8, 2020, followed the death of Dr Wenliang Li, one of the first doctors who flagged the new coronavirus outbreak and raised alarms to the public. This peak occurred because retweets of the news that aerosol acts as a transmission route for COVID-19 as disseminated in a press conference of the Shanghai government office at 2 PM that day.

Further analyses were conducted on 1682 tweets whose geographic distribution could be identified and compared to the regional distribution of total cases. The geographic location was optional for the users when posting tweets on Weibo. Therefore, only 1682 tweets included geographic location information. As demonstrated in Figure 3, the provinces (Zhejiang, Jiangsu, Guangdong, Shandong, Sichuan, and Henan) that witnessed the most tweets (>100) had more than 500 COVID-19 cases, higher than most of the other provinces in China. In northwest China, with no more than 100 confirmed cases in each province, tweets were less frequently distributed. More tweets were posted from central and eastern coastal provinces. However, tweets posted from Hubei, which was the original epicenter of the COVID-19 outbreak and had the most cumulative number of cases, surprisingly, were no more than 100.

**Figure 2.** Time distribution of tweets and new cases and deaths of COVID-19 in China. COVID-19: coronavirus disease.
Thematic Distribution of Tweets and Highly Retweeted Information

Among 15,900 tweets included in our study, 79.81% (n=12,690) were oral health–related information and 38.86% (n=6180) contained background knowledge of COVID-19. As shown in Figure 4, the most commonly exchanged types of tweets related to oral health was home oral care information (n=4803, 30.20%), followed by dental service–related information (n=4478, 28.16%), the need for dental treatment (n=2793, 17.57%) during the epidemic, and other information about oral health or dentistry and COVID-19 (n=616, 3.87%). In terms of background knowledge about COVID-19, information about the prevention of COVID-19 (n=3404, 21.40%) witnessed the most tweets and retweets on Weibo, and epidemiology of COVID-19 (n=2390, 15.04%) was also common, while only a relatively small proportion of tweets mentioned aspects of pathology and symptoms (n=139, 0.87%) or diagnosis (n=247, 1.54%). The background information of COVID-19 (except the pathology and symptoms) was mostly tweeted by bloggers with more than 1000 followers. The dental services and home oral care information were highly tweeted by bloggers with 1000 or more followers, whereas the need for dental treatment were tweeted mostly by bloggers with followers less than 1000 (Figure 4).

Some information was frequently tweeted or retweeted on Weibo and the top five pieces of widely diffused information were selected for evaluating the public reactions (Table 1). The most tweeted information was the news that aerosol acts as a transmission route of COVID-19, officially announced by the government office of Shanghai on February 8, 2020. There were 1406 tweets or retweets of this news or related aerosol information, and it gained 321.28 likes, 24.85 shares, and 19.70 comments on average. The second most tweeted information related to the risks of COVID-19 spread in dental clinics due to the aerosol generation, widely exchanged by dentists and dental clinics and hospitals, which averagely garnered 4.72 likes, 1.92 shares, and 1.31 comments. The next 3 groups of tweets were refutations of three pieces of widely spread misinformation of prevention measures for the coronavirus. As shown in Figure 5, the first misinformation that gargling with saltwater or mouthwash can prevent COVID-19 by lowering the level of coronavirus in the saliva spread among the public at an early stage of the epidemic (around the end of January). Soon the refutation of this misinformation was tweeted by the official platform “Weibo Refutes Rumours” and retweeted by others much more than the misinformation itself. A similar pattern was seen in another 2 groups of misinformation, namely, that eating garlic or applying oral spray or disinfectants can kill the coronavirus in oral cavities to protect from COVID-19 infection (Figure 5).
**Figure 4.** Thematic distributions of tweets with COVID-19–related oral health information. COVID-19: coronavirus disease.

**Table 1.** Public reactions to highly tweeted information on Weibo.

<table>
<thead>
<tr>
<th>Most highly tweeted information</th>
<th>Count, n</th>
<th>Public reactions</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>The news propagandizing aerosol as a transmission route of COVID-19&lt;sup&gt;a&lt;/sup&gt;</td>
<td>1406</td>
<td>Likes, mean (SD)</td>
<td>321.28</td>
<td>24.85</td>
<td>19.70</td>
</tr>
<tr>
<td>Risks of COVID-19 spread by dental clinics due to the aerosol created by dental handpieces</td>
<td>659</td>
<td>Shares, mean (SD)</td>
<td>24.85</td>
<td>19.70</td>
<td>659</td>
</tr>
<tr>
<td>Refutation of the misinformation that gargling with saltwater or mouthwash can prevent COVID-19</td>
<td>468</td>
<td>Comments, mean (SD)</td>
<td>659</td>
<td>14.34</td>
<td>9.98</td>
</tr>
<tr>
<td>Refutation of the misinformation that eating garlic can kill the novel coronavirus in the oral cavity</td>
<td>389</td>
<td></td>
<td>468</td>
<td>14.34</td>
<td>9.98</td>
</tr>
<tr>
<td>Refutation of the misinformation that oral spray/disinfectants can prevent COVID-19.</td>
<td>372</td>
<td></td>
<td>389</td>
<td>14.34</td>
<td>9.98</td>
</tr>
</tbody>
</table>

<sup>a</sup>COVID-19: coronavirus disease.
Disruption of Dental Services During the Epidemic

Tweets with different types of oral health–related information were distributed differently during the COVID-19 epidemic. As shown in Figure 6, the risk of COVID-19 spread during dental procedures was proposed during the early stage of the epidemic, and the associated tweets and retweets peaked on January 25 and 26, 2020, after the start of the Wuhan lockdown on January 23. During the first half of February, under the first level emergency response to COVID-19 in China, the government, public hospitals, and private dental clinics delivered notices to stop all or part of dental services to the public. Followed by this was the peak of information about home oral health care in the second half of February. From late February to early March, tweets associated with notices of restoring dental services and protective measures during dental treatment gradually increased due to the control of COVID-19 in China.

When the dental services were not available from the end of January to early March, many bloggers complained of oral problems and sought dental care on Weibo. There were a steady number of tweets (around 40-80 tweets/day; Figure 6) during this time period. As shown in Table 2 those complaining of toothaches or wisdom tooth problems (eg, pericoronitis, decay) were most common, followed by orthodontic-related problems, oral ulcers, and pediatric oral diseases; oral cancer and implants or prosthetics only occupied a small proportion. Additionally, the rest of the tweets were related to seeking oral care for other dental diseases including tooth decay and gingival bleeding or without specific reasons.

Interestingly, numerous tweets with home oral care content were found on Weibo when the majority of dental services were not available for the public, much more than the tweets seeking oral health care as previously mentioned (4803 vs 2973 tweets). Information about daily oral care, how to deal with dental emergencies at home, and online consultation services shared similar proportions among these tweets (n=1684/4803, 35.06%; n=2092, 43.56%; and n=2029, 42.24%, respectively; Figure 7). Notably, 21.50% (n=362/1684) of daily oral care–related tweets presented commercial advertisements of oral hygiene products including toothbrushes, toothpastes, and dental floss.

As for the public responses to dental services and home oral care–related tweets from different types of bloggers, the number of likes, shares, and comments for tweets from governments, media, dental clinics and hospitals, dentists and dental nurses, online health platforms, and other nondental bloggers were counted and analyzed (only bloggers with >1000 followers were included; Table 3). Significant differences of public attention were found between various types of bloggers in dental service–related tweets ($\chi^2=113.883, 99.037, 49.544$ for numbers of likes, shares, and comments, respectively, and $P<.001$ for all of them). The same findings were seen in tweets with home oral care content ($\chi^2=292.817, 186.265, 264.250$, respectively, and $P<.001$ for numbers of likes, shares, and comments). The governments and media tweeted a large number of tweets related
to dental services but fewer related to home oral care content (492 vs 98 tweets from governments, 805 vs 87 tweets from media, respectively) and received public responses with high average numbers of likes, shares, and comments in both categories. The government-generated tweets with dental service information received significantly more shares and comments but less likes than with home oral care content (dental services vs home oral care, \( P < .001 \) for numbers of likes, shares, and comments), while the media-tweeted information related to dental services garnered much less public attention compared to home oral care content (\( P < .001 \) for numbers of likes, shares, and comments). As for the tweets from dental clinics and hospitals, the public seemed to pay more attention to the tweets associated with home oral care information than dental services (\( P = .001 \) for numbers of likes and comments), though tweets in both categories were intensive. Dentists and dental nurses tweeted a mass of information related to oral health, and there were no significant differences between public responses for tweets with home oral care information and dental services (\( P = .37, P = .30, \) and \( P = .81 \) for numbers of likes, shares, and comments, respectively). Notably, nearly one-fifth of tweets with home oral care information were provided by online health platforms and garnered 4.05 likes, 1.28 shares, and 0.59 comments on average.

**Figure 6.** Time distributions of oral health-related tweets during the COVID-19 epidemic. COVID-19: coronavirus disease.

<table>
<thead>
<tr>
<th>Needs of dental treatment</th>
<th>Number of tweets (n=2793), n (%)(^a)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Toothache or wisdom tooth problem</td>
<td>1132 (40.53)</td>
</tr>
<tr>
<td>Oral ulcer</td>
<td>264 (9.45)</td>
</tr>
<tr>
<td>Orthodontic problem</td>
<td>536 (19.19)</td>
</tr>
<tr>
<td>Implants or prosthetics</td>
<td>31 (1.11)</td>
</tr>
<tr>
<td>Pediatric oral diseases</td>
<td>81 (2.90)</td>
</tr>
<tr>
<td>Oral cancer</td>
<td>41 (1.47)</td>
</tr>
<tr>
<td>Others or not specific</td>
<td>788 (28.21)</td>
</tr>
</tbody>
</table>

\(^a\)The sum value of all parts is over 100% because some tweets mentioned more than one need of dental treatment.
Figure 7. Thematic distributions of tweets with home oral care information.

Table 3. Comparison of public reactions to tweets with dental services and home oral care information from different types of bloggers.

<table>
<thead>
<tr>
<th>Public reactions</th>
<th>Blogger categories</th>
<th>Governments</th>
<th>Media</th>
<th>Dental clinics/hospitals</th>
<th>Dentists/dental nurses</th>
<th>Online health platform</th>
<th>Others</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Count, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DS</td>
<td>492 (16.05)</td>
<td>805 (26.26)</td>
<td>563 (18.37)</td>
<td>363 (11.84)</td>
<td>0 (0)</td>
<td>842 (24.47)</td>
<td></td>
</tr>
<tr>
<td>HOC</td>
<td>98 (2.95)</td>
<td>87 (2.62)</td>
<td>1049 (31.60)</td>
<td>874 (26.33)</td>
<td>660 (19.88)</td>
<td>551 (16.6)</td>
<td></td>
</tr>
<tr>
<td><strong>Likes</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DS, mean (SD)</td>
<td>11.91 (68.00)</td>
<td>54.36 (1053.84)</td>
<td>1.66 (8.21)</td>
<td>2.47 (47.20)</td>
<td>N/A</td>
<td>11.47 (78.58)</td>
<td></td>
</tr>
<tr>
<td>HOC, mean (SD)</td>
<td>14.35 (128.38)</td>
<td>168.10 (1110.52)</td>
<td>1.27 (11.09)</td>
<td>26.82 (377.06)</td>
<td>4.05 (64.39)</td>
<td>5.69 (38.82)</td>
<td></td>
</tr>
<tr>
<td>Z value</td>
<td>-6.858</td>
<td>-5.49</td>
<td>-3.259</td>
<td>-0.896</td>
<td>N/A</td>
<td>-14.75</td>
<td></td>
</tr>
<tr>
<td>P value</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>.01</td>
<td>.37</td>
<td>N/A</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td><strong>Shares</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DS, mean (SD)</td>
<td>2.75 (8.44)</td>
<td>4.63 (33.37)</td>
<td>0.88 (5.75)</td>
<td>0.49 (9.37)</td>
<td>N/A</td>
<td>2.37 (14.81)</td>
<td></td>
</tr>
<tr>
<td>HOC, mean (SD)</td>
<td>1.94 (8.27)</td>
<td>32.48 (182.30)</td>
<td>0.88 (6.75)</td>
<td>5.34 (42.89)</td>
<td>1.28 (17.34)</td>
<td>3.81 (49.31)</td>
<td></td>
</tr>
<tr>
<td>Z value</td>
<td>-5.943</td>
<td>-5.234</td>
<td>-0.565</td>
<td>-1.045</td>
<td>N/A</td>
<td>-10.06</td>
<td></td>
</tr>
<tr>
<td>P value</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>.57</td>
<td>.30</td>
<td>N/A</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td><strong>Comments</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DS, mean (SD)</td>
<td>3.97 (15.79)</td>
<td>7.43 (74.11)</td>
<td>0.70 (2.59)</td>
<td>0.42 (8.08)</td>
<td>N/A</td>
<td>4.15 (23.85)</td>
<td></td>
</tr>
<tr>
<td>HOC, mean (SD)</td>
<td>2.87 (23.22)</td>
<td>25.36 (154.88)</td>
<td>0.33 (1.56)</td>
<td>5.55 (51.73)</td>
<td>0.59 (8.85)</td>
<td>2.39 (12.42)</td>
<td></td>
</tr>
<tr>
<td>Z value</td>
<td>-5.925</td>
<td>-3.81</td>
<td>-3.279</td>
<td>-0.236</td>
<td>N/A</td>
<td>-12.68</td>
<td></td>
</tr>
<tr>
<td>P value</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>.01</td>
<td>.81</td>
<td>N/A</td>
<td>&lt;.001</td>
<td></td>
</tr>
</tbody>
</table>

a DS: dental services.
b HOC: home oral care.
c Not applicable.
Discussion

Principal Results
Since the COVID-19 outbreak exerted a negative impact on dental practices [12], the Chinese online community reacted rapidly and tweeted considerable information associated with COVID-19 and dentistry and oral health. This is the first study to analyze COVID-19–related oral health information that was presented on Chinese social media and evaluate the public interaction with this information. As shown in our study, COVID-19–related oral health content tweeted on Weibo may serve as a key indicator of the supply and demand of dental services under the epidemic in China.

The Distribution of Tweets and the Epidemiology of COVID-19
It was interesting to note that the time distribution of the Weibo data was approximately consistent with the trend of both daily new cases and deaths. Our finding is similar to a previous study on H7N9–related tweets on Weibo, which identified a positive correlation between the number of daily tweets and the cumulative case fatality rate of H7N9 [26]. Accordingly, the time distribution of social media may help predict the trend of new cases and deaths during the epidemic, thus, serving as a cost-effective and useful tool for epidemiology study.

Additionally, the peaks of tweets were influenced by some milestone events of COVID-19, including the official confirmation of human-to-human transmission of COVID-19, lockdown of Wuhan, and the death of Dr Wenliang Li. The possible explanation for this phenomenon is that social media engages more public attention during outbreaks of EIDs, especially when important news about the epidemic is released [27]. Similarly, during the H1N1 pandemic in 2009 and the outbreaks of MERS-CoV in 2012 and H7N9 in 2013, the time distribution of related tweets on social media were impacted by milestone events, such as the official announcement of the first case diagnosed and the level of the epidemic [17,28].

Although our results show that the geographical distribution of the tweets was roughly consistent with the distribution of total COVID-19 cases, Hubei Province was an exception. As the first epicenter of a newly identified infectious disease in the world, people may have been overwhelmed, and the concerns for oral health problems and demands for dental services were unavoidably suppressed. This phenomenon should attract more attention from public health policy makers.

Social media should not only provide true and useful information for the public, but also possess self-correction function for misinformation [29]. As illustrated in our study, during the early stage of the COVID-19 outbreak, some misleading information for prevention of COVID-19 was diffused among the online community, which attributed to a natural fear for the unknown and unexpected disaster. This phenomenon is quite common during outbreaks of emerging diseases. When yellow fever re-emerged during 2015-2017, nearly two-thirds of tweets associated with yellow fever contained misinformation including some improper treatments [30]. After the first Zika infection case confirmed in the United States, grassroots users on Twitter amplified social concerns and even tweeted conspiracy theories [31]. A systemic review about social media and outbreaks of EIDs showed that 20%-30% of the EID–related YouTube videos contained inaccurate or misleading information [27]. In our study, the refutations of misinformation were tweeted by the official platform “Weibo Refutes Rumours” and immediately exchanged by other users with a larger scale on Weibo. This may contribute to calming the public panic with scientific knowledge.

Dental Services and Dental Care Needs During the COVID-19 Outbreak
Social media can amplify the spread of contents compared to traditional mass media [32]. In this study, the most widely diffused information was about aerosol as a transmission route of COVID-19 and its effect on dental practices, which was first tweeted on January 25, 2020, on Weibo (earlier than scientific publications). The study that first confirmed SARS-CoV-2 existed in saliva was published on February 12, 2020 [4], and the study that first announced the possibility of COVID-19 transmission by aerosol-generating dental procedures was published on February 20, 2020 [9]. The updates and spread of information on social media are updated to the minute, and the communication on social media is in real time, much faster than traditional media and online scientific publications. Moreover, increasing numbers of bloggers in public health professions are active on social media and tweet scientific knowledge on epidemics of infectious diseases, which plays a crucial role in shaping public awareness and response to an emerging disaster [33].

The analysis of the COVID-19–related oral health contents on Weibo provided an overview of the supply and demand of dental services during the COVID-19 outbreak. The public concern about the risks of spreading coronavirus by aerosols was disseminated earlier than the official notices of stopping part of or all dental services. With insufficient dental services, the public needs for oral care could not be satisfied, and an increased number of users complained of oral diseases or sought for consultation on Weibo. Our study showed dynamic changes of information related to supply and demand of dental services during this period, indicating that social media can serve as a useful tool for the monitoring of medical and health demands during an unprecedented time [34].

Social media plays an increasingly important role in health policy making [20,21,35]. As shown in our review, the urge of stopping dental services to avoid potential risks of coronavirus transmission between patients and dental care providers was tweeted by dental professionals and retweeted by other bloggers at the end of January, which may contribute to the public health policy about suspension of dental practices from the governmental agencies at the beginning of February. This important function of social media benefits from the multidirectional conduit of social networks, leading to more efficient and wide diffusion of information on social media than on traditional media [36] and more frequent interactions between individuals and public health organizations and policy makers [37]. Regarding social media as a rapidly maturing channel of communication, the policy makers can obtain evidence to help
make health policy decisions, disseminate the policies on social media, and monitor the public reactions to the policies [38]. In response to perceived unmet dental care needs from the online community, home oral care information was highly tweeted on Weibo to satisfy the public needs for both daily oral care and dental emergencies. Remote dental consultations were also achieved through Weibo, not only providing diagnosis and suggestions for patients with oral health problems but also avoiding risks of coronavirus transmission. This correlation between dental service disruption and an increased use of social media as a means of communication is not uncommon during a disaster or emergency [39]. Previous studies have also recommended social media for dental public health surveillance due to its potential in monitoring episodes of dental pain [40,41]. The active exchange of information related to oral care and the interaction between patients and dental professionals were found from our Weibo data, presenting a promising communication mode between health care providers and patients as a supplement for the traditional doctor-patient relationship.

The Variation of Public Reactions to Tweets From Different Bloggers

In our study, the online community reacted variously to the tweets from different bloggers. The tweets posted by governments and media attracted more responses from the public due to their authority [42]. The government and media should take the responsibility to tweet true and real time information. Surprisingly, the influence of dental clinics and hospitals, and dentists and dental nurses was not strong enough despite tweeting high-quality information of oral health. The important role of the emerging online health platforms was identified in this study. The online health platforms with more followers than individual dental professionals can transmit health-related information more efficiently and benefit more people [43]. From the perspective of social equality, the services from online health platforms can also cover those hard-to-reach populations, making it an equitable access to health care for the public. Therefore, our results suggest that the online health platform has potential to be a promising solution for cost-efficient health care information and medical consultations.

Limitations

Several limitations of our study should be acknowledged. First, there was inevitable bias of information in the data collection process. For example, Weibo is more popular among young people rather than the aged and is more accessible for economically developed regions. Therefore, the impact of age and regional distribution of users may need to be considered when interpreting the results. As a real time social media, some tweets were deleted by bloggers and some bloggers’ accounts were suspended by Sina Weibo, which led to direct information loss. In the geographic analysis of tweets, around 90% did not provide location information, thus affecting the overall objectivity and accuracy of results to a certain extent. Second, our study did not provide any data on the characteristics of Weibo users who viewed and shared these tweets, and the complete diffusion route of tweets were not extracted and analyzed. Therefore, the audience of the information and the diffusion scale of tweets could not be accurately evaluated. Third, the information provided by online consultation services was not available, and thus, the quality of online consultations and the effects on the patients remained unknown.

Conclusions

To the best of our knowledge, this is the first study to comprehensively overview and analyze social media data on the dental services and oral health information during the COVID-19 epidemic in China. Based on our results, it is evident that social media users reacted immediately to the emerging SARS-CoV-2 threat to dental practices. Social media not only contributed to public health surveillance and policy making but also served as a bridge between oral health information providers and the patients. The findings illustrate the relationship between social media information with the supply and demand of dental services during the outbreak of the COVID-19 epidemic in China. In addition, the study provides insights for government organizations, media, and dental professionals to efficiently affect and shape public awareness, and disseminate dental public health information through social media.
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Abstract

Background: During the coronavirus disease (COVID-19) pandemic, engagement in preventive behaviors and getting tested for the virus play a crucial role in protecting people from contracting the new coronavirus.

Objective: This study aims to examine how internet use, risk awareness, and demographic characteristics are associated with engagement in preventive behaviors and testing during the COVID-19 pandemic in the United States.

Methods: A cross-sectional survey was conducted on Amazon Mechanical Turk from April 10, 2020, to April 14, 2020. Participants’ internet use (in terms of the extent of receiving information pertaining to COVID-19), risk awareness (whether any immediate family members, close friends or relatives, or people in local communities tested positive for COVID-19), demographics (sex, age, ethnicity, income, education level, marital status, and employment status), as well as their engagement in preventative behaviors and testing were assessed.

Results: Our data included 979 valid responses from the United States. Participants who received more COVID-19–related health information online reported more frequent effort to engage in all types of preventive behaviors: wearing a facemask in public (odds ratio [OR] 1.55, 95% CI 1.34-1.79, P<.001), washing hands (OR 1.58, 95% CI 1.35-1.85, P<.001), covering nose and mouth when sneezing and coughing (OR 1.78, 95% CI 1.52-2.10, P<.001), keeping social distance with others (OR 1.41, 95% CI 1.21-1.65, P<.001), staying home (OR 1.40, 95% CI 1.20-1.62, P<.001), avoiding using public transportation (OR 1.57, 95% CI 1.32-1.88, P<.001), and cleaning frequently used surfaces (OR 1.55, 95% CI 1.34-1.79, P<.001). Compared with participants who did not have positive cases in their social circles, those who had immediate family members (OR 1.48, 95% CI 8.28-26.44, P<.001) or close friends and relatives (OR 2.52, 95% CI 1.58-4.03, P<.001) who tested positive were more likely to get tested. Participants’ sex, age, ethnicity, marital status, and employment status were also associated with preventive behaviors and testing.

Conclusions: Our findings revealed that the extent of receiving COVID-19–related information online, risk awareness, and demographic characteristics including sex, ethnicity, age, marital status, and employment status are key factors associated with US residents’ engagement in various preventive behaviors and testing for COVID-19.

(J Med Internet Res 2020;22(6):e19782) doi:10.2196/19782
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Introduction

Since its initial outbreak in late December 2019, the coronavirus disease (COVID-19) pandemic has caused and is continuing to cause a severe, large-scale impact on individuals and societies across the world, including the United States [1,2]. As of May 29, 2020, there were over 1.7 million confirmed COVID-19 cases and more than 100,000 deaths in the United States [3]. In the face of a rapidly growing pandemic such as COVID-19, prompt and up-to-date assessment of the public’s behavioral responses to the pandemic is critical if the findings are to be informative to public health policies and responses at local, regional, and national levels [4]. Compared with previous pandemics, the COVID-19 pandemic poses unprecedented challenges to public health responses due in part to its unique epidemiological characteristics. For example, the incubation period of COVID-19 can be as long as 24 days, and studies have found that a significant proportion of individuals infected with COVID-19 were asymptomatic but highly contagious, thus, posing enormous challenges for containing the spread of COVID-19 [5,6]. For the time being, there are no vaccines or antiviral medicine to treat or prevent this novel coronavirus [7]. Given all these factors, it is imperative for the public to actively engage in preventive behaviors and testing for the virus [8]. Correspondingly, research that identifies potential predictors of engagement in preventive behaviors and testing will generate urgently needed insights into social responses to the pandemic and inform targeted interventions to promote preventive behaviors and testing.

At the time of writing, we are aware of only one study that examined engagement in preventive measures (eg, avoiding in-person social interactions, staying home, washing hands) during the early stage (early March 2020) of the pandemic in the United States [9]. Although another study examined the use of masks as a behavioral response during the pandemic, this behavior was not examined as a preventive measure but instead as a behavioral response against the Centers for Disease Control and Prevention (CDC) and National Institute of Health (NIH) recommendations [10]. To our knowledge, no research has examined testing behaviors during the pandemic. Large-scale testing, followed by contact tracing and isolation of those with positive test results, is an essential measure for preventing a large fraction of possible transmission chains [8,11,12].

As a new infectious disease, COVID-19 has triggered a massive spike in uncertainty among the public. To learn more about the disease to better cope with the pandemic, people are motivated to acquire relevant information through various sources. The internet has become a particularly important source of health information [13]. Recent research shows that people rely heavily on the internet to search for relevant COVID-19 health information [14]. Besides acquiring information through active search, people are also incidentally exposed to health information online [15]. Health information received online not only fills an information gap but also influences people’s health decision making [16,17]. Besides the internet, personal experiences serve as a prominent means to acquire information. Because the virus is primarily transmitted through personal contacts, awareness of infection in one’s social surroundings, including immediate family, friends and relatives, and local communities, are likely to affect people’s risk perceptions and their engagement in preventive behaviors and testing. Past research has also shown that different demographic characteristics tend to be correlated with preventive behaviors during a pandemic [18]. A newly published article noted that demographic characteristics such as age and sex were associated with COVID-19 fatality rates [19], suggesting a necessary role of demographic factors in the investigation of behavioral responses during the COVID-19 pandemic. In this study, we examine internet use, risk awareness, and demographic characteristics associated with preventive behaviors and testing during the COVID-19 pandemic in the United States. Internet use is primarily examined via the amount of COVID-19–related information one has received online, including information received from both active search and passive exposure. Risk awareness is conceptualized as the extent that people have knowledge of infections in their social surroundings. Major demographic characteristics including sex, age, ethnicity, income, education, marital status, and employment status were also examined in this study.

Methods

Sampling Participants

This study received ethical approval from the corresponding author’s university. Participants for the study were recruited from Amazon Mechanical Turk (MTurk), an online crowdsourcing labor marketplace operated by Amazon. There is evidence showing that MTurk samples provide data equivalent in quality to the data generated from alternative samples [20]. The survey was constructed and administered using Qualtrics (version 12; Qualtrics International Inc). Qualtrics records individual responses to the survey but not the MTurk account information, so participants remain anonymous. Each participant received US $0.75 for their participation.

Data Collection

Data collection started on April 10, 2020, and was completed on April 14, 2020. Upon consent, participants were instructed to complete a survey asking about their perceptions and behaviors related to the COVID-19 pandemic. Specifically, each participant was asked about whether or not they got tested for the virus, their engagement with different types of preventive behaviors, the extent to which they received information related to COVID-19, the amount of time they spent on the internet on a daily basis, and risk awareness regarding others’ COVID-19–related health status (see Textbox 1). For engaging in preventative behaviors against COVID-19, items were measured on a 5-point scale (1=never, 2=sometimes, 3=about half the time, 4=most of the time, 5=always) and were prefaced with the question “Over the past month, how often have you engaged in the following practices to minimize the risk of contracting the coronavirus (COVID-19)?” For receiving COVID-19–related health information online, items were measured on a 5-point scale (1=didn’t receive at all, 2=received rarely, 3=received occasionally, 4=received regularly, 5=received a great deal) and were prefaced with the question “Over the past month, to what extent have you received the
following types of informational support online?” Extent of receiving COVID-19–related information was calculated based on the average of the four items (Cronbach alpha=.84). Based on the recommendations from the World Health Organization and the CDC in the United States [7,21], seven types of preventive behaviors were examined in this study: wearing a facemask, washing hands, covering nose and mouth when sneezing and coughing, social distancing, staying home, avoiding public transportation, and cleaning frequently touched surfaces. Risk awareness of others’ COVID-19–related health status was assessed by asking if the participants were aware of any positive cases in their immediate family, among close friends and relatives, or in local communities. The survey also obtained participants’ basic demographic information including sex, age, ethnicity, income, marital status, educational level, and employment status. In total, 1080 MTurk workers filled out the online questionnaire. To ensure data quality, we included attention checks in the questionnaire. At three different places in the questionnaire, participants were asked to select a designated answer without giving a specific content question (eg, “Please select ‘Never’ for this question,” “Please select ‘Disagree’ for this question”). Failure to select the designated answer for any of the three questions was considered an indication of random clicking. This resulted in the exclusion of 101 participants. The final data set included 979 participants’ survey responses.

Textbox 1. Measurement of engagement in preventive behaviors and online information reception.

<table>
<thead>
<tr>
<th><strong>Engagement in preventive behaviors against the coronavirus disease (COVID-19)</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td>• Wear a facemask in public even if I am not sick</td>
</tr>
<tr>
<td>• Wash hands regularly for 20 seconds, with soap and water or alcohol-based hand rub</td>
</tr>
<tr>
<td>• Cover nose and mouth with a disposable tissue or flexed elbow when coughing or sneezing</td>
</tr>
<tr>
<td>• Keep safe social distance with others</td>
</tr>
<tr>
<td>• Stay home</td>
</tr>
<tr>
<td>• Avoid using public transportation</td>
</tr>
<tr>
<td>• Clean and disinfect frequently touched surfaces such as doorknobs, phones, and keyboards daily</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th><strong>Received COVID-19–related health information online</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td>• Information regarding the scientific facts (eg, symptoms, causes of the disease) related to the pandemic</td>
</tr>
<tr>
<td>• Information regarding how to prevent contracting the virus</td>
</tr>
<tr>
<td>• Information regarding the spreading of the virus</td>
</tr>
<tr>
<td>• Information regarding the sources and resources to give and receive social support during the pandemic</td>
</tr>
</tbody>
</table>

Data Analysis

To assess the effects of internet use, risk awareness, and demographic characteristics on engagement in preventive behaviors and testing of COVID-19, we conducted ordinal logistic regression for the 5-level self-reported engagement in preventive behaviors and binomial logistic regression analysis for the binary testing behavior. In both ordinal and binomial logistic regression analyses, participants’ demographic characteristics (ie, sex, age, ethnicity, income, education level, marital status, employment status) were entered in step 1 (see Model 1s in Multimedia Appendix 1), internet use (time spent on the internet and the extent of receiving COVID-19–related information online) was entered in step 2 (see Model 2s in Multimedia Appendix 1), and risk awareness (whether any immediate family members, close friends or relatives, and people in the local community tested positive for COVID-19) was entered in step 3 (see Model 3s in Multimedia Appendix 1). Detailed results are reported in Multimedia Appendix 1. SPSS 26 (IBM Corp) was used to perform the analyses. Reported in the Results section, the findings pertaining to the effects of each demographic characteristic reflect their independent effects controlling for other demographic characteristics (ie, based on Model 1s in Multimedia Appendix 1). Findings pertaining to the effects of internet use or risk awareness reflect their independent effects controlling for all other predictors (ie, based on Model 3s in the Multimedia Appendix 1).

Results

Participant Characteristics

Demographic characteristics of the 979 participants are provided in Table 1.
Table 1. Sample characteristics (n=979).

<table>
<thead>
<tr>
<th>Demographics</th>
<th>Participants</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Female, n (%)</strong></td>
<td>466 (47.6)</td>
</tr>
<tr>
<td><strong>Age groups (years), n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>18-27</td>
<td>210 (21.5%)</td>
</tr>
<tr>
<td>28-37</td>
<td>391 (39.9%)</td>
</tr>
<tr>
<td>38-47</td>
<td>196 (20.0%)</td>
</tr>
<tr>
<td>48-57</td>
<td>104 (10.6%)</td>
</tr>
<tr>
<td>≥58</td>
<td>78 (8%)</td>
</tr>
<tr>
<td><strong>Age (years), mean (SD)</strong></td>
<td>36.94 (11.93)</td>
</tr>
<tr>
<td><strong>Marital status, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Single</td>
<td>449 (45.9)</td>
</tr>
<tr>
<td>Single</td>
<td>376 (38.4)</td>
</tr>
<tr>
<td>Widowed</td>
<td>8 (0.8)</td>
</tr>
<tr>
<td>Divorced</td>
<td>54 (5.5)</td>
</tr>
<tr>
<td>Separated</td>
<td>11 (1.1)</td>
</tr>
<tr>
<td>Married/domestic partnership</td>
<td>530 (54.1)</td>
</tr>
<tr>
<td><strong>Employment status, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Working</td>
<td>793 (81.0)</td>
</tr>
<tr>
<td>Self-employed</td>
<td>134 (13.7)</td>
</tr>
<tr>
<td>Working full time for wages</td>
<td>568 (58)</td>
</tr>
<tr>
<td>Working part time for wages</td>
<td>91 (9.3)</td>
</tr>
<tr>
<td>Not working</td>
<td>186 (19.0)</td>
</tr>
<tr>
<td>Out of work</td>
<td>97 (9.9)</td>
</tr>
<tr>
<td>Not able to work or disabled</td>
<td>18 (1.8)</td>
</tr>
<tr>
<td>Retired</td>
<td>25 (2.6)</td>
</tr>
<tr>
<td>Other</td>
<td>46 (4.7)</td>
</tr>
<tr>
<td><strong>Race, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>677 (69.2)</td>
</tr>
<tr>
<td>Black or African American</td>
<td>112 (11.4)</td>
</tr>
<tr>
<td>Hispanic or Latino American</td>
<td>46 (4.7)</td>
</tr>
<tr>
<td>Asian or Asian American</td>
<td>96 (9.8)</td>
</tr>
<tr>
<td>Other</td>
<td>48 (4.9)</td>
</tr>
<tr>
<td><strong>Education level, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Less than high school degree</td>
<td>4 (0.4)</td>
</tr>
<tr>
<td>High school graduate</td>
<td>63 (6.4)</td>
</tr>
<tr>
<td>Some college but no degree</td>
<td>148 (15.1)</td>
</tr>
<tr>
<td>Associate degree in college</td>
<td>104 (10.6)</td>
</tr>
<tr>
<td>Bachelor’s degree in college</td>
<td>447 (45.7)</td>
</tr>
<tr>
<td>Master’s degree</td>
<td>176 (18.0)</td>
</tr>
<tr>
<td>Doctoral degree</td>
<td>21 (2.1)</td>
</tr>
<tr>
<td>Professional degree (JD, MD)</td>
<td>16 (1.6)</td>
</tr>
<tr>
<td>Education year&lt;sup&gt;a&lt;/sup&gt;, mean (SD)</td>
<td>15.62 (2.15)</td>
</tr>
<tr>
<td><strong>Household income (US $), n (%)</strong></td>
<td></td>
</tr>
</tbody>
</table>

<sup>a</sup> Year.
**Engagement in Preventive Behaviors**

As shown in Figure 1, participants reported less frequent engagement in wearing a facemask in public than other preventive measures (mean 3.35, SD 1.50), and a fair number of participants reported that they never wore a facemask during the pandemic. A large number of participants reported that they frequently washed hands (mean 4.31, SD 0.93), covered nose and mouth when sneezing and coughing (mean 4.35, SD 0.95), kept social distance (mean 4.33, SD 0.87), stayed home (mean 4.17, SD 0.86), avoided using public transportation (mean 4.49, SD 0.89), and cleaned frequently touched surfaces (mean 3.97, SD 1.09) to protect themselves from COVID-19.

**Figure 1.** Response distributions of the self-reported preventative behaviors. Responses were coded from 1 (Never) to 5 (Always).

**Internet Use and Engagement in Preventive Behaviors**

Our data showed that the amount of COVID-19-related health information received online was positively associated with engagement in all types of preventive behaviors: wearing a facemask in public (odds ratio [OR] 1.55, 95% CI 1.34-1.79, \( P < .001 \)), washing hands (OR 1.58, 95% CI 1.35-1.85, \( P < .001 \)), covering nose and mouth when sneezing and coughing (OR 1.78, 95% CI 1.52-2.10, \( P < .001 \)), keeping social distance with others (OR 1.41, 95% CI 1.21-1.65, \( P < .001 \)), staying home (OR 1.40, 95% CI 1.20-1.62, \( P < .001 \)), avoiding using public transportation (OR 1.57, 95% CI 1.32-1.88, \( P < .001 \)), and cleaning frequently used surfaces (OR 1.55, 95% CI 1.34-1.79, \( P < .001 \)).

**Risk Awareness and Engagement in Preventive Behaviors**

Our data revealed that awareness of immediate family members’ test results was associated with participants’ engagement in preventive behaviors (see Figure 2 and Model 3s in Multimedia Appendix 1). Specifically, compared with participants who did not have immediate family members with positive test results, those who had immediate family members with positive results less often washed hands (OR 0.35, 95% CI 0.23-0.52, \( P < .001 \)), covered nose and mouth when sneezing and coughing (OR 0.53, 95% CI 0.35-0.80, \( P = .003 \)), kept social distance with others (OR 0.53, 95% CI 0.35-0.80, \( P < .001 \)), and avoided using public transportation (OR 0.42, 95% CI 0.28-0.65, \( P < .001 \)).
Participants reported more frequent effort in cleaning frequently touched surfaces if they had close friends or relatives who tested positive (OR 1.52, 95% CI 1.10-2.10, \(P=0.01\)). In addition, participants who were aware of positive cases in their local communities reported more frequent hand washing (OR 1.54, 95% CI 1.15-2.06, \(P=0.004\)), covering nose and mouth when sneezing and coughing (OR 1.68, 95% CI 1.25-2.26, \(P=0.005\)), keeping social distance (OR 1.51, 95% CI 1.13-2.02, \(P<0.001\)), and avoiding using public transportation (OR 1.71, 95% CI 1.24-2.37, \(P=0.001\)) than those who reported no positive cases in their communities.

### Demographic Characteristics and Engagement in Preventive Behaviors

As shown in Figures 2 and 3, several demographic characteristics were found to be associated with engagement in preventive behaviors (also see Model 1s in Multimedia Appendix 1). Compared with males, females more frequently washed their hands (OR 2.39, 95% CI 1.85-3.09, \(P<0.001\)), covered their nose and mouth when sneezing and coughing (OR 2.12, 95% CI 1.63-2.74, \(P<0.001\)), kept social distance with others (OR 1.64, 95% CI 1.28-2.11, \(P<0.001\)), stayed home (OR 1.34, 95% CI 1.05-1.70, \(P=0.02\)), avoided using public transportation (OR 2.30, 95% CI 1.72-3.07, \(P<0.001\)), and cleaned frequently touched surfaces (OR 1.58, 95% CI 1.25-2.00, \(P<0.001\)).

Compared with younger participants, older participants reported more frequent efforts to wash hands (OR 1.01, 95% CI 1.00-1.02, \(P=0.04\)), cover nose and mouth when sneezing and coughing (OR 1.01, 95% CI 1.00-1.03, \(P=0.02\)), keep social distance (OR 1.02, 95% CI 1.01-1.03, \(P=0.001\)), stay home (OR 1.01, 95% CI 1.00-1.02, \(P=0.02\)), and avoid public transportation (OR 1.02, 95% CI 1.01-1.04, \(P<0.001\)) than younger participants.

Ethnic differences were also observed in engagement with preventive behaviors. Compared with whites, African Americans and Asians more frequently wore a facemask in public (OR 1.81, 95% CI 1.26-2.59, \(P<0.001\); OR 2.47, 95% CI 1.65-3.69, \(P<0.001\), respectively) and stayed home (OR 1.88, 95% CI 1.28-2.77, \(P=0.001\); OR 2.23, 95% CI 1.47-3.37, \(P<0.001\), respectively). In addition, compared with whites, Asians covered their noses and mouths when sneezing and coughing more often (OR 1.78, 95% CI 1.13-2.80, \(P=0.01\)), and kept social distance more often (OR 1.61, 95% CI 1.04-2.48, \(P=0.03\)). African Americans reported more frequent effort in cleaning frequently touched surfaces than whites (OR 2.00, 95% CI 1.36-2.94, \(P<0.001\)).

More educated participants less frequently engaged in the following preventive behaviors: washing hands (OR 0.93, 95% CI 0.87-0.99, \(P=0.03\)), covering nose and mouth when sneezing and coughing (OR 0.87, 95% CI 0.81-0.93, \(P=0.001\)), keeping social distance (OR 0.90, 95% CI 0.84-0.96, \(P=0.001\)), avoiding using public transportation (OR 0.88, 95% CI 0.82-0.95, \(P<0.001\)), and cleaning and disinfecting touched surfaces (OR 1.25, 95% CI 1.04-1.50, \(P=0.02\)).

Participants who are married or have domestic partners more frequently wore a facemask in public (OR 1.43, 95% CI 1.11-1.84, \(P=0.01\)), kept social distance with others (OR 1.64, 95% CI 1.28-2.11, \(P<0.001\)), and cleaned frequently touched surfaces (OR 1.84, 95% CI 1.42-2.38, \(P<0.001\)) than their single counterparts. However, compared to single participants, participants who are married or have domestic partners less frequently avoided public transportation (OR 0.90, 95% CI 0.84-0.96, \(P=0.001\)).

Compared with unemployed participants, employed participants less frequently kept social distance (OR 0.50, 95% CI 0.35-0.72,
Compared to the participants who reported having lower income, the ones reported to have higher income covered their noses and mouths more often (OR 1.25, 95% CI 1.04-1.50, P=.02), and avoided public transportation more often (OR 1.29, 95% CI 1.06-1.58, P=.01).

Figure 3. Sample means of self-reported preventative behaviors and proportions of testing (with 95% CIs) across categorical demographic characteristics.

Testing Behavior
Out of the 979 participants, 22.7% (n=222/979) reported that they had tested for COVID-19, including 23.0% (n=51/222) who reported positive results, 72.5% (n=161/222) who reported negative results, and 4.5% (n=10/222) who did not know the results at the time of participation. Of the 222 participants who got tested, 44.6% (n=99) had at least one positive case in their immediate family, 45.5% (n=101) had at least one positive case...
among close friends or relatives, and 51.3% (n=114) had at least one positive case in their local communities.

The extent of receiving COVID-19–related health information online was not associated with their odds of testing (OR 1.03, 95% CI 0.81-1.32, P=.79). Awareness of COVID-19 infection in one’s social surroundings was associated with odds of testing, although the patterns slightly differed between close and distant social circles. For participants who had positive cases in their immediate family, their odds of testing were much higher than those who did not have any positive cases in their immediate family (OR 1.48, 95% CI 8.28-26.44, P<.001). Similarly, for participants who had any close friends or relatives that tested positive, their odds of testing were much higher compared with those who had no close friends or relatives with positive test results (OR 2.52, 95% CI 1.58-4.03, P<.001). Participants who were aware of positive cases in their local communities did not appear to differ in testing from those who were not aware or uncertain if there were any positive cases in local communities.

Results of the logistic regression showed that several demographic characteristics were associated with testing for COVID-19. Specifically, the odds of females getting tested were only 39.75% (95% CI 28.12%-56.20%) of those of males (P<.001). The odds of African Americans getting tested were 249.98% (95% CI 156.95%-398.14%) of those of white Americans (P<.001) and 275.45% (95% CI 118.73%-639.01%) of those of Asian Americans (P=0.2). Older participants’ odds of testing were 96.39% (95% CI 94.76%-98.05%) of those who were 1 year younger (P<.001). The odds of testing among participants who are married or have domestic partners were 383.92% (95% CI 260.70%-565.36%) of those of singles (P<.001).

Discussion

Principal Findings

This study examined if internet use, risk awareness, and demographic characteristics were associated with engagement in preventive behaviors and testing for COVID-19 in the United States. Taken as a whole, our data revealed several notable patterns of findings pertaining to preventive behaviors.

First, consistent with findings from other studies on individuals’ engagement in preventive measures against COVID-19 [9,22,23], our data showed that there is a greater tendency for people to engage in some preventative behaviors than others. Although there is evidence showing that, as the pandemic progresses, individuals develop greater awareness of the health risk posed by the virus and engage in protective behaviors with increasing frequency [9], we found that this development is unequal across different types of preventive behaviors. Specifically, people seemed to be more active in adopting the preventive measures of washing hands, covering mouths when sneezing, keeping social distance, and avoiding public transportation than wearing a facemask, staying home, or cleaning frequently touched surfaces. This finding is consistent with several recent studies that assessed the public’s perceptions or knowledge about COVID-19 [9]. In particular, people have different perceptions of the effectiveness or necessity of various preventive measures. For example, although wearing a facemask in public has been a mandatory preventive measure in some countries [23] and many states in the United States, its utility as a preventive measure against the coronavirus is still highly controversial [24]. In addition, as some scholars have noted, the practice of mask wearing is an evolving and cultural phenomenon [10]. Although older people in the United States were found to be less likely to wear a mask during the early stage of the pandemic, which is likely due to their higher knowledge of CDC and NIH recommendations against mask use [10], our survey showed that they seemed to have quickly adapted their behaviors following nationwide revised recommendations for mask use. At the same time, different levels of engagement in preventive behaviors during the COVID-19 pandemic can be attributed to the fact that some preventive measures require greater effort (eg, cleaning frequently touched surfaces) or pose greater difficulties (eg, staying home) than others and are thus deemed less feasible.

Second, we observed positive associations between the extent of receiving COVID-19–related information online and engagement in all types of preventive behaviors. It is possible that a good proportion of the COVID-19–related information people received or sought online involved recommendations on preventive measures [25], leading to more frequent engagement in preventive behaviors. At the same time, this finding suggests that receiving pandemic-related information online, despite vast variation in information content, may enhance people’s concerns about the pandemic and motivate them to actively take preventive measures [26].

Third, risk awareness regarding infection in one’s immediate family, close friends and relatives, and local communities was differentially associated with engagement in preventative behaviors. Compared with participants who did not have positive cases in their immediate family, those who had positive cases in their immediate family reported less frequent engagement in almost all preventive behaviors. Although this finding is somewhat counterintuitive, it also implies that a lack of prevention may lead to higher risk of infection in a family. Immediate family members, as the closest contacts, are at high risk of transmitting the virus within the household. This finding suggests that taking preventive behaviors not only helps one protect themself but also reduces risks of their immediate families becoming infected. Awareness of positive cases among friends and relatives seemed to have limited influence on one’s preventative behaviors. A possible explanation is that many people do not live in close proximity with their friends and relatives, and thus do not perceive high risk of infection from them. One’s local communities appeared to have a positive impact on engagement with preventive behaviors. Compared with participants who reported no positive cases in their communities, those who were aware of positive cases in their communities more frequently washed hands, covered nose and mouth when coughing, kept social distance, and minimized using public transportation. This finding suggests that one’s behavioral responses to a pandemic is influenced by immediate risk factors in one’s surroundings.

Fourth, subgroups tend to differ in their engagement in preventive behaviors. For example, consistent with many past
studies, our data showed that being older, female [27-32], or nonwhite [33] is associated with a higher chance of adopting preventive behaviors during a pandemic involving respiratory type diseases. This finding is also consistent with recent research on COVID-19 showing that older people and females were more knowledgeable about COVID-19 [10].

In addition, working people reported less frequent engagement in terms of avoiding public transportation and keeping social distance. This finding suggests that working individuals, especially those who cannot work from home, face greater challenges in implementing certain preventative measures. In particular, for individuals who work in essential businesses (eg, supermarkets, health care, post office, food processing factories), it may not be feasible for them to employ preventive measures such as keeping social distance or avoiding public transportation.

Our findings pertaining to testing behaviors seemed less straightforward. The extent of receiving health information online was not associated with testing. This may be largely due to the fact that during the early stage of the pandemic eligibility criteria for testing were highly stringent, and testing capacity was limited in most parts of the country. Although individuals can request a test for COVID-19, whether or not one will get tested is a decision ultimately made by health departments and health professionals. In other words, unlike many preventive behaviors that can be performed based on one’s own volition, individuals have much less power in decision making regarding testing.

Not surprisingly, individuals who had confirmed COVID-19 cases in their immediate family were more likely to get tested. Individuals who had confirmed COVID-19 cases among their close friends and relatives were also likely to get tested. On the other hand, positive cases in one’s local communities did not seem to have a significant influence on one’s testing. These findings are consistent with CDC’s guidelines for testing, one of which is close contact with patients who are infected. As testing capacity increases and testing criteria become less stringent, it is reasonable to expect that awareness of positive cases in local communities would motivate more individuals to request testing.

Our study also reveals some subgroup differences in testing. For example, we found that working individuals were twice as likely as nonworking individuals to get tested for COVID-19. In addition, individuals who are single were much less likely as nonworking individuals to get tested for COVID-19. For example, we found that working individuals were twice as likely as nonworking individuals to get tested for COVID-19.

Not surprisingly, individuals who had confirmed COVID-19 cases in their immediate family were more likely to get tested. Individuals who had confirmed COVID-19 cases among their close friends and relatives were also likely to get tested. On the other hand, positive cases in one’s local communities did not seem to have a significant influence on one’s testing. These findings are consistent with CDC’s guidelines for testing, one of which is close contact with patients who are infected. As testing capacity increases and testing criteria become less stringent, it is reasonable to expect that awareness of positive cases in local communities would motivate more individuals to request testing.

Our study also reveals some subgroup differences in testing. For example, we found that working individuals were twice as likely as nonworking individuals to get tested for COVID-19. In addition, individuals who are single were much less likely as nonworking individuals to get tested for COVID-19. For example, we found that working individuals were twice as likely as nonworking individuals to get tested for COVID-19.

Our findings offer several implications for interventions, communication strategies, and future research. First, in light of recent research showing that many health care workers had poor knowledge of the mode of transmission and the incubation period of COVID-19 [33], both of which can affect health care workers’ recommendations to their patients regarding preventive behaviors and testing (eg, asymptomatic patients often do not get tested), there is an urgent need to provide health care workers with up-to-date information about the disease. Second, as shelter-in-place orders remain in effect in most states in the United States, greater efforts should be put into increasing household internet coverage so that more people will have easy and prompt access to information related to the pandemic [34].

Third, our findings suggest a need for more public health education programs and interventions targeting certain subgroups that have consistently shown to be less likely to adopt preventive measures during a pandemic. Identifying more effective strategies that can be used to induce self-protective behaviors in groups such as young males, for example, can help slow down the spread of the virus. At the same time, as other scholars have noted, although demographic characteristics are generally immutable, future research needs to obtain a deeper understanding of the root causes of differential behavioral responses, which can help inform the development of dissemination strategies directed at different subgroups [28].

Limitations

This study has several limitations. First, given the cross-sectional nature of our data, we are not in a position to empirically assess and demonstrate causal relationships among the variables. For instance, confirmed cases in one’s social surroundings may prompt people to engage in more active preventive behaviors, and one’s engagement in preventive behaviors during a pandemic like COVID-19 can certainly influence the health of families, friends, and people in local communities.

Second, given the urgency of the research needs and limited access to nationally representative samples, we elected to recruit our participants from an online crowdsourcing platform. Although the composition of ethnicity, sex, and marital status in our data largely mirrored the demographics profile in the US population [35-37], our sample included more young, educated, and working participants. Ideally, a randomly selected sample of the public should be surveyed and comparisons made with the known distribution of key variables in the population.

Third, although social desirability bias has been found to be lower in anonymous online surveys than in telephone or in-person surveys [38], we cannot rule out the possibility of some response bias in the self-reported data. In particular, potential group variations in response bias may have influenced some findings. For example, past research suggests that females tend to show more social desirability than males in survey responses [39]. Although the observed pattern of gender differences in this study is largely consistent with past research, we still cannot rule out the possibility that female participants reported more frequent engagement in preventive behaviors than male participants due, in part, to social desirability. Despite this limitation, a recent study [4] has validated the use of rapid surveys to examine COVID-19–related perceptions and behaviors.

Conclusions

During the ongoing and rapidly evolving COVID-19 pandemic, we have seen a burgeoning amount of research pertaining to the pathophysiology, diagnosis, and treatment of the novel disease, which is urgently and rightfully needed. Research examining the public’s behavioral (and cognitive, psychological)
responses to the pandemic, however, also deserves attention, as it can help inform formulation and implementation of public health policies and control measures. This study offers useful insights into factors that are associated with engagement in preventive behaviors and testing of COVID-19. Our findings revealed that the extent of receiving COVID-19–related information online, risk awareness, and demographic characteristics including sex, ethnicity, age, marital status, and employment status are key factors associated with individuals’ engagement in various preventive behaviors and testing for COVID-19.

Conflicts of Interest
None declared.

Multimedia Appendix 1
Binomial and ordinal logistic regression results on testing and engagement in preventive behaviors.

Multimedia Appendix 2
Simplified questionnaire.

References
10. Clements JM. Knowledge and behaviors toward COVID-19 among US residents during the early days of the pandemic: cross-sectional online questionnaire. JMIR Public Health Surveill 2020 May 08;6(2):e19161 [FREE Full text] [doi: 10.2196/19161] [Medline: 32369759]


27. Lau JTF, Yang X, Tsui H, Kim JH. Monitoring community responses to the SARS epidemic in Hong Kong: from day 10 to day 62. J Epidemiol Community Health 2003 Nov;57(11):864-870 [FREE Full text] [doi: 10.1136/jech.37.11.864] [Medline: 14600111]


Clarification of Misleading Perceptions of COVID-19 Fatality and Testing Rates in Italy: Data Analysis

Davide Tosi¹, PhD; Alessandro Verde²*, MD, PhD; Manuela Verde³*, MD, MSc

¹Department of Theoretical and Applied Science, University of Insubria, Varese, Italy
²Heart Failure Unit, Niguarda Cardio Center, Cardiothoracic and Vascular Department, ASST Great Metropolitan Hospital Niguarda, Milan, Italy
³CRIMEDIM Research Centre in Emergency and Disaster Medicine, Translational Medicine Department, Università del Piemonte Orientale, Novara, Italy
*these authors contributed equally

Corresponding Author:
Davide Tosi, PhD
Department of Theoretical and Applied Science
University of Insubria
Jean Henry Dunant, 3
Varese, 21100
Italy
Phone: 39 0332 42138
Email: davide.tosi@uninsubria.it

Abstract

Background: The fatality rate of coronavirus disease (COVID-19) in Italy is controversial and is greatly affecting discussion on the impact of containment measures that are straining the world’s social and economic fabric, such as instigating large-scale isolation and quarantine, closing borders, imposing limits on public gatherings, and implementing nationwide lockdowns.

Objective: The scientific community, citizens, politicians, and mass media are expressing concerns regarding data suggesting that the number of COVID-19–related deaths in Italy is significantly higher than in the rest of the world. Moreover, Italian citizens have misleading perceptions related to the number of swab tests that have actually been performed. Citizens and mass media are denouncing the coverage of COVID-19 swab testing in Italy, claiming that it is not in line with that in other countries worldwide.

Methods: In this paper, we attempt to clarify the aspects of COVID-19 fatalities and testing in Italy by performing a set of statistical analyses that highlight the actual numbers in Italy and compare them with official worldwide data.

Results: The analysis clearly shows that the Italian COVID-19 fatality and mortality rates are in line with the official world scenario, as are the numbers of COVID-19 tests performed in Italy and in the Lombardy region.

Conclusions: This up-to-date analysis may elucidate the evolution of the COVID-19 pandemic in Italy.

(J Med Internet Res 2020;22(6):e19825) doi:10.2196/19825
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Introduction

Since February 2020, the severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2) pandemic has generated much concern among citizens and mass media in Italy regarding the real and official numbers provided by the Italian Government and the Italian Department of Civil Protection [1–4]. One of the most discussed topics is why the case fatality rate in Italy appears to be much higher than in other countries. Another main topic of debate is why inappropriate numbers of COVID-19 tests appear to have been performed on citizens of Italy in general and the Lombardy region in particular, thus underrepresenting the infected population.

The purpose of this study is to use a set of statistical and data analyses to clarify both the actual and official case fatality rate in Italy in comparison to those in other countries as well as the actual size of the tested population.

Methods

We examined data regarding coronavirus disease (COVID-19) case fatality rates and numbers of throat swab and nasal swab
tests using real time polymerase–chain reaction assay methods conducted in world populations to describe the actual global picture of the case fatality rate of COVID-19 in Italy compared to other industrialized countries and the number of tests performed since the first outbreak in Italy (Codogno, Lodi province, and the Lombardy region) between February 24 and April 14, 2020. This time interval was selected to cover most of the COVID-19 epidemic curve. Raw data for the case fatality rate and swab tests were obtained as comma-separated value (.csv) open files from the Italian Department of Civil Protection [1] and from the Worldometer portal [5]. Data regarding the critical situation in the Lombardy region were obtained as open data directly from [1]. It is important to highlight that at the time of writing, the March 22, 2020 decree (Implementation of the decree 23 February 2020 No. 6: Urgent measures for the containment and management of the COVID-19 epidemiological emergency (20A01807), Official Gazette: General Series No.76 of 22-03-2020 [6]) is in action to temporarily stop all unnecessary industrial and commercial production activities. Currently, all of Italy is in a quarantine red zone.

To compare the situations in Italy and in other countries, the analysis was limited to the Group of Ten (G10) industrialized countries: Belgium, Canada, France, Germany, Japan, Italy, the Netherlands, the United Kingdom, the United States, and Sweden. For the Lombardy region analysis, the most affected regions and areas in each G10 country were identified and compared. The case fatality trend in Italy was plotted using Excel software (Microsoft Corporation), while all the other statistical analyses (absolute values, mean values, and normalized values) are reported in tables.

**Results**

**COVID-19 Fatality Rate in Italy**

To clarify both actual and official case fatality rates in comparison to those of other countries as well as the actual extent of the tested population, it is important to differentiate the case fatality rate from the actual fatality rate (infection fatality rate). The case fatality rate is the ratio of the number of deaths to the total number of positive tests, while the infection fatality rate is the ratio of the number of deaths to the total infected population. However, since the entire population (symptomatic and asymptomatic) cannot be tested with sufficient speed, it is necessary to rely on case fatality rates for epidemiology measures and policy planning. Moreover, as the epidemic escalates, the tested population represents the emergent cluster of patients who, by seeking care, turn to and contact national health systems.

At present, the COVID-19 case fatality rate in Italy is 12.80% [5]. In China, the case fatality rate shows a nonlinear trend, with a high rate at the start of the outbreak (17.3%) that decreased to 0.7% at the end of the emergency. China hit the infection curve plateau on February 20, 2020. At the time of writing, the Chinese case fatality rate is approximately 4.1% [5].

The current Italian case fatality rate is comparable with that of other European countries, such as Belgium (12.80%), the United Kingdom (12.70%), France (11.20%), and Spain (10.44%). To date, the worldwide case fatality rate is 6.40% [5]. In Germany, the case fatality rate is 2.7%; however, the Robert Koch Institute has stated that this rate is expected to grow greatly [7]. Furthermore, general misalignment with other European countries is observed for other German indices related to COVID-19, such as the distribution of deaths per age of infected people and the distribution of deaths per gender [8,9].

The Lombardy region is the region most affected by COVID-19 worldwide; data indicate that this region represents 38% of the total infections in Italy, with a regional case fatality rate of 18.08% [1]. No other countries have such unbalanced distribution and variability among their regions [5]; therefore, we can perform the statistical exercise of considering the Lombardy region value as an outlier (ie, a data point that differs significantly from the other regional observations). Hence, if we attempted to disaggregate the contribution of the Lombardy region proportionally to the national datum, we would obtain an Italian case fatality rate of 9.60%. The Italian case fatality rate value would decrease even further to 7.9% if data from the Emilia-Romagna region (the second most affected Italian region) were also excluded.

This statistical exercise stems from the consideration that the very first COVID-19 outbreak in Europe occurred in the Lombardy region, and the National Health System was realistically unprepared to face a pandemic.

Ultimately, it is important to note that the case fatality rate trend is not linear over time due to the number of total infected people depending on the daily number of new infections combined with the numbers of recovered and discharged patients. As shown in Figure 1, the trend line (ie, the 5-day moving average) of daily recoveries grows strongly over time, whereas the trend line for COVID-19 fatalities decreases with a different slope function.

Figure 2 also shows that the curve of total recovered/discharged patients grows much faster than the curve of total deaths. The difference in the slopes of the two curves could enable a reliable prediction of a decrease in the national case fatality rate at the end of the first wave of the epidemic.

Furthermore, as officially reported in the available open data [1], the occupancy of beds in COVID-19–dedicated intensive care units is steadily decreasing, with increasingly diverging curves between the number of new infections and the number of patients with severe symptoms that could lead to death in the near future. At the time of writing, there are more than 3000 patients with severe symptoms out of 104,000 total active positive cases.
**Table 1** shows the COVID-19 case fatality rates and mortality rates (the ratio of deaths of patients who tested positive for COVID-19 to the total number of citizens) on April 14, 2020 among the industrialized countries in the G10: Belgium, Canada, France, Germany, Japan, Italy, the Netherlands, the United Kingdom, the United States, and Sweden [5]. Comparing the Italian data to those of the other G10 countries, the COVID-19 mortality in Italy is approximately 358 per 1 million inhabitants, which is not the highest value in the set. Belgium, for instance, has a mortality rate of 419 per 1 million inhabitants, and the rate in Spain is 409 per 1 million inhabitants. Following the model of the statistical exercise above, if we excluded the Lombardy region mortality rate of 1000 per 1 million inhabitants, the Italian mortality rate would decrease to 220 per 1 million inhabitants.
Table 1. Comparison of the case fatality rate and mortality rate in Italy and the Lombardy region with those of the other G10 countries.

<table>
<thead>
<tr>
<th>Country</th>
<th>Case fatality rate, %</th>
<th>Mortality rate, deaths per 1 million inhabitants</th>
</tr>
</thead>
<tbody>
<tr>
<td>Belgium</td>
<td>12.80</td>
<td>419</td>
</tr>
<tr>
<td>Canada</td>
<td>4.00</td>
<td>32</td>
</tr>
<tr>
<td>France</td>
<td>11.20</td>
<td>263</td>
</tr>
<tr>
<td>Germany</td>
<td>2.70</td>
<td>46</td>
</tr>
<tr>
<td>Italy</td>
<td>12.80</td>
<td>358</td>
</tr>
<tr>
<td>Japan</td>
<td>2.12</td>
<td>2</td>
</tr>
<tr>
<td>Lombardy region</td>
<td>18.08</td>
<td>1,000</td>
</tr>
<tr>
<td>Netherlands</td>
<td>11.40</td>
<td>193</td>
</tr>
<tr>
<td>United Kingdom</td>
<td>12.70</td>
<td>190</td>
</tr>
<tr>
<td>United States</td>
<td>5.50</td>
<td>86</td>
</tr>
<tr>
<td>Sweden</td>
<td>10.50</td>
<td>132</td>
</tr>
<tr>
<td>Spain</td>
<td>10.44</td>
<td>409</td>
</tr>
</tbody>
</table>

COVID-19 Test Coverage in Italy

One of the most debated issues in Italy is the number of COVID-19 tests performed [1]; the scientific community is divided by suggestions of a hypothetical high number of undiagnosed cases that would lower the national case fatality rate. This aspect can be easily assessed from the officially declared world data [5]. As reported in Table 2, at the time of writing (April 15, 2020), approximately 1,100,000 COVID-19 tests had been performed in Italy. In the United States, where over 600,000 COVID-19 cases had been confirmed to date, 3,300,000 tests were performed. In Spain (the second most affected country in the world, with over 170,000 total cases), only 600,000 tests were performed; 330,000 tests were performed in France, 1,300,000 in Germany, and 380,000 in the United Kingdom. Therefore, in absolute terms, the nation of Italy has performed the third largest number of tests in the world.

After weighting the number of tests by the population of each nation, Italy has a ratio of 17,800 tests per 1 million inhabitants, ranking first among the G10 countries in terms of tests per 1 million inhabitants (column 3 of Table 2) [5]. This gap is even more evident for the Lombardy region, which has a ratio of 25,000 tests per 1 million inhabitants.

Conversely, if we consider the total of patients who tested positive and the number of swabs performed in the equation, we find that the lower the percentage ratio, the more effectively the nation has tested its citizens.

It is important to observe the temporal misalignment between all the countries because the COVID-19 outbreak started in different countries on different dates. Hence, these values should be normalized by the cumulative number of days since the first outbreak in each country. However, it should be noted that the Lombardy region suddenly discovered the first outbreak with a delay of at least 18 days (ie, 2 weeks of average SARS-CoV-2 incubation time plus 4 or 5 days to develop severe symptoms). In contrast, other European Union countries were able to prepare in advance and may have benefited from a significant advantage in managing the diffusion of COVID-19 by observing the behavior of the COVID-19 spread in Italy, particularly in the Lombardy region.
Table 2. COVID-19 testing data for Italy and the Lombardy region and for the other G10 countries.

<table>
<thead>
<tr>
<th>Country</th>
<th>Total tests</th>
<th>Tests per 1 million inhabitants</th>
<th>Positive cases/tests, %</th>
</tr>
</thead>
<tbody>
<tr>
<td>Belgium</td>
<td>134,000</td>
<td>11,000</td>
<td>26.0</td>
</tr>
<tr>
<td>Canada</td>
<td>450,000</td>
<td>12,000</td>
<td>6.7</td>
</tr>
<tr>
<td>France</td>
<td>330,000</td>
<td>5,000</td>
<td>44.3</td>
</tr>
<tr>
<td>Germany</td>
<td>1,300,000</td>
<td>16,900</td>
<td>8.0</td>
</tr>
<tr>
<td>Japan</td>
<td>100,000</td>
<td>800</td>
<td>9.0</td>
</tr>
<tr>
<td>Italy</td>
<td>1,100,000</td>
<td>17,800</td>
<td>14.8</td>
</tr>
<tr>
<td>Netherlands</td>
<td>140,000</td>
<td>8,500</td>
<td>20.0</td>
</tr>
<tr>
<td>United Kingdom</td>
<td>380,000</td>
<td>6,000</td>
<td>24.6</td>
</tr>
<tr>
<td>United States</td>
<td>3,300,000</td>
<td>10,000</td>
<td>19.8</td>
</tr>
<tr>
<td>Sweden</td>
<td>70,000</td>
<td>7,000</td>
<td>16.6</td>
</tr>
<tr>
<td>Lombardy region</td>
<td>230,000</td>
<td>23,000</td>
<td>27.9</td>
</tr>
<tr>
<td>Spain</td>
<td>600,000</td>
<td>17,500</td>
<td>19.7</td>
</tr>
</tbody>
</table>

aThird place.  
bFirst place.  
cFourth place.

Additional Considerations in the Lombardy Region

As already discussed, the Lombardy region has a very significant impact on the national data in Italy. Hence, it may be worthwhile to explore additional considerations to better understand the impact of the Lombardy region on the global data. The Lombardy region has 10,000,000 inhabitants in a territory of 23,800 square kilometers and has a population density of 425 inhabitants/km². Its capital city, Milan, is one of the most dynamic alpha cities in the world, with a population of 1,350,000 people and a population density that reaches 7600 units/km². The Lombardy region also contains the largest logistics hubs in Italy (close to the first outbreak in Codogno [5]) and some of the largest in Europe. It is also one of the regions in Europe with the greatest flow of people and goods by air, rail, or road [10].

In this context, the analysis can be further extended by comparing the Lombardy region data with the most important regions/areas of the other G10 countries (see Table 3). If we focus on the total cases reported, the Lombardy region is the region with the second highest absolute value of COVID-19-positive cases (Lombardy region=59,000; New York City=123,000). If we normalize this value by the total number of inhabitants, New York, Antwerp, and Madrid have the highest numbers of positive cases per 1 million inhabitants. Regarding case fatality rates, the Lombardy region is the region with the highest number of fatalities (18.08%), followed by Île-de-France (17.99%) and Antwerp (14.20%). When we normalize the regional case fatality rate with the national datum (ie, the ratio of the regional case fatality rate to the national case fatality rate), New York City appears to have the highest multiplication factor (9.50%/5.50%) of x1.73.

Table 3. COVID-19 statistics for the Lombardy region and for the most affected regions in the other G10 countries.

<table>
<thead>
<tr>
<th>Country</th>
<th>Region</th>
<th>Total cases</th>
<th>Cases per 1 million inhabitants</th>
<th>Case fatality rate, %</th>
<th>Ratio of regional case fatality rate to national case fatality rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>France</td>
<td>Île-de-France</td>
<td>23,500</td>
<td>2000</td>
<td>17.00</td>
<td>1.52</td>
</tr>
<tr>
<td>Germany</td>
<td>Bayern</td>
<td>36,000</td>
<td>2800</td>
<td>3.20</td>
<td>1.18</td>
</tr>
<tr>
<td>Italy</td>
<td>Lombardy region</td>
<td>59,000</td>
<td>5900</td>
<td>18.08</td>
<td>1.41</td>
</tr>
<tr>
<td>Belgium</td>
<td>Antwerp</td>
<td>4500</td>
<td>9500</td>
<td>14.20</td>
<td>1.25</td>
</tr>
<tr>
<td>United Kingdom</td>
<td>London</td>
<td>19,500</td>
<td>2200</td>
<td>__a</td>
<td>__</td>
</tr>
<tr>
<td>Sweden</td>
<td>Stockholm County</td>
<td>7100</td>
<td>7500</td>
<td>14.10</td>
<td>1.34</td>
</tr>
<tr>
<td>Spain</td>
<td>Community of Madrid</td>
<td>48,000</td>
<td>8000</td>
<td>14.00</td>
<td>1.34</td>
</tr>
<tr>
<td>United States</td>
<td>New York City</td>
<td>123,000</td>
<td>13,700</td>
<td>9.50</td>
<td>1.73</td>
</tr>
</tbody>
</table>

aNot available.
Discussion

The case fatality rate and mortality rate of COVID-19 in Italy are in line with the official world scenario. It is also evident that the numbers of COVID-19 tests performed in Italy and in the Lombardy region are comparable with those in the rest of Europe and the rest of the world.
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Abstract

Background: Full level 1 personal protective equipment (PPE) is used in various domains and contexts. Prior research has shown influences of such equipment on performance, comfort, and contamination levels. The coronavirus disease (COVID-19) pandemic forced a pervasive requirement of PPE, with little preparation, rushed deployment, inadequate time for training, and massive use by personnel who are inexperienced or not qualified in its effective use.

Objective: This study aims to examine the key human factors (physical and ergonomic, perceptual and cognitive) that influence the use of level 1 PPE when attending to patients with suspected or confirmed COVID-19.

Methods: The research approach consisted of a short survey disseminated to health care professionals in two countries, Israel and Portugal, with similar demographics and health care systems. The survey included 10 items with a 5-point Likert scale regarding the key human factors involved in level 1 PPE, as identified in prior research.

Results: A total of 722 respondents from Israel and 301 respondents from Portugal were included in the analysis. All the respondents reported using level 1 PPE with patients with COVID-19 in the range of several hours daily to several hours weekly. The Cronbach α was .73 for Israel and .75 for Portugal. Responses showed high levels of difficulty, with medians of 4 for items related to discomfort (n=539/688, 78% in Israel; n=328/377, 87% in Portugal), hearing (n=236/370, 64% in Portugal; n=321/642, 50% in Israel), seeing (n=697/763, 89% in Israel; n=317/376, 84% in Portugal), and doffing (n=290/374, 77% in Portugal; n=315/713, 44% in Israel). A factor analysis showed a set of strongly related variables consisting of hearing, understanding speech, and understanding the situation. This suggests that degradation in communication was strongly associated with degradation in situational awareness. A subsequent mediation analysis showed a direct effect of PPE discomfort on situational awareness (P<.001); this was also influenced (mediated) by difficulties in communicating, namely in hearing and understanding speech.

Conclusions: In 2020, the COVID-19 pandemic is paving the way for updating PPE design. The use of already deployed technology affords ample opportunities to improve, adapt, and overcome caveats. The findings here suggest that the use of level 1 PPE with patients with COVID-19 has perceptual and cognitive effects, in addition to physical and ergonomic influences. Efforts should be taken to mitigate the harmful effects of such influences, both regarding the performance of medical actions and the risk of contamination to health care workers. Such efforts involve the design of PPE; the introduction of technologies to enhance vision, hearing, and communicating during the use of PPE; and training staff in using the equipment and in effective communication and teamwork protocols.
KEYWORDS
COVID-19; personal protective equipment; PPE; human factors; cognitive functioning; multinational survey; pandemic; protection; infectious disease; infection; survey

Introduction
Starting in December 2019 and during the first months of the year 2020, the global outbreak of the coronavirus disease (COVID-19) has forced health care professionals of various disciplines in hospital and community settings to use full level 1 personal protective equipment (PPE) to avoid contamination from patients with suspected or confirmed COVID-19 [1]. Such PPE typically consists of a completely encapsulated suit and a self-contained breathing apparatus, such as the N95 face mask, which can provide full skin, eye, and respiratory protection.

The pervasive requirement to use PPE due to the COVID-19 pandemic emerged with little preparation and rushed deployment, inadequate time for training, and massive use by personnel who are inexperienced or not qualified in the effective use of PPE. Such unique and urgent circumstances call for an examination of the use of the full PPE. Moreover, the current widespread use of PPE is not limited to contact with patients with COVID-19 in dedicated and isolated units, but rather in a variety of contexts, and in the general community.

Previous research on using full PPE in various contexts (chemical, biological, radiological, nuclear and explosive incidents, firefighting, health care, and the military) has shown several human factor problems. Much of the research addressed procedural problems, including failures to effectively put on (don) or remove (doff) the PPE [2-5], and ergonomic problems such as poor fit and discomfort while having it on [6-9]. Problems of ineffective use or decreased adherence to using the PPE were found to be associated with insufficient training and lack of prior experience [10-13], and with the appropriateness of organizational culture [12,14-16].

The use of PPE can also influence perceptual and cognitive functioning, although less research has been conducted about such influences. PPE can degrade visual perception [17]; auditory perception [18,19]; gait and balance, which are related to vision and hearing [20,21]; and cognitive functioning [22,23], communication, and teamwork [8,17,24]. Finally, according to some research, the use of PPE can result in ineffective protection against contamination [25,26]. Moreover, even effective use of PPE can influence medical actions including lifesaving procedures [13,27-29].

Taken together the use of PPE, whether effective or ineffective, has been shown to influence the user’s functioning and performance, as well as protection from contamination. Yet, the COVID-19 pandemic has introduced unique circumstances and challenges regarding the use of PPE, which prompt a critical need to re-examine the influences. This study explored these influences by means of a binational survey. In particular, we set out to identify relations of physical and ergonomic factors with perceptual and cognitive factors in the use of PPE during the COVID-19 pandemic. For this study, we considered two small developed countries that used equivalent PPE levels to deal with the COVID-19 pandemic: Israel and Portugal. The countries are similar in population, median age, and life expectancy, and have well-ranked national health care systems (NHS), 25th and 31st, respectively, in a 2018 report by the UK Health Foundation [30].

Methods
The Two Countries
Israel has an area of 22,145 km², a population of 9,190,000, and a current density of 400 inhabitants per km². The median age is 30.5 years and the life expectancy is 83.5 years. The Israeli Ministry of Health is responsible for managing the NHS by means of a public health system. The national emergency medical service is called Magen David Adom. Activated by the emergency number 101 under the coordination of the dispatch centers, specialized resources operate after triage of prehospital levels of care: basic or advanced life-support motorcycles (1 emergency medical technician [EMT] or 1 paramedic), basic life support ambulances (1 or 2 EMTs), intensive care ambulances or helicopters (1 or 2 paramedics and 1 EMT in an ambulance) [31].

Portugal has an area of 92,212 km², a population of 10,202,166, and a current density of 111 inhabitants per km². The median age is 46.2 years and the life expectancy is 81.5 years. The Portuguese Ministry of Health is responsible for managing the NHS, tendential and free for all residents. The main emergency medical service is managed by the National Medical Emergency Institute. Activated by the emergency number 112 under the coordination of the dispatch centers, specialized resources operate after triage of prehospital level of care: basic life support motorcycles (1 EMT), basic life support ambulances (2 EMTs), intermediate life support ambulances (1 EMT and 1 nurse), advanced critical care fast cars (1 physician and 1 nurse), and helicopter ambulances (1 physician and 1 nurse plus 2 pilots) [32].

Similar level 1 PPE is used in the two countries as is shown in Figure 1.

Table 1 presents the COVID-19 status in each country on May 1, 2020.
Survey Design
The survey consisted of ten items relating to factors that have been found to have influence during the use of full PPE. The survey included general information about the objective of the study and a photo of a person wearing level 1 PPE.

Each item of the survey stated either the difficulty or ease of an influencing factor. Half the statements were worded as a difficulty and half as an easing influence so as to mitigate response bias. The statements were as follows in this order: (1) it is easy to put on (don) the full PPE; (2) wearing the full PPE is very uncomfortable; (3) it is hard to see everything around me while wearing the full PPE; (4) it is easy to hear sounds and...
speech around me while wearing the full PPE; (5) it is easy to understand what is said to me while wearing the full PPE; (6) it is easy to understand my surroundings while wearing the full PPE; (7) it is hard to think clearly while wearing the full PPE; (8) it is easy to make decisions while wearing the full PPE; (9) it is hard to remove (dof) the full PPE; and (10) it is very important to wear the full PPE.

Responses were according to a Likert scale ranging from 1, completely disagree, to 5, completely agree. The questionnaire included three demographic questions regarding gender, profession, and the frequency of using the full PPE. All statements and demographic questions were presented in Hebrew to participants in Israel and in Portuguese to participants in Portugal.

The survey was administered through the Qualtrics (Qualtrics International Inc) online platform. It was available for participants from April 12 in Israel and from April 16 in Portugal, to May 1, 2020. This platform ensured that there were no multiple entries from the same individual.

The study was approved by the Institutional Review Board of the Israel Institute of Technology, Haifa, Israel. Participants received a general introduction to the study and then presented with an informed consent form. In that form, participants were informed that the study does not pose any risk, that their participation is completely voluntary, and that they can quit at any time. In addition, they were informed that no personal data or identifying details were required nor collected, and that the data was secure and their participation remained anonymous. Participants had to select the “I Agree” option before entering the survey itself.

Recruitment
We used a combination of criterion-based purposive and convenience sampling. The criterion for the purposive sampling was prehospital and hospital health care professionals involved in the care of patients with COVID-19 and using level 1 PPE. Using professional email lists and closed professional WhatsApp and Facebook groups, we recruited 1013 participants in Israel. In a similar fashion, we recruited 519 participants in Portugal.

Statistical Analysis

Data Exclusion
Of the original 1013 persons who entered the survey in Israel, 189 did not proceed with responding and were thus excluded from the analyses. Of the original 519 who entered the survey in Portugal, 104 did not proceed with responding and were thus excluded from the analyses. We assume that many who consented to participate and entered the survey may have been prehospital and hospital health care professionals involved in the care of patients with COVID-19 and using level 1 PPE and elected not to continue. In addition, the goal of the study was to examine the influences of using the PPE based on extended and intensive use typical of the COVID-19 situation. Consequently, participants who reported rarely or never using the level 1 PPE may have responded to the questions based on their training or other sources but not necessarily based on personal experience and were thus excluded from the final survey analysis. In the Israeli sample, this amounted to 102 (12% of the participating respondents), and in the Portugal sample, this amounted to 114 (27% of the participating respondents).

Scoring the Responses
To achieve uniform direction of the responses on the 5-category Likert scale, the responses on items worded as a statement of ease were reversed. The objective was that all high responses would indicate greater difficulty and low responses would indicate greater ease. Specifically, the responses to item 1, 4, 5, 6, and 8 were reversed for the subsequent analyses.

Results

Respondent Statistics
A total of 722 respondents from Israel (of a total of 824 who participated) were included in the analysis. This sample consisted of 346 (48%) who reported using the level 1 PPE for at least a few hours daily and 376 (52%) who reported its use for at least a few hours weekly. This sample included 524 (72%) males and 198 (28%) females. In addition, 66 (9%) were physicians, 46 (6%) were from nursing professions, 299 (41%) were paramedics, 269 (37%) were medics, and 42 (7%) were of other occupations.

A total of 301 respondents from Portugal (of a total of 415 who participated) were included in the analysis. This sample consisted of 150 (49%) who reported using the level 1 PPE for at least a few hours daily and 151 (51%) who reported its use for at least a few hours weekly. This sample included 168 (55%) males and 133 (45%) females. In addition, 69 (24%) were physicians, 130 (43%) were from nursing professions (which in Portugal includes prehospital emergency work, parallel to the paramedics in Israel), 64 (21%) were medics, and 37 (12%) were of other occupations.

Reliability
To assess reliability of the questionnaire items, a Cronbach α was computed for each of the samples. Cronbach α for the sample from Israel was .73 and, for the sample from Portugal,.75. This reliability index indicates an acceptable internal consistency of the responses.

Overall Responses on the Questionnaire Items
Medians and their corresponding ranges were computed for each of the questionnaire items, stratified by health care profession, for each of the two countries. In addition, the percentage of respondents indicating an agreement and a strong agreement with a given questionnaire statement were computed. These percentages represented the proportion of respondents that expressed more difficulty with a given PPE factor. These statistics are presented in Table 2.
Table 2. Medians for each of the survey items, together with the proportions of respondents who agreed and strongly agreed with the difficulty, stratified by profession, for each of the countries.

<table>
<thead>
<tr>
<th>Survey Item/Profession</th>
<th>Israel Score, median (range)</th>
<th>Participants, n/N (%)</th>
<th>Portugal Score, median (range)</th>
<th>Participants, n/N (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Difficulty of donning</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Medicine</td>
<td>2 (1-5)</td>
<td>18/67 (27)</td>
<td>3 (1-5)</td>
<td>53/96 (55)</td>
</tr>
<tr>
<td>Nursing</td>
<td>2 (1-5)</td>
<td>16/26 (38)</td>
<td>2 (1-5)</td>
<td>60/140 (43)</td>
</tr>
<tr>
<td>Paramedics</td>
<td>2 (1-5)</td>
<td>65/268 (24)</td>
<td>_a</td>
<td>_</td>
</tr>
<tr>
<td>Medics</td>
<td>2 (1-5)</td>
<td>76/264 (29)</td>
<td>2 (1-5)</td>
<td>27/74 (36)</td>
</tr>
<tr>
<td>Other</td>
<td>2 (1-5)</td>
<td>13/43 (30)</td>
<td>2.5 (1-5)</td>
<td>22/52 (42)</td>
</tr>
<tr>
<td><strong>Discomfort</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Medicine</td>
<td>4 (1-5)</td>
<td>42/61 (69)</td>
<td>4 (1-5)</td>
<td>96/102 (94)</td>
</tr>
<tr>
<td>Nursing</td>
<td>4 (1-5)</td>
<td>32/45 (71)</td>
<td>4 (1-5)</td>
<td>133/150 (89)</td>
</tr>
<tr>
<td>Paramedics</td>
<td>4 (1-5)</td>
<td>224/264 (85)</td>
<td>_</td>
<td>_</td>
</tr>
<tr>
<td>Medics</td>
<td>4 (1-5)</td>
<td>208/280 (74)</td>
<td>4 (1-5)</td>
<td>39/51 (82)</td>
</tr>
<tr>
<td>Other</td>
<td>4 (1-5)</td>
<td>33/38 (87)</td>
<td>4 (1-5)</td>
<td>39/51 (76)</td>
</tr>
<tr>
<td><strong>Difficulty in seeing</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Medicine</td>
<td>4 (2-5)</td>
<td>55/70 (78)</td>
<td>4 (1-5)</td>
<td>82/94 (87)</td>
</tr>
<tr>
<td>Nursing</td>
<td>4 (2-5)</td>
<td>38/44 (86)</td>
<td>4 (1-5)</td>
<td>139/153 (91)</td>
</tr>
<tr>
<td>Paramedics</td>
<td>4 (2-5)</td>
<td>280/300 (93)</td>
<td>_</td>
<td>_</td>
</tr>
<tr>
<td>Medics</td>
<td>4 (1-5)</td>
<td>266/303 (88)</td>
<td>4 (1-5)</td>
<td>55/73 (75)</td>
</tr>
<tr>
<td>Other</td>
<td>4 (1-5)</td>
<td>40/46 (87)</td>
<td>3.5 (1-5)</td>
<td>40/50 (77)</td>
</tr>
<tr>
<td><strong>Difficulty in hearing</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Medicine</td>
<td>3 (1-5)</td>
<td>31/65 (48)</td>
<td>4 (1-5)</td>
<td>68/97 (70)</td>
</tr>
<tr>
<td>Nursing</td>
<td>4 (1-5)</td>
<td>27/39 (69)</td>
<td>4 (1-5)</td>
<td>105/146 (72)</td>
</tr>
<tr>
<td>Paramedics</td>
<td>3 (1-5)</td>
<td>132/262 (50)</td>
<td>_</td>
<td>_</td>
</tr>
<tr>
<td>Medics</td>
<td>3 (1-5)</td>
<td>100/259 (38)</td>
<td>3 (1-5)</td>
<td>37/75 (49)</td>
</tr>
<tr>
<td>Other</td>
<td>3 (1-5)</td>
<td>24/36 (67)</td>
<td>3 (1-5)</td>
<td>25/49 (51)</td>
</tr>
<tr>
<td><strong>Difficulty in understanding speech</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Medicine</td>
<td>3 (1-5)</td>
<td>32/61 (52)</td>
<td>4 (1-5)</td>
<td>70/96 (73)</td>
</tr>
<tr>
<td>Nursing</td>
<td>4 (1-5)</td>
<td>28/37 (76)</td>
<td>4 (1-5)</td>
<td>109/144 (76)</td>
</tr>
<tr>
<td>Paramedics</td>
<td>3 (1-5)</td>
<td>135/251 (54)</td>
<td>_</td>
<td>_</td>
</tr>
<tr>
<td>Medics</td>
<td>3 (1-5)</td>
<td>106/258 (41)</td>
<td>3 (1-5)</td>
<td>34/75 (45)</td>
</tr>
<tr>
<td>Other</td>
<td>3 (1-5)</td>
<td>20/34 (59)</td>
<td>3 (1-5)</td>
<td>29/53 (55)</td>
</tr>
<tr>
<td><strong>Difficulty in understanding the surroundings</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Medicine</td>
<td>3 (1-5)</td>
<td>25/52 (48)</td>
<td>4 (1-5)</td>
<td>73/96 (76)</td>
</tr>
<tr>
<td>Nursing</td>
<td>3 (1-5)</td>
<td>24/39 (61)</td>
<td>4 (1-5)</td>
<td>107/147 (73)</td>
</tr>
<tr>
<td>Paramedics</td>
<td>3 (1-5)</td>
<td>147/236 (62)</td>
<td>_</td>
<td>_</td>
</tr>
<tr>
<td>Medics</td>
<td>3 (1-5)</td>
<td>108/238 (45)</td>
<td>4 (1-5)</td>
<td>45/72 (62)</td>
</tr>
<tr>
<td>Other</td>
<td>3 (1-5)</td>
<td>21/34 (62)</td>
<td>3 (1-5)</td>
<td>26/48 (54)</td>
</tr>
<tr>
<td><strong>Difficulty in thinking clearly</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Medicine</td>
<td>2 (1-5)</td>
<td>22/60 (37)</td>
<td>4 (1-5)</td>
<td>50/84 (59)</td>
</tr>
<tr>
<td>Nursing</td>
<td>3 (1-5)</td>
<td>24/41 (58)</td>
<td>4 (1-5)</td>
<td>84/123 (68)</td>
</tr>
<tr>
<td>Paramedics</td>
<td>3 (1-5)</td>
<td>121/245 (49)</td>
<td>_</td>
<td>_</td>
</tr>
<tr>
<td>Survey Item/Profession</td>
<td>Israel</td>
<td>Portugal</td>
<td></td>
<td></td>
</tr>
<tr>
<td>------------------------</td>
<td>--------</td>
<td>----------</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Score, median (range)</td>
<td>Participants, n/N (%)</td>
<td>Score, median (range)</td>
<td>Participants, n/N (%)</td>
</tr>
<tr>
<td>Medics</td>
<td>2 (1-5)</td>
<td>92/260 (35)</td>
<td>3 (1-5)</td>
<td>27/64 (42)</td>
</tr>
<tr>
<td>Other</td>
<td>3 (1-5)</td>
<td>16/38 (42)</td>
<td>2 (1-5)</td>
<td>19/48 (40)</td>
</tr>
</tbody>
</table>

**Difficulty in making decisions**

<table>
<thead>
<tr>
<th>Profession</th>
<th>Israel</th>
<th>Portugal</th>
</tr>
</thead>
<tbody>
<tr>
<td>Medicine</td>
<td>2.5 (1-5)</td>
<td>3 (1-5)</td>
</tr>
<tr>
<td>Nursing</td>
<td>3 (1-5)</td>
<td>3 (1-5)</td>
</tr>
<tr>
<td>Paramedics</td>
<td>3 (1-5)</td>
<td>107/208 (51)</td>
</tr>
<tr>
<td>Medics</td>
<td>3 (1-5)</td>
<td>69/226 (30)</td>
</tr>
<tr>
<td>Other</td>
<td>3 (1-5)</td>
<td>13/34 (38)</td>
</tr>
</tbody>
</table>

**Difficulty of doffing**

<table>
<thead>
<tr>
<th>Profession</th>
<th>Israel</th>
<th>Portugal</th>
</tr>
</thead>
<tbody>
<tr>
<td>Medicine</td>
<td>3 (1-5)</td>
<td>38/70 (54)</td>
</tr>
<tr>
<td>Nursing</td>
<td>4 (2-5)</td>
<td>25/44 (57)</td>
</tr>
<tr>
<td>Paramedics</td>
<td>3 (1-5)</td>
<td>124/277 (45)</td>
</tr>
<tr>
<td>Medics</td>
<td>2 (1-5)</td>
<td>110/280 (40)</td>
</tr>
<tr>
<td>Other</td>
<td>2.5 (1-5)</td>
<td>18/42 (43)</td>
</tr>
</tbody>
</table>

**The importance of wearing the personal protective equipment**

<table>
<thead>
<tr>
<th>Profession</th>
<th>Israel</th>
<th>Portugal</th>
</tr>
</thead>
<tbody>
<tr>
<td>Medicine</td>
<td>5 (2-5)</td>
<td>74/75 (99)</td>
</tr>
<tr>
<td>Nursing</td>
<td>5 (2-5)</td>
<td>47/48 (98)</td>
</tr>
<tr>
<td>Paramedics</td>
<td>5 (1-5)</td>
<td>294/299 (98)</td>
</tr>
<tr>
<td>Medics</td>
<td>5 (1-5)</td>
<td>314/319 (98)</td>
</tr>
<tr>
<td>Other</td>
<td>5 (3-5)</td>
<td>46/46 (100)</td>
</tr>
</tbody>
</table>

Responses to items relating to the physical and ergonomic aspects showed high agreement across professions in both countries that the use of the PPE is highly uncomfortable: 78% (n=539/688) in Israel and 87% (n=328/377) in Portugal. Only 27% (n=188/684) of the respondents from Israel and 45% (n=163/365) from Portugal, of all the professions, indicated that donning the PPE was difficult. Agreement was high across professions and the two countries regarding difficulty in seeing what is going on around while using the PPE: 89% (n=697/763) in Israel and 84% (n=317/376) in Portugal. Finally, almost all the respondents of all the professions, 99% in both countries, expressed the importance of using the PPE.

Significantly higher proportions of respondents from Portugal than Israel reported difficulties in doffing the PPE: 77% (n=290/374) vs 44% (n=315/713; χ² = 110.0, P < .001); in hearing: 64% (n=236/370) vs 50% (n=321/641; χ² = 25.2, P < .001); in understanding speech: 65% (n=243/372) vs 47% (n=314/661; χ² = 22.1, P < .001); in understanding the situation: 69% (n=253/367) vs 54% (n=325/599; χ² = 20.4, P < .001); in being able to think clearly: 57% (n=183/323) vs 43% (n=275/644; χ² = 16.8, P < .001); and in being able to make decisions: 50% (n=158/317) vs 39% (n=218/552; χ² = 8.8, P < .001).

**Discovery of Common Factors**

When variables of a certain set correlate with each other, a certain factor may exist that correlates with the set of variables. To discover such possible underlying factors in the data, an exploratory factor analysis (EFA) was performed to reduce the data set into a smaller number of variables. Factor analysis identifies factors that may explain correlations among variables. Accordingly, each variable has a relative weight, or loading, within a given factor. Statistical indices of the analysis indicate that our data were suitable for factor analysis and suitable for the specific factor analysis reduction technique. The detailed statistics of the factor analysis for each country are included in Multimedia Appendix 1 for Israel and Multimedia Appendix 2 for Portugal.

The factor analysis uncovered two factors, which are presented for both countries in Table 3. For both countries, the first factor showed high loadings for three questionnaire items: difficulty in hearing, difficulty in understanding speech, and difficulty in understanding the situation. This factor suggests that when the full PPE is on, increased difficulties in hearing and understanding speech imply difficulties in spoken communication, which were related to difficulties in understanding the surroundings, that is, situational awareness.
Table 3. Relative weights (loading coefficients) of all the questionnaire items according to the two factors identified for each country\(^a\).

<table>
<thead>
<tr>
<th>Questionnaire items</th>
<th>Portugal Factor 1</th>
<th>Portugal Factor 2</th>
<th>Israel Factor 1</th>
<th>Israel Factor 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Donning</td>
<td>0.29</td>
<td>0.65 (^b)</td>
<td>0.29</td>
<td>0.53</td>
</tr>
<tr>
<td>Discomfort</td>
<td>0.19</td>
<td>0.56</td>
<td>0.19</td>
<td>0.70</td>
</tr>
<tr>
<td>Seeing</td>
<td>0.07</td>
<td>0.43</td>
<td>0.07</td>
<td>0.71</td>
</tr>
<tr>
<td>Hearing</td>
<td>0.84</td>
<td>0.02</td>
<td>0.84</td>
<td>0.07</td>
</tr>
<tr>
<td>Understanding speech</td>
<td>0.71</td>
<td>0.04</td>
<td>0.87</td>
<td>0.16</td>
</tr>
<tr>
<td>Understanding the surroundings</td>
<td>0.64</td>
<td>0.36</td>
<td>0.80</td>
<td>0.13</td>
</tr>
<tr>
<td>Thinking clearly</td>
<td>0.11</td>
<td>0.63</td>
<td>0.10</td>
<td>0.55</td>
</tr>
<tr>
<td>Making decisions</td>
<td>0.42</td>
<td>0.45</td>
<td>0.44</td>
<td>0.18</td>
</tr>
<tr>
<td>Doffing</td>
<td>0.06</td>
<td>0.61</td>
<td>0.06</td>
<td>0.67</td>
</tr>
</tbody>
</table>

\(^a\)The analysis did not include the last item of the questionnaire, regarding the significance of having the personal protective equipment, since there was little variation in the responses to that question.  
\(^b\)Relative weight values higher than 0.6 are in italics.

Less similarity was observed between the two countries in the second factor. The Israeli data show loadings slightly higher than 0.6 for the items of difficulty of donning the PPE, difficulty in thinking clearly, and difficulty of doffing, with discomfort being close to a loading of 0.6. The Portuguese sample showed loadings higher than 0.6 for the items of discomfort, difficulty in seeing, and difficulty of doffing. Taken together, this factor implies a construct relating to the physical aspects of having the PPE, primarily related to doffing, discomfort, and donning. Interestingly, the second factor in the Portuguese sample includes the item of difficulty in seeing.

**PPE Discomfort, Communication, and Situational Awareness: Relations Between the Constructs**

We further explored the possibility that wearing the PPE influences communication, as manifested through difficulties in hearing and understanding speech, which in turn influences situational awareness. Specifically, we examined the extent that discomfort influenced communication (ie, hearing and understanding speech), which in turn influenced situational awareness. We employed a mediation analysis based on [33], using the Process Macro in SPSS v21 (IBM Corp). Specifically, we used model 6, which assumes two mediators between an independent variable and the outcome. In this study, the extent of difficulties in hearing while having the PPE on was the independent variable, and the outcome was the extent that one understands the surroundings. We explored the extent of hearing and understanding what is spoken while wearing the PPE, as possible mediating variables in the influence of PPE discomfort on situational awareness. This mediation analysis was performed on the data of each country. Both mediation analyses are presented in **Figure 2**.

**Figure 2.** Mediation models of the responses in Israel (top model) and Portugal (bottom model). Each link is associated with its corresponding standardized coefficient, together with the significance indication (** indicates a significance level of \(P<.01\)). The direct link between PPE discomfort and situational awareness shows the total effect, including the presence of the mediating variables; the direct effect without the mediating factors is in parenthesis. PPE: personal protective equipment.
As shown in Figure 2, discomfort had a significant direct effect on situational awareness, as evident by the significant coefficients in parenthesis, for both countries. This effect decreased significantly when mediation by hearing and understanding speech was considered. This implies a significant indirect effect of discomfort on situational awareness, as mediated by hearing and understanding speech. Increased discomfort with the PPE was related to increased difficulties in hearing and speech comprehension, which were related to increased difficulties in understanding the surroundings. According to this analysis, the mediating variables of hearing and understanding speech could account for 31% of the total effect of discomfort on situational awareness in Israel and 94% in Portugal. Although the effect size in the Portuguese data was much stronger than in the Israeli data, the same relations were demonstrated significantly in both countries.

Discussion

Principal Results

During the period this study was conducted, level 1 PPE was used extensively to mitigate contamination of health care professions treating patients with suspected or confirmed COVID-19. A survey of health care workers in two countries, Israel and Portugal, showed that the use of level 1 PPE is uncomfortable and entails difficulties in removing (doffing) it. Moreover, the discomfort appeared to be associated with difficulties in perceptual and cognitive functioning. Specifically, the equipment was found to be associated with difficulties in visual and auditory perception, and difficulties in understanding speech, situational awareness, and thought and decision making.

The findings of the survey uncovered strong relations between difficulties in auditory perception, the ability to understand speech, and situational awareness. Auditory perception and the ability to understand what is being said are fundamental and critical to speech communication. Communication is critical to teamwork [34] and to situational awareness [35]. Additional analysis of the survey responses shows associations of increased discomfort with the PPE with greater difficulties in communication, namely hearing and understanding speech; these in turn were associated with degraded situational awareness.

The mediation of communication in the influence of PPE discomfort on situational awareness has both interesting theoretical and practical implications. Theoretically, this implies that perceptual and cognitive processes play a significant role in the influence of a physical factor, discomfort in this case, and on a cognitive factor, situational awareness in this case. However, beyond these theoretical implications, practical implications can and should be drawn from such findings.

Practical Implications

Effective design of PPE and adequate sequence and training of donning and doffing procedures, training, and culture. It also addresses the findings in terms of short- and long-term implementations.

The results showed overall agreement across professions and the two countries concerning the discomfort of the PPE. Accounting for these similar responses is the fact that the components of the PPE, and the steps and sequences of donning and doffing PPE are similar for Israel and Portugal, with both following the CDC and WHO recommendations [36]. The donning sequence is: (1) gown or coverall; (2) mask or respirator; (3) goggles; (4) face shield; and (5) gloves. The doffing sequence is the reverse. Improper use of PPE is known to spread infection among health care workers [4,5]. All these steps can be sources of errors. This is especially true in the context of long work shifts and harsh environmental settings, as the design of PPE materials does not yet account for user temperature and hydration homeostasis. Both reusable and disposable PPE should be clearly designated such as with color coding and designed for easy donning and doffing [37,38]. The simpler the system (with fewer parts), the more likely it will avoid human distractions that may lead to contamination. Regarding contamination protection, although PPE is often only worn for short periods of time, pathogenic viruses such as influenza, severe acute respiratory syndrome, and Ebola can survive for extended periods of time on surfaces and be sources of transmission via surface-to-hand and hand-to-face or -mucous membrane contact. Despite two layers of protective clothing and sometimes two pairs of gloves, hand hygiene remains an essential aspect of PPE.

Full-face covers can provide adequate mucous membrane protection, such as the nasal cavities, lips, and mouth [39]. Whether by using positive pressure systems or only barrier filters, we believe that full-face integrated systems may widen the field-of-view and offer advantages for situational awareness. Such system should be designed to minimize condensation. In addition, a single system is simpler to maintain and minimizes efforts in donning and doffing.

Much of the research on influences of using PPE has focused on influences of the equipment on the motoric aspects of user performance [27,29,40]. The findings here suggest that the use of level 1 PPE also has perceptual and cognitive influences. Relating to communication and situational awareness, some key technological directions and advancements can be considered, such as audio and communication-enhancing technologies. These should be hands-free technologies under the PPE, such as headsets and microphones or throat microphones based on Bluetooth, Wi-Fi, or radio ultra-high frequency. These can be interfaced with dedicated mobile phone apps and facilitate effective hearing and talking among health care workers.

Longer-term consideration of technologies that promote more effective use of level 1 PPE and that facilitate perceptual and cognitive functioning can include:

- Virtual reality technology: the use of virtual reality for training purposes, such as was previously proposed [41]
teamwork, and situational awareness during the use of the equipment.

- Augmented reality technology: this single key aspect may boost the ergonomics of a full-face system and act synergistically when connected with a hands-free voice-activated communication device.
- Internet of Things (IoT): capable 5G IoT devices coupled with mesh framework solutions and cheap microcomputers (or even smartphones) can contribute to a solution. Ultrafast transmission rates and processing power, allied with powerful cloud servers, will eliminate bandwidth problems and eventually clear the way for artificial intelligence “Wingmen.” This should help overcome the previously mentioned limitations in PPE while providing advanced advice immediately [42].

The responses from Portugal reflected more difficulties in hearing, understanding speech, and understanding the situation in addition to more difficulties in thinking clearly and making decisions compared with the responses from Israel. These differences could be accounted for by the differences in training and overall culture. Specifically, the prehospital professionals in Israel, paramedics and medics, undergo more extensive training in using PPE as an overall preparedness to various chemical, biological, radiological, nuclear, and explosive materials incidents. This is in addition to the training at the breakout of the COVID-19 crisis. In contrast, the health care professionals in Portugal received training only when the crisis started. Thus, beyond considering the redesign of level 1 PPE and implementation of newer technologies to facilitate visual and auditory perception, more periodic training and procedures related to cognitive functioning can be implemented immediately. These can include practicing and adopting visual scanning patterns, and communication protocols with coworkers to facilitate teamwork situational awareness.

Another factor that could account for some of the differences between the countries are cultural and overall political considerations. Israel thus far is in a constant state of preparedness to multi-casualty incidents, and consequently health care professionals are in a different mindset when encountering a crisis compared with other countries. Thus, when dealing with a global crisis such as the COVID-19 pandemic, cultural and political characteristics should be considered.

**Limitations and Future Research**

The research has some limitations that should be addressed in follow-up and future studies. First, the definition of a paramedic differed between the two countries. In Israel, paramedics are all prehospital emergency workers; in Portugal, the nursing profession includes prehospital and in-hospital emergency workers. This distinction was not captured in the data and analyses. Second, the sampling method was indeed purposive but also comprised convenience sampling through the professional networks in each of the countries. This sampling approach may not have included other health care workers who used level 1 PPE during the pandemic, such as community health care workers. Such data would have enriched the data, findings, and conclusions. Third, the survey instructions specified the details of level 1 PPE, including a photo to visualize it. Nevertheless, we acknowledge the availability of a variety of level 1 PPE in the world, of different brands and including different components. The exact PPE used by each respondent was not captured in the data and should be documented and analyzed in future studies.

Future studies should include simulation-based experiments in which various PPE designs and procedures can be compared in terms of their influence on potential contamination and on physical, perceptual, and cognitive functioning. In addition, analytic techniques such as failure mode and effects analysis along with the risk priority ratings should accompany empirical studies.

**Conclusions**

From 2014 to 2016, a global epidemic of the Ebola virus made proper use of PPE a paramount concern in health care settings [43]. Nevertheless, almost no innovations were implemented in terms of PPE ergonomics to address limitations in hearing, vision, or even comfort. The COVID-19 pandemic serves as a “field test” for PPE technology, as every health care system in the world must adapt its use on a daily basis. Our binational study found that health care workers from different countries and cultures, yet similar NHS and PPE level approaches, shared the same difficulties and felt their situational awareness undermined by outdated PPE designs. In 2020, the COVID-19 pandemic is paving the way for updating PPE design. The use of already deployed technology provides abundant opportunities to improve, adapt, and overcome problems. This should be done in a practical and aesthetically pleasing way, as well as appropriately to endure future epidemics of this century.
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Abstract

Background: The vast majority of people worldwide have been impacted by coronavirus disease (COVID-19). In addition to the millions of individuals who have been infected with the disease, billions of individuals have been asked or required by local and national governments to change their behavioral patterns. Previous research on epidemics or traumatic events suggests that this can lead to profound behavioral and mental health changes; however, researchers are rarely able to track these changes with frequent, near-real-time sampling or compare their findings to previous years of data for the same individuals.

Objective: By combining mobile phone sensing and self-reported mental health data among college students who have been participating in a longitudinal study for the past 2 years, we sought to answer two overarching questions. First, have the behaviors and mental health of the participants changed in response to the COVID-19 pandemic compared to previous time periods? Second, are these behavior and mental health changes associated with the relative news coverage of COVID-19 in the US media?

Methods: Behaviors such as the number of locations visited, distance traveled, duration of phone usage, number of phone unlocks, sleep duration, and sedentary time were measured using the StudentLife smartphone sensing app. Depression and anxiety were assessed using weekly self-reported ecological momentary assessments of the Patient Health Questionnaire–4. The participants were 217 undergraduate students, with 178 (82.0%) students providing data during the Winter 2020 term. Differences in behaviors and self-reported mental health collected during the Winter 2020 term compared to previous terms in the same cohort were modeled using mixed linear models.

Results: During the first academic term impacted by COVID-19 (Winter 2020), individuals were more sedentary and reported increased anxiety and depression symptoms (P < .001) relative to previous academic terms and subsequent academic breaks. Interactions between the Winter 2020 term and the week of the academic term (linear and quadratic) were significant. In a mixed linear model, phone usage, number of locations visited, and week of the term were strongly associated with increased amount of COVID-19–related news. When mental health metrics (eg, depression and anxiety) were added to the previous measures (week of term, number of locations visited, and phone usage), both anxiety (P < .001) and depression (P = .03) were significantly associated with COVID-19–related news.

Conclusions: Compared with prior academic terms, individuals in the Winter 2020 term were more sedentary, anxious, and depressed. A wide variety of behaviors, including increased phone usage, decreased physical activity, and fewer locations visited,
were associated with fluctuations in COVID-19 news reporting. While this large-scale shift in mental health and behavior is unsurprising, its characterization is particularly important to help guide the development of methods to reduce the impact of future catastrophic events on the mental health of the population.

*(J Med Internet Res 2020;22(6):e20185) doi:10.2196/20185*
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**Introduction**

**Coronavirus Disease**
An outbreak of severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2), the virus that causes coronavirus disease (COVID-19, also known as 2019-nCoV), was first reported in Wuhan, China in December 2019, and SARS-CoV-2 was identified as a novel coronavirus in January 2020. On March 11, 2020, the World Health Organization (WHO) declared COVID-19 a global pandemic; as of April 27, 2020, COVID-19 was responsible for over 200,000 deaths and 3,000,000 confirmed cases worldwide [1]. COVID-19 is not only a grave public health issue; it also carries severe political, economic, educational, and social ramifications. COVID-19 continues to impact millions of people worldwide every day. Understanding the behavioral and mental health implications for individuals during this unprecedented period of high stress and crisis is critical for informing current public policies and ensuring preparedness for future pandemics.

**Mental Health and Behaviors in Pandemics and Disasters**
Initial survey-based research on the psychological impact of the COVID-19 outbreak in China suggested that the mental health impact was moderate to severe for the majority of respondents in the general population, with increased anxiety, depression, and stress attributed to the outbreak by participants [2]. In initial research investigating the impact of the COVID-19 outbreak on college students in China, increased levels of anxiety and depression were observed as well as a willingness to engage in social isolation [3,4]. A limitation of these studies is that they used cross-sectional data; better understanding of the timeline of onset of anxious and depressive symptoms is critical if we are to understand how mental health changes in response to different stages of the pandemic (eg, initial reports, the first national infections, and shelter-in-place).

A handful of studies have employed ecological momentary assessments (EMAs) to assess depression and anxiety more frequently and in near-real-time [5-8]. EMA surveys are sent at predetermined frequencies to the participants’ phones as they go about their daily life. This method enables the collection of dense longitudinal data with minimal participant effort relative to in-person research. An initial study in which EMAs from 80 undergraduate students were used to investigate the influence of COVID-19 on mental health and social contact found increased mental health problems but no change in social contact [9].

Our current work combines longitudinal smartphone sensing and EMAs collected from a cohort of Dartmouth College undergraduates to determine the impact on mental health and behaviors during the COVID-19 pandemic. Dartmouth College has four academic terms per year, which are roughly split into 10-week terms followed by 2-week (or longer) breaks. Self-reported mental health has been observed to vary across typical academic terms [8,10]. During the Winter 2020 academic term, Dartmouth College began implementing new policies in response to COVID-19 (Table 1). Beginning on February 4, individuals returning from China were asked to self-isolate for 14 days upon their return to campus. On March 2, the first local COVID-19 case was diagnosed at nearby Dartmouth-Hitchcock Medical Center. On March 10, during the final examination period, the College requested that all students scheduled to leave campus for spring break depart upon completion of their final examinations and further requested that students who were planning to stay on campus during spring break instead depart campus by March 16. Consequently, students were required to rapidly change their travel plans, complete final examinations sooner than expected, or take final examinations online. On March 11, the WHO officially declared COVID-19 a pandemic, at which time all college-sponsored athletic competitions were cancelled. Just one day later, on March 12, the US government implemented policies limiting travel to and from European countries. By the next day, March 13, COVID-19 had been declared a national emergency by the President of the United States. Dartmouth College’s spring break started on March 14. On March 16, the college cancelled all gatherings of groups larger than 50 people. Finally, on March 17, the college announced that there would be no in-person, on-campus option to attend classes during the Spring 2020 term. This timeline is particularly relevant because it allows us to identify periods during which we might expect additional changes in mental health and behaviors due to the stress of the pandemic and in light of potential adherence to the “Stay Safe, Stay Home” policies mandated by local and national governments. News coverage in the United States can also serve as a proxy for the perceived severity of the situation, given the rapid transition from a localized outbreak in a country several thousand miles away (China) to an outbreak within a few miles of campus along with a rising number of cases nationally (Figure 1). Increases in anxiety and depression are frequently observed after traumatic events [11-14].
Table 1. Key Dartmouth College academic dates for the Winter 2020 term and relevant COVID-19 events.

<table>
<thead>
<tr>
<th>Date</th>
<th>Event</th>
<th>Term week</th>
</tr>
</thead>
<tbody>
<tr>
<td>January 6</td>
<td>First day of classes</td>
<td>1</td>
</tr>
<tr>
<td>January 20</td>
<td>First confirmed COVID-19(^a) case in the United States</td>
<td>3</td>
</tr>
<tr>
<td>February 4</td>
<td>Travelers from China asked to self-quarantine</td>
<td>5</td>
</tr>
<tr>
<td>March 2</td>
<td>First COVID-19 case near campus</td>
<td>9</td>
</tr>
<tr>
<td>March 6</td>
<td>Last day of classes</td>
<td>9</td>
</tr>
<tr>
<td>March 9</td>
<td>First day of final examinations</td>
<td>10</td>
</tr>
<tr>
<td>March 10</td>
<td>Students asked to leave campus as soon as possible (March 16 at the latest)</td>
<td>10</td>
</tr>
<tr>
<td>March 11</td>
<td>WHO(^b) labels COVID-19 a pandemic; all Dartmouth College athletics cancelled</td>
<td>10</td>
</tr>
<tr>
<td>March 12</td>
<td>Travel between the United States and Europe restricted</td>
<td>10</td>
</tr>
<tr>
<td>March 13</td>
<td>COVID-19 declared a national emergency; last day of final examinations</td>
<td>10</td>
</tr>
<tr>
<td>March 14</td>
<td>Start of spring break</td>
<td>11 (Break)</td>
</tr>
<tr>
<td>March 16</td>
<td>Gatherings of more than 50 individuals cancelled</td>
<td>11 (Break)</td>
</tr>
<tr>
<td>March 17</td>
<td>Online-only off-campus learning for Spring 2020 term announced</td>
<td>11 (Break)</td>
</tr>
</tbody>
</table>

\(^a\)COVID-19: coronavirus disease.

\(^b\)WHO: World Health Organization.

Figure 1. Proportion of US news and media stories containing the term coronavirus with key COVID-19 and Dartmouth academic term events labeled. Data were obtained from Media Cloud. COVID-19: coronavirus disease.

Objectives

The current work seeks to answer the following questions. First, how and when was the mental health of college students impacted by the COVID-19 epidemic, and were changes in depression and anxiety statistically different from those in previous terms in the same student cohort? Second, how are daily behaviors (as measured by smartphone sensing) and changes in depression and anxiety impacted by COVID-19 media coverage?

Methods

Study Design

All data in the current study were obtained from the second iteration of the StudentLife study [11], which is a longitudinal multimodal study that is designed to follow the experiences of undergraduate students throughout their academic tenure, with a focus on mental health. Study components include smartphone mobile sensing through the StudentLife app [6], EMAs and surveys focusing on a variety of college experience components, and functional neuroimaging [12].
Participants
Data were collected from 219 participants who agreed to provide mobile sensing data via the StudentLife app [6]. One participant was removed from the study because their mobile phone was incompatible with the app, and one participant withdrew within a week of starting the study. Data for both subjects were excluded from further analyses. Of the remaining 217 participants, 147 (67.8%) were female, with an age range for all participants of 18 to 22 years at the time of enrollment. Recruitment for this study began in August 2017 and concluded in November 2018. This study was approved by Dartmouth’s Committee for the Protection of Human Subjects.

Academic Terms
At Dartmouth College, the academic calendar consists of a flexible, year-round calendar that is approximately divided into four academic terms, or quarters. Each term consists of 10 weeks, typically followed by 2 (or more) weeks of break. The Winter 2020 academic term (January 6 start date) includes the progression of the COVID-19 pandemic, ranging from the first confirmed case in the United States (Table 1) to the identification of COVID-19 as a global pandemic; these events resulted in policy and regulatory changes at the college, local, and national levels. Academic terms prior to the Winter 2020 term, including the subsequent 2 weeks of break, were included as control terms.

Mobile Sensing and EMAs
Smartphone sensing data and EMA surveys were administered using the StudentLife application (iOS and Android) [6]. The StudentLife app collects data from several of the phone’s sensors, including but not limited to the GPS, accelerometer, and lock/unlock status. Anonymized data from the StudentLife app are uploaded to a secure server when a participant is both using WiFi and charging their phone. Data from these sensors are used to assess factors such as the day-to-day and week-by-week impact of workload on the stress, sleep, activity, mood, sociability, mental well-being, and academic performance of the students [6]. Students are prompted weekly by the StudentLife application to complete a few short surveys, administered as EMAs [5]. These EMAs include the Patient Health Questionnaire-4 (PHQ-4), a brief measure of depressive and anxious symptoms [13] that assesses how often individuals were bothered by specific symptoms over the last 2 weeks with values ranging from 0 to 6 for each subscale. The PHQ-4 combines the Patient Health Questionnaire-2 (PHQ-2) and the Generalized Anxiety Disorder-2 (GAD-2). Data coverage was 19.7/24 hours for location, 22.3/24 hours for all other indices, and 80.1% for EMA responses across the duration of the study.

Sedentary Time
Sedentary time, or stationary duration, is computed to measure students’ activity or, more precisely, their lack of activity. The app continuously infers physical activities using the Android activity recognition application programming interface [14,15] or iOS Core Motion [16].

Sleep
Sleep was inferred through a combination of passive sensing features (ambient light, movement activity, screen on/off). In this way, 3 features were computed: sleep onset, wake time, and sleep duration. These measures of sleep have been shown to be accurate within 30 minutes for total sleep duration [6].

Location
Density-based spatial clustering of applications with noise (DBSCAN) [17] was used to cluster GPS coordinates to determine the number of locations visited and distance traveled during a given time period. Locations were detected when 3 GPS samples (1 sample every 10 minutes) were within a radius of 30 meters. Distance was calculated in meters traveled between all locations throughout the day.

Phone Usage
Unlock duration is a measurement of time during which a mobile phone is unlocked and the screen is on; it is calculated from the time the user unlocks the phone until they either manually relock the phone or it autolocks due to disuse (the iOS default is 30 seconds, while Android defaults vary by manufacturer; users can also alter this by changing their phone settings). Notification and system services do not influence the measurement of unlock duration. While unlock duration is not an absolute measurement of phone usage, it is the closest approximation implemented in StudentLife. From the start of the study in September 2017 until September 2018, the unlock duration was measured by remotely triggering the mobile phones every 10 minutes, sampling 1 minute every 10 minute period (minimum 10% temporal coverage). If conversation was detected during the 1-minute sampling period, the sampling was extended to 3 min for a maximum of 30% temporal coverage. After September 2018, the mobile phones were remotely triggered every 3 minutes, with subsequent sampling for 1 minute. Lock/unlock behaviors within that minute were recorded in real time, while lock/unlocks for the remaining 2 minutes were logged during the next remote trigger.

COVID-19 News Coverage
To obtain an unbiased measurement of media exposure to COVID-19, the number of news articles published with the term coronavirus and the number of all news articles were pulled for the duration of the entire study (August 2017 to 2 weeks after the end of the Winter 2020 academic term). Articles were pulled from a variety of US news outlets, including newspapers and online sources, on the Media Cloud website [18]. The ratio of articles mentioning coronavirus to the total number of articles was computed to create a variable indexing the amount of COVID-19 reporting in the media landscape and is presented alongside notable timepoints in the academic term (Figure 1).

Data Processing, Modeling, and Visualization
Data processing was performed in R [19] with formatting and development in R Markdown using RStudio [20]. Modeling was implemented in the lme4 [21] and lmerTest [22] packages. Plots were generated using ggplot2 [23]. Result tables were produced using the stargazer package [24]. The objective of the first analysis was to model sedentary time, depression, and...
anxiety. To observe trends in these domains across the academic term, the mean values of the variables of interest were plotted by week of the term; data were combined from all study participants from all terms except for the Winter 2020 term, which was plotted as a separate line. Standard error was plotted as a shaded ribbon surrounding the mean. Visual representations of the sedentary time and self-reported depression and anxiety can be observed in Figure 2. Linear mixed models fit by log-likelihood were compared to determine if the values were indeed different from prior terms with respect to sedentary time, anxiety, and depression. The terms in each model included a binary factor, “COVIDTerm,” to label whether the term was influenced by COVID-19. The term week was modeled as linear and quadratic factors, along with interactions between the COVIDTerm factor and the term week variables (ie, COVIDTerm×Term Week (Linear)) in subsequent models. Random intercepts were set per subject in all models. Term week variables were scaled to aid model convergence.

Each variable of interest (sedentary time, depression, and anxiety) was individually modeled with COVIDTerm, term week (linear), and random intercepts per subject. The next model added an interaction term between COVIDTerm and term week (Linear). The third model added the term week (quadratic) variable, and the fourth model added an interaction between COVIDTerm and term week (quadratic). For each of the variables of interest, these four models were compared using the analysis of variance function from the base stats package in R. For each variable, the model with the lowest deviance was selected. P values were calculated using the Satterthwaite method as implemented in lmerModLmerTest as part of the lmerTest package.

To obtain a daily variable mirroring possible exposure to COVID-19–related news content, a coronavirus topic was created on Media Cloud with dates spanning the duration of the study. The proportion of stories including coronavirus was downloaded and scaled. Modeling of COVID-19 news was first performed by combining smartphone sensing features and the week of the academic term. Each feature was scaled before being submitted to the model. Each variable, except for the COVIDTerm factor and subject, was scaled to aid model convergence and allow for regression coefficients that can be compared for relative importance. COVID-19 news was inferred with fixed effects of unlock duration, unlock number, sedentary time, sleep duration, number of locations visited, and term week (linear and quadratic) variables, as well as random intercepts for each subject.

To determine if mental health was associated with the COVID-19 news ratio, self-reported depression and anxiety variables were added to the daily model above. Given that individual participants only answered mental health EMAs on a weekly basis, the subsequent models include far fewer time points than the smartphone-sensing only model above; again, this limits the statistical comparability between the models.
Figure 2. Sedentary time (top), depression (middle), and anxiety (bottom) scores across an academic term and the first 2 weeks of break, with the term influenced by the outbreak of the COVID-19 pandemic as a separate line. The shaded ribbons represent the standard error for each week. Weeks influenced by policy changes related to COVID-19 are represented with a shaded box from weeks 9 to 12. Sedentary time was calculated using data from the StudentLife app. Depression and anxiety were measured with the PHQ-2 and GAD-2 scales through the StudentLife app. Control terms include data from the same group of individuals across previous academic terms. COVID-19: coronavirus disease; Finals: final examinations; GAD-2: Generalized Anxiety Disorder-2; PHQ-2: Patient Health Questionnaire-2.
Results

Behavioral and Mental Health Changes Associated With the COVID-19 Pandemic

Compared with all other academic terms, we observed differences in both behavior and mental health between weeks 9 and 12 of the Winter 2020 term, which correspond to the last week of classes, the week of final examinations, and the 2-week spring break. Sedentary time appeared to be very similar across the Winter 2020 and previous terms until week 11 (first week of break), when individuals spent over one hour more per day sedentary compared with a typical term; the sedentary time increased further through the second week of break (Figure 2).

Self-reported symptoms of depression and anxiety spiked noticeably in week 10, which corresponds to widespread policy changes at the college, local, and national government levels. Week 10 is 1 week after the first case of COVID-19 was confirmed proximal to Dartmouth College, which occurred on the first day of week 9 of the academic term. Week 10 also corresponds to the time when students were asked to leave campus as soon as possible and when the switch to a remote learning model for the Spring 2020 term was announced. After week 10 in the Winter 2020 term, both depression and anxiety remained consistently elevated above the levels in other terms; however, they decreased at similar rates.

Multiple models for sedentary time, anxiety, and depression were tested (see the Methods section for specific details). For each of these variables, superior fit (measured by lowest deviance) was observed with the most complex model. This model included the COVID-19 term, linear term, and quadratic term week trends as well as the interaction of the COVID-19 term with each of the term week trends; the model also allowed for random intercepts for each participant’s data (random effects). Modeling of the academic term affected by COVID-19 compared with academic terms prior to the COVID-19 pandemic identified significantly increased sedentary time, depression, and anxiety ($P<.001$; Table 2). Interactions of the COVID-19 term and quadratic term week regressor for all three variables ($P<.001$) and significant interactions between the COVID-19 term and the linear term week regressor for sedentary time and depression were also observed ($P<.001$ and $P=.004$, respectively).

### Table 2. Models of sedentary time, depression, and anxiety by week and by presence of COVID-19 during the academic term.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Dependent variables</th>
<th>Sedentary time (observations=113,864)</th>
<th>Depression (observations=20,323)</th>
<th>Anxiety (observations=113,864)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Parameter (SD)</td>
<td>$P$ value</td>
<td>Parameter (SD)</td>
<td>$P$ value</td>
</tr>
<tr>
<td>COVID-19 term</td>
<td>0.150 (0.008)</td>
<td>&lt;.001</td>
<td>0.176 (0.016)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Term week (linear)</td>
<td>−0.046 (0.003)</td>
<td>&lt;.001</td>
<td>0.016 (0.005)</td>
<td>.004</td>
</tr>
<tr>
<td>Term week (quadratic)</td>
<td>−0.045 (0.003)</td>
<td>&lt;.001</td>
<td>−0.078 (0.006)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>COVID-19 term: term week</td>
<td>0.138 (0.008)</td>
<td>&lt;.001</td>
<td>0.058 (0.016)</td>
<td>.001</td>
</tr>
<tr>
<td>COVID-19 term: term week (linear)</td>
<td>0.160 (0.008)</td>
<td>&lt;.001</td>
<td>0.064 (0.016)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Constant</td>
<td>−0.040 (0.032)</td>
<td>.21</td>
<td>0.012 (0.046)</td>
<td>.80</td>
</tr>
</tbody>
</table>

$^{a}$COVID-19: coronavirus disease.

COVID-19 News Coverage, Mental Health, and Mobile Sensing

After establishing broad differences in sedentary time, depression, and anxiety between the Winter 2020 term and previous terms, the next goal was to determine if these behaviors changed in a finer-grained fashion, particularly mirroring the relative news coverage of COVID-19. The proportion of new stories including the term coronavirus remained at baseline until early January, with an unsurprisingly large increase appearing at the beginning of March (Figure 1). To ascertain which behaviors changed with increasing proportion of COVID-19 news reports, we included fixed effects for phone usage (unlock duration and unlock number), sedentary time, sleep duration, number of locations visited, and linear and quadratic academic term week regressors. Random intercepts per subject were included in the model. Each variable was scaled to aid convergence of the restricted maximum likelihood model and to obtain regression coefficients that could be compared for relative importance. All variables except sleep duration and distance traveled were significantly associated with the proportion of COVID-19 news reports ($P<.001$, Table 3 [left column], Figure 3 [top]). Phone usage (unlock duration) has the largest positive standardized coefficient, closely followed by the linear term week variable. The number of locations visited has the largest negative standardized coefficient.

In the second model of the COVID-19 news ratio, we again attempted to make inferences with mobile sensing features plus the addition of self-reported anxiety and depression scores. When anxiety and depression were added to the previously used sensing model, we observed that increased anxiety but not depression was significantly associated with a higher COVID-19 news ratio ($P<.001$, Table 3 [right column], Figure 3 [bottom]). The number of phone unlocks (unlock number) is significant in the first model but not in the second model. Since the standardized beta weights are relatively stable across all other variables, it appears that anxiety may have absorbed some of the variance associated with the unlock number in the first...
model; however, we cannot directly make this comparison due to the different subset of data in the second model. Again, we observed increased phone usage (unlock duration), increased sedentary time, and decreased number of locations visited, with standardized beta weights stable across both models. Both linear and quadratic term weeks were positively associated with the COVID-19 news ratio.

Table 3. Inferences of the proportion of COVID-19 news reports with smartphone features and self-reported mental health variables.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Dependent variables</th>
<th>COVID-19 news model 1 (observations=100,300)</th>
<th>Parameter (SD)</th>
<th>P value</th>
<th>COVID-19 news model 2 (observations=18,432)</th>
<th>Parameter (SD)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Depression</td>
<td>N/A(^b)</td>
<td>N/A</td>
<td>0.003 (0.002)</td>
<td>.03</td>
<td>N/A</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Anxiety</td>
<td>N/A</td>
<td>N/A</td>
<td>0.009 (0.002)</td>
<td>&lt;.001</td>
<td>N/A</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unlock duration</td>
<td>0.023 (0.001)</td>
<td>&lt;.001</td>
<td>0.017 (0.001)</td>
<td>&lt;.001</td>
<td>-0.007 (0.001)</td>
<td>0.13</td>
<td></td>
</tr>
<tr>
<td>Unlock number</td>
<td>-0.007 (0.001)</td>
<td>&lt;.001</td>
<td>-0.002 (0.001)</td>
<td>.13</td>
<td>0.011 (0.001)</td>
<td>.011</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Sedentary time</td>
<td>0.011 (0.001)</td>
<td>&lt;.001</td>
<td>0.011 (0.001)</td>
<td>&lt;.001</td>
<td>0.011 (0.001)</td>
<td>.011</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Sleep duration</td>
<td>-0.00002 (0.001)</td>
<td>.97</td>
<td>-0.0002 (0.001)</td>
<td>.87</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of locations visited</td>
<td>-0.018 (0.001)</td>
<td>&lt;.001</td>
<td>-0.020 (0.001)</td>
<td>&lt;.001</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Distance traveled</td>
<td>0.001 (0.0004)</td>
<td>.14</td>
<td>0.001 (0.001)</td>
<td>.44</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Term week (linear)</td>
<td>0.022 (0.0004)</td>
<td>&lt;.001</td>
<td>0.024 (0.001)</td>
<td>&lt;.001</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Term week (quadratic)</td>
<td>0.015 (0.0004)</td>
<td>&lt;.001</td>
<td>0.016 (0.001)</td>
<td>&lt;.001</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Constant</td>
<td>0.029 (0.002)</td>
<td>&lt;.001</td>
<td>0.028 (0.002)</td>
<td>&lt;.001</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

\(^a\)COVID-19: coronavirus disease.

\(^b\)Not applicable.
**Figure 3.** Coefficient plots from mixed linear models of COVID-19 news inferred with mobile smartphone features (top) or mobile smartphone features and self-reported mental health (bottom). Intercept and random intercepts per subject are not plotted. *, **, and ***: $P < .05$, $< .01$, and $< .001$, respectively. Where applicable, exact $P$ values are shown in Table 3.

### Discussion

**Principal Findings**

During the outbreak of a pandemic, the primary focus is on the pathogen and its influences on physical health. Mental health and behavioral changes are often considered secondary concerns. In the present study, we leveraged longitudinal data in a cohort of 217 college students to demonstrate the impact of the COVID-19 pandemic on mental health and behavior compared to previous academic terms. During the Winter 2020 academic term, sedentary time increased along with symptoms of anxiety and depression. Subsequent analyses examined the association between increased COVID-19 news coverage and behavior (inferred from mobile sensing data) and mental health. We found...
that with increasing COVID-19–related news, individuals were more sedentary, visited fewer locations (as inferred from GPS tracking), and showed increases in anxiety and depression. These analyses identified behavioral changes from smartphone sensing that are consistent with individuals adhering to the “Stay Safe, Stay Home” policies implemented by local and national governments.

During the Winter 2020 academic term, increased depression, anxiety, and sedentary time were observed, suggesting a large mental health and behavioral impact beyond the actual reach of the SARS-CoV-2 pathogen. The days and weeks leading up to and including the final examination period are a particularly stressful time for students [10]. We typically find that participants report relatively high scores of depression and anxiety during this time; however, these scores recover to baseline over the break [8]. The cyclical nature of college students’ mental health within a typical academic term provides a unique control in our study that might be otherwise difficult to untangle from periodic rises and falls in stress and anxiety during March as colleges across the United States conduct final examinations. Understanding behaviors during typical academic cycles can be fruitful for determining how everyday events impact students’ mental health and behaviors. Rare events such as the COVID-19 pandemic provide a unique opportunity to examine how mental health and behaviors deviate from baseline.

To account for the cyclical nature of mental health throughout the academic term, we used linear and quadratic week of academic term variables, then looked for interactions and the main effects of the most recent (COVID-19–related) term. The increased depression, anxiety, and sedentary time, which were above and beyond what would normally be observed during a typical term, were attributed to the COVID-19 pandemic. Additionally, we did not observe a return to baseline for any of these 3 variables over the break, which stands in stark contrast to our previous study of this same cohort in prior academic terms. We did observe decreases in anxiety and depression that paralleled the typical post–final examination drop, which suggests some resilience in the face of COVID-19; however, the overall values remained elevated above those observed during typical academic breaks. This may also be consistent with the adjustment period to the rapidly changing landscape of social media, policies, and media coverage [25].

Individuals are generally more active over break periods; however, we observed a large increase in sedentary behavior, which can be attributed to the COVID-19 pandemic. Studies show that physical activity, particularly aerobic activity, reduces self-reported depressive symptoms with a similar efficacy to that of low-dose antidepressants [26]. Other studies have shown that increased sedentary time along with increased phone usage is implicated in depression and anxiety [12,27,28]. Taken as a whole, these findings suggest that during stay-at-home orders, individuals should increase physical activity and limit screen time in an attempt to lessen depressive symptoms.

As COVID-19 news reporting intensified, we observed increased sedentary behavior and duration of phone usage along with decreases in the number of locations visited and a decreased number of phone unlocks. Initially, the number of phone unlocks was somewhat surprisingly inversely associated with COVID-19 news; however, this is likely due to increased phone unlock duration (ie, screen time), which would otherwise span multiple phone unlocks. The decreased number of locations visited is consistent with the “Stay Home, Stay Safe” polices many governments have implemented; it also stands in contrast to initial work on social distancing among college students in the Netherlands, where social distancing policies were not implemented during the examined time period [9]. In the combined sensing and mental health model, the addition of depression and anxiety to the sensing model showed a strong inferential link between anxiety and COVID-19 news, while depression was marginally significant. In the combined model, the number of unlocks, sleep duration, and distance traveled were again not significant.

Primary takeaways from models inferring the proportion of COVID-19 news stories suggest that during the start of the COVID-19 pandemic, students were more depressed and anxious, used their phones more, visited fewer locations, and spent more time sedentary. At this critical time of increased depression and anxiety, we issue a call to public health officials and individual citizens to raise public awareness about the benefits of aerobic exercise and unplugging from technology (moderating phone usage), as each of these has previously been shown to have positive effects on alleviating anxiety and depression [8,26,28,29]. COVID-19 arrived locally during week 9 of the academic term. By the onset of the COVID-19 pandemic (academic term week 10), a significant deterioration in mental health and multiple behavioral changes were observed, which synchronizes with the implementation of rapid policy changes at the college, local, and national levels. These findings suggest a greatly expanded scope of the impact of the COVID-19 pandemic beyond the illness and deaths directly associated with the SARS-CoV-2 pathogen.

Limitations and Future Directions

The current study has a variety of limitations, although most provide incentives for future research. First, our participants are approximately the same age, are undergraduate college students with smartphones compatible with the StudentLife app, and are willing to participate in a multiyear longitudinal research study; this limits the generalizability of the current findings to the general population. Simultaneously, it provides distinct advantages, such as longitudinal measurement across behavioral cycles, wherein previous academic terms can be compared to the term affected by COVID-19. A second limitation is the moderate number of individuals included in the study, with 217 total participants across all terms and 178 across the COVID-19 term (83%). Despite the moderate sample size, strong significant effects on mental health and behavior were observed, suggesting robust effects.

While smartphone sensing is quite robust, there are some limitations to the interpretation of the available data. When mobility is decreased, such as during a stay-at-home order, individuals may not have their mobile phones with them at all times, which could lead to overestimation of sedentary time. Additionally, participants may be preferentially accessing larger screens (eg, tablets or laptops); therefore, phone usage (as measured by screen unlock duration or number of unlocks) may

http://www.jmir.org/2020/6/e20185/
underestimate the total amount of screen time. Even so, we observed increased phone usage despite the possibility of underestimated changes in the total amount of screen time. Future work should also identify the types of screens used during this increased consumption period and quantify the relative amounts of news, social media, and other content consumed. In further work, we could also use smartwatches to improve the measurement of behaviors such as sedentary time and allow for more frequent sampling of phone usage, location, and other measures.

While this work primarily focuses on the initial days of the COVID-19 pandemic, future work would be well suited to investigating differences in mental health and behaviors between typical residential academic terms and terms that have been shifted from residential to online coursework due to COVID-19. Furthermore, identifying causal patterns between the pandemic, policy changes on national, local, and college levels, mental health, and behavior could provide further insight into the optimal development of interventions designed to mitigate mental health crises in the face of global crises. These findings suggest a greatly expanded scope of the impact of the COVID-19 pandemic beyond that directly associated with the SARS-CoV-2 pathogen.

Conclusions
Understanding behaviors during typical academic cycles can be fruitful for determining how everyday events impact students’ mental health and behaviors. Fringe events such as the COVID-19 pandemic provide opportunities to examine how mental health and behaviors deviate from baseline.

This study provides preliminary insight into mental health and related behaviors during the initial phases of the COVID-19 pandemic. Depression, anxiety, and sedentary time increased as the COVID-19 pandemic encroached on a college campus in parallel with large-scale policy changes. Using a mixed linear model of smartphone mobile sensing and self-reported mental health questions, we were able to infer the proportion of COVID-19–related news stories; moreover, we could validate that participants’ mental health and related behaviors changed in lockstep with increased media coverage and proximity of the pandemic. For these college students, the early days of the pandemic coincided with what is typically a time of increased time and depression, and we observed altered behavioral patterns and a decrease in mental health above and beyond typical academic terms. Much more work remains to be done to understand how behaviors and mental health change and interact in the face of monumental adverse global events.
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Abstract

Background: In the context of home confinement during the coronavirus disease (COVID-19) pandemic, objective, real-time data are needed to assess populations’ adherence to home confinement to adapt policies and control measures accordingly.

Objective: The aim of this study was to determine whether wearable activity trackers could provide information regarding users’ adherence to home confinement policies because of their capacity for seamless and continuous monitoring of individuals’ natural activity patterns regardless of their location.

Methods: We analyzed big data from individuals using activity trackers (Withings) that count the wearer’s average daily number of steps in a number of representative nations that adopted different modalities of restriction of citizens’ activities.

Results: Data on the number of steps per day from over 740,000 individuals around the world were analyzed. We demonstrate the physical activity patterns in several representative countries with total, partial, or no home confinement. The decrease in steps per day in regions with strict total home confinement ranged from 25\% to 54\%. Partial lockdown (characterized by social distancing measures such as school closures, bar and restaurant closures, and cancellation of public meetings but without strict home confinement) does not appear to have a significant impact on people’s activity compared to the pre-pandemic period. The absolute level of physical activity under total home confinement in European countries is around twofold that in China. In some countries, such as France and Spain, physical activity started to gradually decrease even before official commitment to lockdown as a result of initial less stringent restriction orders or self-quarantine. However, physical activity began to increase again in the last 2 weeks, suggesting a decrease in compliance with confinement orders.

Conclusions: Aggregate analysis of activity tracker data with the potential for daily updates can provide information regarding adherence to home confinement policies.

(J Med Internet Res 2020;22(6):e19787) doi:10.2196/19787
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Introduction
Nationwide total home confinement is the most significant measure that has been taken to prevent the spread of coronavirus disease (COVID-19) infection [1]. Currently, over 3 billion people worldwide, one-quarter of the world’s population, are confined to their homes. However, the timing and stringency of governmental decisions have been heterogeneous; some governments have imposed total lockdown, while others have required partial or no confinement. Objective, real-time measures to assess populations’ adherence to confinement are essential to adapt policies and control measures accordingly.

We asked whether wearable activity trackers could provide this information because of their capacity for seamless and continuous monitoring of individuals’ natural activity patterns regardless of their location [2]. Data from activity trackers enable the compilation of synchronized big data resources on human behavior with high geographical and temporal resolution. In the context of the COVID-19 pandemic, activity trackers provide a valuable data set that objectively documents the time course of adherence to home confinement worldwide in response to the outbreak.

Methods
We analyzed data from approximately 742,000 individuals using activity trackers that count the wearer’s average daily number of steps (Withings) in a number of representative nations that adopted different modalities of restriction of citizens’ activities. We selected the nations according to a compromise between exposure to the COVID-19 pandemic, rules of lockdown, and availability of data from a large number of activity tracker users.

The pre-pandemic period was used as a reference. For each individual, we calculated the average daily number of steps between December 1, 2019, and the date of lockdown, representing the pre-pandemic period, and the average daily number of steps between the date of lockdown and the analysis time point (4 weeks for China). These data were then aggregated across countries or regions. The paired Wilcoxon nonparametric test was used to compare the number of steps per day before and during lockdown. The data presented extend to April 13, 2020, and are averaged by days and over countries or provinces/states.

The activity tracker used in this study was a wristwatch with an embedded accelerometer that counts steps. The performance of this tracker is reported to be one of the best among available devices [3]. The activity tracker provides the most accurate measures of step count under all three important physiological conditions (ie, treadmill, over-ground, and 24-hour conditions). The same accelerometer and algorithm were used for all individuals included in the analysis. All activity tracker wearers were informed that the anonymized data collected from them could be used for research purposes, and they provided informed consent before starting to use the activity tracker. They were allowed to withdraw their consent at any time and request deletion of their individual data.

Results
Table 1 shows the number of users per country or province/state, percentage of female users, lockdown initiation dates, rules, and percentage of decrease in steps during lockdown. The most demonstrative countries are presented in Figure 1, illustrating the time course of the step count and enhancing the data in Table 1. Before the epidemic, all countries showed a stable mean number of steps per day, with periodic and reproducible decreases during weekends. In countries adopting a total lockdown, a marked decrease (from 25% to 54%) in the number of steps following the official dates of home confinement can be clearly identified (Figure 1A). Partial lockdown (characterized by social distancing measures such as school closures, bar and restaurant closures, and cancellation of public meetings but without strict home confinement) does not appear to have a significant clinical impact on people’s activity compared to the pre-pandemic period (Figure 1B), with similar activity patterns to those in nations without any restriction orders (Figure 1C).
Table 1. Characteristics of the studied population.

<table>
<thead>
<tr>
<th>Country</th>
<th>Province or state</th>
<th>Size of user populationa</th>
<th>Proportion of women (%)b</th>
<th>Mean age (years)</th>
<th>Lockdown rules</th>
<th>Lockdown date</th>
<th>Baseline steps per day</th>
<th>Lockdown steps per day</th>
<th>Decrease in steps (%)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Australia</td>
<td>N/Ab</td>
<td>10,000</td>
<td>42</td>
<td>42</td>
<td>Partial</td>
<td>2020-03-23</td>
<td>5765</td>
<td>5302</td>
<td>8.0</td>
<td>.001</td>
</tr>
<tr>
<td>Canada</td>
<td>N/A</td>
<td>10,000</td>
<td>38</td>
<td>43</td>
<td>None</td>
<td>N/A</td>
<td>5049</td>
<td>4708</td>
<td>6.8</td>
<td>.001</td>
</tr>
<tr>
<td>China</td>
<td>N/A</td>
<td>10,000</td>
<td>19</td>
<td>36</td>
<td>Total</td>
<td>2020-01-23</td>
<td>4108</td>
<td>3034</td>
<td>26.1</td>
<td>.001</td>
</tr>
<tr>
<td>China</td>
<td>Hubei</td>
<td>100</td>
<td>14</td>
<td>35</td>
<td>Total</td>
<td>2020-01-23</td>
<td>4375</td>
<td>1943</td>
<td>55.6</td>
<td>.001</td>
</tr>
<tr>
<td>France</td>
<td>N/A</td>
<td>100,000</td>
<td>43</td>
<td>43</td>
<td>Total</td>
<td>2020-03-17</td>
<td>4604</td>
<td>3342</td>
<td>27.4</td>
<td>.001</td>
</tr>
<tr>
<td>Germany</td>
<td>N/A</td>
<td>100,000</td>
<td>37</td>
<td>46</td>
<td>Partial</td>
<td>2020-03-16</td>
<td>5349</td>
<td>5416</td>
<td>–1.3</td>
<td>.001</td>
</tr>
<tr>
<td>Ireland</td>
<td>N/A</td>
<td>10,000</td>
<td>38</td>
<td>42</td>
<td>Total</td>
<td>2020-03-28</td>
<td>5326</td>
<td>5356</td>
<td>–0.6</td>
<td>.001</td>
</tr>
<tr>
<td>Italy</td>
<td>N/A</td>
<td>10,000</td>
<td>31</td>
<td>45</td>
<td>Total</td>
<td>2020-03-10</td>
<td>5445</td>
<td>3918</td>
<td>28.0</td>
<td>.001</td>
</tr>
<tr>
<td>Italy</td>
<td>Lodi</td>
<td>100</td>
<td>29</td>
<td>45</td>
<td>Total</td>
<td>2020-02-21</td>
<td>5640</td>
<td>5035</td>
<td>10.7</td>
<td>.001</td>
</tr>
<tr>
<td>Japan</td>
<td>N/A</td>
<td>100,000</td>
<td>29</td>
<td>43</td>
<td>Total</td>
<td>2020-04-07</td>
<td>5460</td>
<td>4581</td>
<td>16.1</td>
<td>.001</td>
</tr>
<tr>
<td>Netherlands</td>
<td>N/A</td>
<td>10,000</td>
<td>38</td>
<td>44</td>
<td>None</td>
<td>N/A</td>
<td>5193</td>
<td>5180</td>
<td>0.3</td>
<td>.001</td>
</tr>
<tr>
<td>Singapore</td>
<td>N/A</td>
<td>1000</td>
<td>33</td>
<td>41</td>
<td>None</td>
<td>N/A</td>
<td>6127</td>
<td>5860</td>
<td>4.3</td>
<td>.001</td>
</tr>
<tr>
<td>Spain</td>
<td>N/A</td>
<td>10,000</td>
<td>36</td>
<td>46</td>
<td>Total</td>
<td>2020-03-15</td>
<td>6215</td>
<td>3638</td>
<td>41.5</td>
<td>.001</td>
</tr>
<tr>
<td>Sweden</td>
<td>N/A</td>
<td>10,000</td>
<td>34</td>
<td>44</td>
<td>None</td>
<td>N/A</td>
<td>5681</td>
<td>6004</td>
<td>–5.7</td>
<td>.001</td>
</tr>
<tr>
<td>Switzerland</td>
<td>N/A</td>
<td>10,000</td>
<td>40</td>
<td>44</td>
<td>Partial</td>
<td>2020-03-16</td>
<td>5325</td>
<td>4947</td>
<td>7.1</td>
<td>.001</td>
</tr>
<tr>
<td>United Kingdom</td>
<td>N/A</td>
<td>100,000</td>
<td>39</td>
<td>43</td>
<td>Total</td>
<td>2020-03-23</td>
<td>5690</td>
<td>5249</td>
<td>7.8</td>
<td>.001</td>
</tr>
<tr>
<td>United States</td>
<td>N/A</td>
<td>100,000</td>
<td>43</td>
<td>43</td>
<td>Partial</td>
<td>2020-03-22</td>
<td>5287</td>
<td>4912</td>
<td>7.1</td>
<td>.001</td>
</tr>
<tr>
<td>United States</td>
<td>California</td>
<td>100,000</td>
<td>38</td>
<td>43</td>
<td>Total</td>
<td>2020-03-19</td>
<td>5508</td>
<td>5013</td>
<td>9.0</td>
<td>.001</td>
</tr>
<tr>
<td>United States</td>
<td>Florida</td>
<td>10,000</td>
<td>44</td>
<td>46</td>
<td>Partial</td>
<td>2020-03-17</td>
<td>5303</td>
<td>5225</td>
<td>1.5</td>
<td>.001</td>
</tr>
<tr>
<td>United States</td>
<td>Illinois</td>
<td>10,000</td>
<td>41</td>
<td>42</td>
<td>Total</td>
<td>2020-03-21</td>
<td>5415</td>
<td>4966</td>
<td>8.3</td>
<td>.001</td>
</tr>
<tr>
<td>United States</td>
<td>New Jersey</td>
<td>10,000</td>
<td>38</td>
<td>43</td>
<td>Total</td>
<td>2020-03-21</td>
<td>5297</td>
<td>4693</td>
<td>11.4</td>
<td>.001</td>
</tr>
<tr>
<td>United States</td>
<td>Pennsylvania</td>
<td>10,000</td>
<td>43</td>
<td>44</td>
<td>Partial</td>
<td>2020-03-19</td>
<td>5186</td>
<td>4974</td>
<td>4.1</td>
<td>.001</td>
</tr>
<tr>
<td>United States</td>
<td>New York</td>
<td>10,000</td>
<td>39</td>
<td>42</td>
<td>Partial</td>
<td>2020-03-22</td>
<td>5776</td>
<td>4499</td>
<td>22.1</td>
<td>.001</td>
</tr>
<tr>
<td>United States</td>
<td>Nevada</td>
<td>1000</td>
<td>42</td>
<td>45</td>
<td>Partial</td>
<td>2020-03-21</td>
<td>5391</td>
<td>4902</td>
<td>9.1</td>
<td>.001</td>
</tr>
</tbody>
</table>

aThe number of users having activity data on a given day is subject to variation; the numbers given in the table are representative orders of magnitude of the daily number of users having activity data.

bNot applicable.
**Figure 1.** Trajectories of average daily number of steps recorded by activity trackers from January 13, 2020, to April 13, 2020, in a number of representative countries worldwide adopting total (A), partial (B), or no (C) lockdown. Solid lines indicate total lockdown periods, dashed lines indicate partial lockdown periods, and dotted lines indicate no lockdown. Crosses indicate the start and end dates of lockdown in the different countries.

**Discussion**

**Principal Findings**

The absolute level of physical activity under total home confinement in European countries is around twofold that in China (Table 1); this may be due to stricter governmental rules in China or different national temperaments. Interestingly, in some countries, such as France and Spain, physical activity started to gradually decrease even before official commitment to lockdown as a result of initial less stringent restriction orders or self-quarantine. However, physical activity began to increase again in the last 2 weeks, suggesting a decrease in compliance with confinement orders. Countries with partial or no lockdown policies had marginal or no changes in walking habits. Ireland...
was the only country with enforced confinement that showed no change in step counts. Regarding the magnitude and significance of the changes, all differences were highly significant in statistical terms (P<.001) because of the large number of users and because of consistent trends among users (the vast majority of users changed their step counts in the same direction, even for small changes). Clinical significance is thus arbitrary, and the weekly trends suggest spontaneous group changes (decreases on weekends). In fully locked-down countries, with the exception of Ireland, the number of steps decreased below the maximum on weekends; this shows overall good compliance with lockdown rules.

Conclusion
Aggregate analysis of activity tracker data, with the potential for daily updates, can inform governments and stakeholders on adherence to home confinement policies as well as their efficacy without violating citizens’ privacy [4]. The data allow comparison of the effectiveness of different government policies. Finally, quantification of physical activity patterns, particularly leisure versus occupational patterns, and their consequences on cardiometabolic health are important because sport and leisure physical activities have been shown to have positive effects on cardiometabolic health, whereas occupational physical activity has not [5]. Data emerging from studies conducted during lockdown will help to address this issue.
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Abstract

Background: Frontline health care workers, including physicians, are at high risk of contracting coronavirus disease (COVID-19) owing to their exposure to patients suspected of having COVID-19.

Objective: The aim of this study was to evaluate the benefits and feasibility of a double triage and telemedicine protocol in improving infection control in the emergency department (ED).

Methods: In this retrospective study, we recruited patients aged ≥20 years referred to the ED of the National Taiwan University Hospital between March 1 and April 30, 2020. A double triage and telemedicine protocol was developed to triage suggested COVID-19 cases and minimize health workers’ exposure to this disease. We categorized patients attending video interviews into a telemedicine group and patients experiencing face-to-face interviews into a conventional group. A questionnaire was used to assess how patients perceived the quality of the interviews and their communication with physicians as well as perceptions of stress, discrimination, and privacy. Each question was evaluated using a 5-point Likert scale. Physicians’ total exposure time and total evaluation time were treated as primary outcomes, and the mean scores of the questions were treated as secondary outcomes.

Results: The final sample included 198 patients, including 93 cases (47.0%) in the telemedicine group and 105 cases (53.0%) in the conventional group. The total exposure time in the telemedicine group was significantly shorter than that in the conventional group (4.7 minutes vs 8.9 minutes, \(P<.001\)), whereas the total evaluation time in the telemedicine group was significantly longer than that in the conventional group (12.2 minutes vs 8.9 minutes, \(P<.001\)). After controlling for potential confounders, the total exposure time in the telemedicine group was 4.6 minutes shorter than that in the conventional group (95% CI −5.7 to −3.5, \(P<.001\)), whereas the total evaluation time in the telemedicine group was 2.8 minutes longer than that in the conventional group (95% CI −1.6 to −4.0, \(P<.001\)). The mean scores of the patient questionnaire were high in both groups (4.5/5 to 4.7/5 points).

Conclusions: The implementation of the double triage and telemedicine protocol in the ED during the COVID-19 pandemic has high potential to improve infection control.

(J Med Internet Res 2020;22(6):e20586) doi:10.2196/20586
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Introduction

Background
Since the beginning of the 20th century, various infectious diseases have repeatedly threatened both population health and health care systems worldwide. The rapid growth of international transportation has paved the way for the transmission of infectious diseases across regions, including severe acute respiratory syndrome (SARS), H1N1 influenza, Middle Eastern respiratory syndrome (MERS), and Ebola virus [1-4]. In 2020, coronavirus disease (COVID-19) was first reported in Wuhan, China; this virus spread globally through large-scale transmission and continues to pose great challenges to medical, public health, and socioeconomic systems worldwide [5]. Severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2), identified as the causative pathogen of COVID-19, is highly contagious [6]. It is primarily transmitted through droplets and close contact, even in the early course of the disease, as well as from asymptomatic patients [6]. The response strategies for controlling COVID-19 outbreaks include early diagnosis, patient isolation, symptomatic monitoring, and quarantine [7].

During the response to the COVID-19 pandemic, a considerable number of frontline health care workers have been infected with the new coronavirus. In China, the first COVID-19 case among health care workers was reported on January 20, 2020; as of February 11, 2020, health care workers represented 1716/44,672 (3.8%) of all patients with laboratory-confirmed COVID-19 and 247/1668 (14.8%) of critical cases, with 5 deaths [8]. In Italy, health care workers accounted for 2026/22,512 (9.0%) of confirmed cases as of March 15, 2020 [9]. According to a recent report from the US Centers for Disease Control and Prevention (CDC), this figure in the United States was 9282/315,531 (2.9%); 2.1%-4.9% of health care workers required intensive care unit admission, and 27 deaths were reported [10]. By April 8, 2020, COVID-19 had affected 22,073 health care workers in 52 countries [11]. The transmission of SARS-CoV-2 among frontline health care workers may result from their long, direct exposure to many infected patients and from a lack of personal protective equipment (PPE) [12]. Therefore, further infection control measures should be undertaken to minimize the direct exposure of health care workers to patients suspected of having COVID-19 [7].

Importance
Emergency departments (EDs) are at the frontline of the health care response to the COVID-19 pandemic and are responsible for rapid and safe triage of patients and isolation of suspected patients with COVID-19 from patients with noninfectious diseases. Therefore, establishing a screening protocol for patients with suspected COVID-19 and isolating them in a separate, well-ventilated space for clinical interviews can facilitate infection control [7]. Moreover, due to the shortages of PPE worldwide, its use should be optimized and prioritized based on critical requirements at health care facilities. Additional strategies to minimize exposure risk, such as implementing alternatives to face-to-face triage and hospital visits, can not only prevent health care workers from being exposed to COVID-19 but can also reduce PPE use. The combination of a specialized triage approach and telemedicine may be an alternative to reach this goal.

Telemedicine can be defined broadly as the use of telecommunications technology to provide medical information and services [13]. With the evolution in technology and online services, telemedicine may prove a compelling alternative to conventional acute, chronic, and preventive care [14-17]. Telemedicine, particularly video consultations, has been promoted to reduce the risk of disease transmission [18-23]. Certain reports have recently described potential benefits and applications of telemedicine during the COVID-19 pandemic [24-27]. However, the effectiveness of telemedicine in improving infection control has not been well studied, as most evidence has been obtained from clinical cases, and some studies merely propose theoretical assumptions.

Goal of This Study
As of May 2, 2020, Taiwan had 432 confirmed COVID-19 cases, and a total of 63,713 patients were tested. Nearly 97% of the Taiwanese population have access to the health care system and are covered by the National Health Insurance; hence, they can readily access health care [28]. EDs were the first units that responded to the COVID-19 pandemic in Taiwan, and most confirmed patients underwent screening and evaluation in EDs [29]. To provide essential care with optimized infection control in the ED, a double triage and telemedicine protocol was developed at our hospital. This study was conducted to evaluate the benefits and feasibility of the novel protocol for reducing the risk of COVID-19 infection among health care workers who manage COVID-19 patients.

Methods

Study Setting and Design
The National Taiwan University Hospital (NTUH) is a 2700-bed teaching hospital that provides both primary and tertiary care. It was designated as a COVID-19 response hospital in Taiwan. From March to April 2020, the number of average daily visits was 211, and the number of average daily visits to the NTUH ED by patients posing a risk of COVID-19 transmission was 12.

We conducted a retrospective study using prospectively collected data of patients who visited the ED between March 1 and April 30, 2020. The study was approved by the Institutional Review Board of the NTUH (REC No. 202003043RNA), and the requirement to obtain informed consent was waived.

The Double Triage and Telemedicine Protocol
In the course of the health care response to the COVID-19 pandemic, we developed a double triage and telemedicine protocol for the ED to manage patients suspected of having COVID-19. The protocol comprised two major components:
1) streamlining and diverting patient inflow using a double triage method and 2) evaluating suspected COVID-19 patients using telemedicine (Figure 1).

Regarding the double triage method, the first triage (Triage 1) was set up outside the entrance of the ED to screen patients based on their likelihood of posing a risk of COVID-19 transmission. The double triage helped examine the patients' history of travel, occupation, contact, and cluster (TOCC) based on the guidelines issued by the Taiwan Centers for Disease Control and available epidemiological data [29]. The Triage 1 nurse used the Taiwan Triage and Acuity Scale (TTAS) to carry out a second triage (Triage 2) for patients who posed a risk of COVID-19 transmission to healthcare workers [30]. TTAS is a computerized triage system with a 5-level scale that classifies patients in descending order of acuity from Triage Level I (resuscitation) and Triage Level II (emergent) to Triage Level V (nonurgent). The TTAS assesses triage level according to existing chief complaints, vital signs (eg, degree of respiratory distress, hemodynamic stability, conscious level, change in body temperature, and pain severity), and mechanism of injury (for patients with trauma) to determine the triage level of a patient. The patients who triaged as TTAS level I usually had life-threatening diseases and needed immediate resuscitation. Those patients who triaged as TTAS level II usually had potential life-threatening diseases or organ dysfunction and needed management quickly. The recommended reassessment time was less than 10 minutes. For patients triaged as TTAS levels III to V, the recommended reassessment times were 30, 60, and 120 minutes, respectively. If a patient was triaged as TTAS Level I or II, they would be directed to an isolated COVID-19 resuscitation room for further management. Patients classified as TTAS levels III to V were referred to the COVID-19 emergency clinic, which is located in a structure that is separated from the main ED building. The COVID-19 resuscitation rooms and COVID-19 emergency clinics are equipped with new ED infrastructure that was constructed in response to emerging infectious diseases [31]. Patients with no risk of COVID-19 would be diverted by the Triage 1 nurse into an internal triage facility inside the ED and receive routine emergency care.

The health care workers in the COVID-19 emergency clinic were instructed to don appropriate PPE, including an N95 face mask, a waterproof gown, a non-disposable face shield, a hair cap, shoe sleeves, and two layers of gloves, when working in the clinic. A nurse was assigned to verify the appropriateness of the PPE and record the times of donning PPE, doffing PPE, and entering and exiting the clinic. In the COVID-19 emergency clinic, physicians performed face-to-face interviews with patients before performing physical examinations and collecting specimens for COVID-19 reverse transcription–polymerase chain reaction (RT-PCR) tests. In our study, patients evaluated using face-to-face interviews were assigned to the conventional group.

To improve infection control in the ED, we established a COVID-19 telemedicine team of nine attending physicians and four senior residents and provided them with training in the telemedicine interview system (TIS) on March 27, 2020. On April 1, 2020, the TIS was introduced in the COVID-19 emergency clinic (Multimedia Appendix 1) using U Meeting (CyberLink Corp) as the communication software. The TIS protects the privacy and security of patient data through end-to-end encryption and data transmission through an intranet governed by the firewall of the hospital's information system. Furthermore, the TIS is in compliance with the government regulations for telemedicine. If a patient who was diverted to the COVID-19 emergency clinic agreed to attend a video interview, the patient's attending physician on the COVID-19 telemedicine team would first use the TIS to conduct that interview. The physician would then share the patient's chest radiography findings and disease information on a screen located at the patient's side while explaining them to the patient. After the TIS interview, the physician would don appropriate PPE before entering the clinic to complete all the other necessary evaluations and obtain specimens for the COVID-19 RT-PCR test. We designated patients who underwent TIS evaluation as the telemedicine group. In both the telemedicine group and the conventional group, physicians would then decide the disposition of patients (ie, either discharging them or admitting them to quarantine wards).

The total exposure time was defined as the time that a physician remained in contact with a patient during their face-to-face interview. The total evaluation time was defined as the time the physician took to interview and assess the patient and collect specimens for laboratory testing. Both these time intervals were prospectively recorded.

Furthermore, we conducted a survey using a 10-item questionnaire in both groups upon completion of the clinical evaluation. The questionnaire was modified from a questionnaire for evaluating patient satisfaction with telemedicine [32]. It was also simplified to assess the immediate impression of the study participants because the survey was conducted in an isolated room and the response time was limited. The questionnaire helped us obtain information on the global rating of the interview, the quality of the interview, the mutual understanding between the patient and the physician, and perceptions of stress, discrimination, and safety. To assess the feasibility of telemedicine, we asked 3 additional questions to survey the participants’ acceptance, perception of safety, and satisfaction with the evaluation protocol. The level of agreement was assessed using the 5-point Likert scale, ranging from 1 point (extremely agree) to 5 points (extremely disagree). The questionnaire was validated by 4 emergency physicians and the director of the Center of Quality Management at the study center. Data on the patients’ admission, discharge, and clinical and personal backgrounds were obtained from the hospital’s health information system.
Recruitment
We included adult patients aged ≥20 years who were diverted to our COVID-19 emergency clinic during the study period. Patients who refused TIS in the telemedicine group were excluded from this study. Furthermore, to control the confounding effect of evaluation by different physicians, patients not evaluated by the COVID-19 telemedicine team were excluded from the analysis dataset.

Outcomes
The primary outcomes of interest included physicians’ total exposure time and total evaluation time. The secondary outcomes were the mean scores of the questionnaire survey used to evaluate the double triage and telemedicine protocol.

Statistical Analysis
Descriptive statistics are presented as mean (SD) for continuous variables, and the intergroup differences in means were analyzed using the independent sample t test. The chi-square test was used to assess the associations between categorical variables, namely sex, marital status, education, TOCC history, chronic health conditions, and primary care physician level. To compare the total exposure time and total evaluation time between the two groups, we calculated their intergroup mean differences and 95% CIs. Multiple linear regression models were constructed to adjust for potential confounders and determine the effect of the telemedicine group on each of the outcomes. The identified covariates included age, sex, education, TTAS level, and primary care physician level. The goodness of fit for the multiple linear regression models was examined by computing the $R^2$ statistic. Regression diagnostics were used to identify problems in the models or data. The answers to each questionnaire item were analyzed using the Mann-Whitney U test and are presented as mean scores. A two-tailed $P$ value ≤.05 was considered to be statistically significant. All statistical analyses were conducted using SAS version 9.4 (SAS Institute).

Results
Characteristics of the Study Participants
We initially enrolled 707 adult ED patients in the study, of whom 203 (28.7%) were excluded from the study because of high TTAS levels (I and II). Before implementing the TIS, 342 patients were interviewed, of whom 237 (69.3%) were not interviewed by the telemedicine team. After the introduction of the TIS, 162 patients were interviewed, including 1 patient who refused the TIS and 68 others who were not interviewed by the telemedicine team. We also excluded all patients who were not interviewed by the telemedicine team and those who refused the TIS. Finally, 93 patients were included in the telemedicine group for analysis, compared with 105 patients in the conventional group (Figure 2).

The clinical characteristics of the patients are presented in Table 1. Compared to the conventional group, the telemedicine group had significantly higher rates of patients with an education level of senior high school or lower (31/93, 33.3%, vs 16/105, 15.2%; $P$=.003), TTAS triage level III (76/93, 81.7%, vs 58/105, 55.2%; $P$<.001), and cardiovascular diseases (8/93, 8.6%, vs 1/105, 1.0%; $P$=.014). The telemedicine group had a lower rate of patients with a travel history than the conventional group (26/93, 28.0%, vs 56/105, 53.3%; $P$<.001). The rate of resident doctors conducting interviews with patients in the telemedicine group was higher than that in the conventional group (39/93, 41.9%, vs 17/105, 16.2%; $P$<.001).

The mean age showed no significant difference between the telemedicine group and the conventional group (mean 39.8 years, SD 17.1, vs mean 38.4 years, SD 25.1; $P$=.65). The two groups did not show any difference in terms of the rate of male patients (41/93, 44.1%, in the telemedicine group vs 44/105, 41.9%, in the conventional group; $P$=.65). The two groups did not show any difference in terms of the rate of married patients (22/93, 23.7%, in the telemedicine group vs 21/105, 20.0%, in the conventional group; $P$=.53). Regarding comorbidities, the rates of patients with diabetes (8/93, 8.6%, vs 2/105, 1.9%; $P$=.048), chronic renal disease (4/93, 4.3%, vs. 0/105, 0.0%; $P$=.047), and cardiovascular diseases (8/93, 8.6%, vs 1/105, 1.0%; $P$=.014) were significantly higher in the telemedicine group than in the conventional group. Meanwhile, no significant discrepancies were observed in the other rates.
Figure 2. Flowchart of patient disposition. COVID-19: coronavirus disease; ED: emergency department; TTAS: Taiwan Triage and Acuity Scale.
Table 1. Baseline demographic and clinical characteristics of patients in the telemedicine and conventional groups (N=198).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Telemedicine group (n=93)</th>
<th>Conventional group (n=105)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>39.8 (17.1)</td>
<td>38.4 (25.1)</td>
<td>.65</td>
</tr>
<tr>
<td>Male gender, n (%)</td>
<td>41 (44.1)</td>
<td>44 (41.9)</td>
<td>.76</td>
</tr>
<tr>
<td>Marital status, n (%)</td>
<td></td>
<td></td>
<td>.53</td>
</tr>
<tr>
<td>Married</td>
<td>22 (23.7)</td>
<td>21 (20.0)</td>
<td></td>
</tr>
<tr>
<td>Single, divorced, or widowed</td>
<td>71 (76.3)</td>
<td>84 (80.0)</td>
<td></td>
</tr>
<tr>
<td>Education, n (%)</td>
<td></td>
<td></td>
<td>.003</td>
</tr>
<tr>
<td>Senior high school or lower</td>
<td>31 (33.3)</td>
<td>16 (15.2)</td>
<td></td>
</tr>
<tr>
<td>University or higher</td>
<td>62 (66.7)</td>
<td>89 (84.8)</td>
<td></td>
</tr>
<tr>
<td>Epidemiologically significant TOCC&lt;sup&gt;a&lt;/sup&gt; history, n (%)</td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Travel</td>
<td>26 (28.0)</td>
<td>56 (53.3)</td>
<td></td>
</tr>
<tr>
<td>Occupation</td>
<td>36 (38.7)</td>
<td>41 (39.1)</td>
<td>.96</td>
</tr>
<tr>
<td>Contact</td>
<td>19 (20.4)</td>
<td>25 (23.8)</td>
<td>.57</td>
</tr>
<tr>
<td>Cluster</td>
<td>1 (1.1)</td>
<td>2 (1.9)</td>
<td>&gt;.999</td>
</tr>
<tr>
<td>ED&lt;sup&gt;b&lt;/sup&gt; triage level, n (%)</td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Triage level III</td>
<td>76 (81.7)</td>
<td>58 (55.2)</td>
<td></td>
</tr>
<tr>
<td>Triage level IV or V</td>
<td>17 (18.3)</td>
<td>47 (44.8)</td>
<td></td>
</tr>
<tr>
<td>Comorbidities, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Diabetes</td>
<td>8 (8.6)</td>
<td>2 (1.9)</td>
<td>.05</td>
</tr>
<tr>
<td>Malignancy</td>
<td>4 (4.3)</td>
<td>1 (1.0)</td>
<td>.19</td>
</tr>
<tr>
<td>Chronic renal disease</td>
<td>4 (4.3)</td>
<td>0 (0.0)</td>
<td>.05</td>
</tr>
<tr>
<td>Chronic liver disease</td>
<td>2 (2.2)</td>
<td>1 (1.0)</td>
<td>.60</td>
</tr>
<tr>
<td>Cardiovascular diseases</td>
<td>8 (8.6)</td>
<td>1 (1.0)</td>
<td>.01</td>
</tr>
<tr>
<td>COPD&lt;sup&gt;c&lt;/sup&gt; or asthma</td>
<td>3 (3.2)</td>
<td>5 (4.8)</td>
<td>.73</td>
</tr>
<tr>
<td>Cerebrovascular accident</td>
<td>1 (1.1)</td>
<td>0 (0.0)</td>
<td>.47</td>
</tr>
<tr>
<td>Hypertension</td>
<td>11 (11.8)</td>
<td>6 (5.7)</td>
<td>.13</td>
</tr>
<tr>
<td>Primary care physician level, n (%)</td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Attending physician</td>
<td>54 (58.1)</td>
<td>88 (83.8)</td>
<td></td>
</tr>
<tr>
<td>Resident</td>
<td>39 (41.9)</td>
<td>17 (16.2)</td>
<td></td>
</tr>
<tr>
<td>ED disposition, n (%)</td>
<td></td>
<td></td>
<td>.06</td>
</tr>
<tr>
<td>Admission</td>
<td>20 (21.5)</td>
<td>35 (33.3)</td>
<td></td>
</tr>
<tr>
<td>Discharge</td>
<td>73 (78.5)</td>
<td>70 (66.7)</td>
<td></td>
</tr>
<tr>
<td>72-hour ED revisit&lt;sup&gt;d&lt;/sup&gt;, n (%)</td>
<td>2 (2.7)</td>
<td>0 (0.0)</td>
<td>.50</td>
</tr>
</tbody>
</table>

<sup>a</sup>TOCC: travel/occupation/contact/cluster.
<sup>b</sup>ED: emergency department.
<sup>c</sup>COPD: chronic obstructive pulmonary disease.
<sup>d</sup>Hospitalized patients are excluded.

Comparison of the Total Exposure Time, Total Evaluation Time, and 72-Hour Revisit Rate Between the Telemedicine Group and the Conventional Group

The total exposure time and total evaluation time were compared to estimate the benefits of the implementation of the double triage and telemedicine protocol (Figure 3). The total exposure time in the telemedicine group was significantly shorter than that in the conventional group (4.7 minutes, SD 2.4, vs. 8.9 minutes, SD 4.3; P<.001). In contrast, the total evaluation time in the telemedicine group was longer than that in the conventional group (12.2 minutes, SD 3.5, vs 8.9 minutes, SD 4.3; P<.001). To evaluate the quality of interviews, the two groups were compared in terms of the 72-hour ED revisit rate.
The analysis did not show a statistically significant difference in this rate between the groups (2/93, 2.7%, in the telemedicine group vs 0/105, 0.0%, in the conventional group; \( P = .50 \)) (Table 1). The crude and adjusted mean difference estimates of the total exposure time and total evaluation time between the two groups are shown in Table 2. After adjusting for age, gender, triage level, educational status, and primary care physician level, we found that the total exposure time in the telemedicine group was 4.6 minutes shorter (95% CI −5.7 to −3.5, \( P < .001 \)) than that in the conventional group. However, the total evaluation time in the telemedicine group was 2.8 minutes longer (95% CI −1.6 to −4.0; \( P < .001 \)) than in the conventional group.

**Figure 3.** Box plot of the differences in the total exposure time and the total evaluation time between the telemedicine and conventional groups.

**Table 2.** Estimates of the crude and adjusted mean differences in the total evaluation time and total exposure time in minutes between the telemedicine and conventional groups.

<table>
<thead>
<tr>
<th>Outcome</th>
<th>Telemedicine group (n=93), mean (SD)</th>
<th>Conventional group (n=105), mean (SD)</th>
<th>Mean difference estimate(^a)</th>
<th>(95% , CI)</th>
<th>(P) value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Crude</td>
<td>Adjusted(^b)</td>
<td>Crude</td>
<td>Adjusted</td>
<td>Crude</td>
</tr>
<tr>
<td>Total exposure time</td>
<td>4.7 (2.4)</td>
<td>8.9 (4.3)</td>
<td>−4.2</td>
<td>−4.6</td>
<td>−5.2 to −3.2</td>
</tr>
<tr>
<td>Total evaluation time</td>
<td>12.2 (3.5)</td>
<td>8.9 (4.3)</td>
<td>3.3</td>
<td>2.8</td>
<td>2.2 to 4.4</td>
</tr>
</tbody>
</table>

\(^a\)The conventional group estimate was subtracted from the telemedicine group estimate.

\(^b\)The model was adjusted for age, gender, triage level, educational status, and primary care physician level.

**Comparison of the Mean Scores of the Questionnaire Survey Between the Telemedicine Group and the Conventional Group**

Table 3 compares the mean scores of the questionnaire survey between the telemedicine group and the conventional group. Regarding the quality of interpreting imaging and laboratory studies (Question 4), the mean scores for the telemedicine group and the conventional group were 4.7/5 and 4.5/5, respectively (\( P = .07 \)). The scores in relation to acceptance, safety, and satisfaction with the telemedicine protocol were all 4.7/5. The overall patient satisfaction with ED visits did not significantly differ between the two groups (mean score 4.6 vs 4.5, \( P = .33 \)). There were no intergroup differences in the other variables (Table 3).
Table 3. Numbers of respondents by point of the 5-point Likert scale and mean scores of the telemedicine and conventional groups.

<table>
<thead>
<tr>
<th>Survey question</th>
<th>Telemmedicine group (n=82)</th>
<th>Conventional group (n=96)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. I am satisfied with the visit.</td>
<td>1 (1)</td>
<td>0 (0)</td>
<td>.33</td>
</tr>
<tr>
<td></td>
<td>2 (4)</td>
<td>0 (0)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>3 (20)</td>
<td>28 (29)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>4 (58)</td>
<td>60 (63)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>5 (71)</td>
<td>63 (66)</td>
<td></td>
</tr>
<tr>
<td>2. I had enough time to tell the doctor about what happened to me.</td>
<td>1 (1)</td>
<td>0 (0)</td>
<td>.35</td>
</tr>
<tr>
<td></td>
<td>0 (0)</td>
<td>0 (0)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1 (21)</td>
<td>4 (1)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2 (26)</td>
<td>29 (30)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>3 (59)</td>
<td>63 (66)</td>
<td></td>
</tr>
<tr>
<td>3. The doctor understood my presentation well.</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>.58</td>
</tr>
<tr>
<td></td>
<td>6 (7)</td>
<td>6 (6)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>20 (24)</td>
<td>29 (30)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>56 (68)</td>
<td>61 (64)</td>
<td></td>
</tr>
<tr>
<td>4. The doctor clearly explained evaluation and X-ray results to me.</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>.07</td>
</tr>
<tr>
<td></td>
<td>1 (1)</td>
<td>2 (2)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>16 (20)</td>
<td>25 (26)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>62 (76)</td>
<td>61 (64)</td>
<td></td>
</tr>
<tr>
<td>5. I could hear the doctor’s voice clearly.</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>.78</td>
</tr>
<tr>
<td></td>
<td>2 (2)</td>
<td>5 (5)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>23 (28)</td>
<td>24 (25)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>57 (70)</td>
<td>66 (69)</td>
<td></td>
</tr>
<tr>
<td>6. I had enough time to ask questions.</td>
<td>1 (1)</td>
<td>0 (0)</td>
<td>.48</td>
</tr>
<tr>
<td></td>
<td>0 (0)</td>
<td>0 (0)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2 (2)</td>
<td>4 (4)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>21 (26)</td>
<td>28 (29)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>57 (70)</td>
<td>62 (65)</td>
<td></td>
</tr>
<tr>
<td>7. I felt relaxed when I talked to the doctor.</td>
<td>1 (1)</td>
<td>0 (0)</td>
<td>.67</td>
</tr>
<tr>
<td></td>
<td>3 (4)</td>
<td>7 (7)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>19 (23)</td>
<td>21 (22)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>59 (72)</td>
<td>67 (70)</td>
<td></td>
</tr>
<tr>
<td>8. During the visit, I was not scared or stressed.</td>
<td>1 (1)</td>
<td>0 (0)</td>
<td>.27</td>
</tr>
<tr>
<td></td>
<td>0 (0)</td>
<td>0 (0)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>3 (3)</td>
<td>4 (4)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>18 (22)</td>
<td>26 (27)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>60 (73)</td>
<td>63 (66)</td>
<td></td>
</tr>
<tr>
<td>9. I did not feel discriminated during the visit.</td>
<td>1 (1)</td>
<td>0 (0)</td>
<td>.40</td>
</tr>
<tr>
<td></td>
<td>2 (2)</td>
<td>4 (4)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>29 (2)</td>
<td>25 (26)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>92 (92)</td>
<td>67 (70)</td>
<td></td>
</tr>
<tr>
<td>10. My privacy was well-protected.</td>
<td>0 (0)</td>
<td>1 (1)</td>
<td>.69</td>
</tr>
<tr>
<td></td>
<td>6 (7)</td>
<td>7 (7)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>19 (23)</td>
<td>27 (28)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>56 (68)</td>
<td>62 (65)</td>
<td></td>
</tr>
<tr>
<td>11. I think video interviews are acceptable.</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>.07</td>
</tr>
<tr>
<td></td>
<td>2 (2)</td>
<td>22 (27)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>22 (27)</td>
<td>58 (71)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>N/A</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td>12. I felt safe during the video interview.</td>
<td>1 (1)</td>
<td>0 (0)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>4 (5)</td>
<td>15 (18)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>62 (76)</td>
<td>62 (65)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>N/A</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td>13. I am satisfied with the video interview.</td>
<td>1 (1)</td>
<td>0 (0)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2 (2)</td>
<td>18 (22)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>61 (74)</td>
<td>62 (65)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>N/A</td>
<td>N/A</td>
<td></td>
</tr>
</tbody>
</table>

Discussion

Principal Results

This study shows that the double triage and telemedicine protocol in the ED could reduce physicians’ time of exposure to patients who pose a risk of COVID-19 transmission without compromising patient satisfaction. The time of direct exposure to individual patients in the telemedicine group could be 39% to 64% of that in the conventional group. During the COVID-19 pandemic, our protocol could effectively protect our health care workers from contracting infections in the ED. Moreover, wearing PPE has been shown to constrict mobility and vision and cause heat stress and dehydration, especially in hot weather [33]. This protocol could therefore alleviate the workload and stress of health care workers. However, the total evaluation time in the telemedicine group was longer than that in the conventional group; this may be due to the fact that physicians spent more time communicating with and providing explanations to patients. Our protocol provided a safer and more comfortable interview environment than the conventional method.

Limitations

Our study has some limitations that must be addressed. First, it was a retrospective study using prospectively collected data. Confounding factors during this period, including policy changes, patient characteristics, medical resources, and laboratory examination, may have affected the study results. However, the patients in both the telemedicine group and the conventional group were relatively comparable. The policy in

http://www.jmir.org/2020/6/e20586/
Taiwan and the criteria of reporting remained roughly unchanged, leading to small confounding effects of time and other policy factors. Second, our patients were relatively young, and telecommunication use was quite common among them; this explains their high familiarity with and acceptance of video interviews. Further studies should therefore investigate the feasibility and benefits of telemedicine among older adults. However, in our COVID-19 emergency clinic, a nurse was assigned to assist patients in receiving video calls if needed, and the patients’ families were allowed to accompany them in the clinic and could also help them use the TIS. These mechanisms facilitated the efficient functioning of the system. Third, in our study, 203 patients were excluded due to high TTAS levels. The feasibility of telemedicine for these patients was not investigated. Because these patients are usually in critical condition, face-to-face emergent management may be necessary in clinical scenarios. The possible application of telemedicine with critical patients should be further developed and examined. Fourth, the study was conducted at a single ED in Taiwan. Therefore, the generalizability of the novel model has not been confirmed. Furthermore, the cultural differences between Taiwan and other countries should be considered to ascertain the effectiveness of the proposed model.

Comparison With Prior Work

The double triage method in our protocol facilitated the use of a TIS. The epidemic of an emerging infectious disease may cause a surge of patients in EDs due to clinical symptoms or fear of the disease. This may overwhelm the health care capacity of overcrowded EDs and aggravate the risk of cross infection in hospitals [34]. The CDC has suggested mandatory rapid, safe triage and isolation of patients with symptoms of COVID-19 in EDs for infection control. On admission, all patients should be surveyed about the presence of fever, symptoms of COVID-19, or contact with suspected COVID-19 cases. Patients with symptoms of COVID-19 should be isolated for examination in a separate, well-ventilated space [7]. In Taiwan, we adapted our response to the COVID-19 outbreak based on our experience with SARS in 2003, whereby early identification of patients suspected of having COVID-19 through “triage screening” could help prevent in-hospital transmission [34]. Our ED developed a double triage method to survey suspected patients with COVID-19 and separated them from others. Moreover, this double triage method helped identify patients eligible for telemedicine interviews. For suspected patients with COVID-19 in critical condition, physicians should immediately proceed to face-to-face evaluation and provide them with resuscitation. However, telemedicine interviews could be a safe alternative to face-to-face interviews for patients in stable condition. The protocol described in our study may provide a practical and feasible strategy for other EDs to improve their infection control measures.

Telemedicine has long been used to provide medical care in remote areas and has proved to be beneficial in infection control and management. The published literature demonstrates that telemedicine can increase access to care, with high patient satisfaction, improved outcomes, and reduced costs [35]. Furthermore, the Infectious Diseases Society of America has issued a position statement on telehealth that outlines the various uses of telemedicine and telehealth and supports the appropriate use of telehealth in clinical care, research, and education [36]. Some applications for infection control have been reported in the past decades [19,23], such as telemonitoring of asymptomatic individuals identified as case contacts during the Ebola virus disease outbreak in Africa in 2014. Other applications include caring for symptomatic cases that require isolation (Taiwan during the SARS epidemic in 2003 and the H1N1 influenza pandemic in 2009), tele-expert consultation, and tending patients without access to health care facilities (the MERS epidemic in Korea in 2015). In the current COVID-19 pandemic, many countries are accelerating their transformation to the virtual care interface [37]. Telemedicine, particularly video consultations, has been promoted and scaled up to reduce the risk of transmission. However, almost all existing evidence pertains to highly selected samples of outpatients with chronic, stable conditions. It is largely irrelevant to the current escalating situation that involves patients with an acute and potentially serious illness. Our study showed that telemedicine is feasible and can benefit both infection control and the provision of quality care for suggested COVID-19 patients. Our protocol involves the novel synchronous application of telemedicine for infection control.

The use of video interviews in our TIS had certain advantages over telephonic or conventional methods. Through face-to-face communication, we can directly confirm the identity of patients in routine practice and examine their general appearance and respiratory status. Moreover, the telemedicine system has a share function that can help physicians to simultaneously send high-quality images, laboratory data, and health information to their patients. Notably, our study results showed that the telemedicine group had a more favorable impression of the quality of images and interpretation of laboratory studies than the conventional group, although no statistical significance was observed.

Certain concerns exist about the feasibility and acceptance of telemedicine, especially in the context of the pandemic [24,27]. In this study, we evaluated patients’ perception and acceptance of telemedicine, and the results indicated that both groups showed similar overall satisfaction with the quality of interviews. With regard to the perception of stress, discrimination, and privacy, there were no significant differences between the groups. In fact, real-time video interviews may reduce patients’ anxiety and physicians’ stress.

Conclusions

The implementation of a double triage and telemedicine protocol during the COVID-19 pandemic has high potential to improve infection control. Our study preliminarily validated a promising model in the ED to minimize physicians’ direct contact with non-critical suspected COVID-19 patients during evaluation. During the pandemic, this model could help protect critical medical personnel in the health care system from unnecessary exposure and further prevent overwhelming of the health care system.
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Abstract

Background: During the coronavirus disease (COVID-19) pandemic, patients with cancer in rural settings and distant geographical areas will be affected the most by curfews. Virtual management (telemedicine) has been shown to reduce health costs and improve access to care.

Objective: The aim of this survey is to understand oncologists’ awareness of and views on virtual management, challenges, and preferences, as well as their priorities regarding the prescribing of anticancer treatments during the COVID-19 pandemic.

Methods: We created a self-administrated electronic survey about the virtual management of patients with cancer during the COVID-19 pandemic. We evaluated its clinical sensibility and pilot tested the instrument. We surveyed practicing oncologists in Gulf and Arab countries using snowball sampling via emails and social media networks. Reminders were sent 1 and 2 weeks later using SurveyMonkey.

Results: We received 222 responses from validated oncologists from April 2-22, 2020. An awareness of virtual clinics, virtual multidisciplinary teams, and virtual prescriptions was reported by 182 (82%), 175 (79%), and 166 (75%) respondents, respectively. Reported challenges associated with virtual management were the lack of physical exam (n=134, 60%), patients’ awareness and access (n=131, 59%), the lack of physical attendance of patients (n=93, 42%), information technology (IT) support (n=82, 37%), and the safety of virtual management (n=78, 35%). Overall, 111 (50%) and 107 (48%) oncologists did not prefer the virtual prescription of chemotherapy and novel immunotherapy, respectively. However, 188 (85%), 165 (74%), and 127 (57%) oncologists preferred the virtual prescription of hormonal therapy, bone modifying agents, and targeted therapy, respectively. In total, 184 (83%), 183 (83%), and 176 (80%) oncologists preferred to continue neoadjuvant, adjuvant, and perioperative treatments, respectively. Overall, 118 (53%) respondents preferred to continue first-line palliative treatment, in contrast to 68 (30%) and 47 (21%) respondents indicating a preference to interrupt second- and third-line palliative treatment, respectively. For administration
of virtual prescriptions, all respondents preferred the oral route and 118 (53%) preferred the subcutaneous route. In contrast, 193 (87%) did not prefer the intravenous route for virtual prescriptions. Overall, 102 (46%) oncologists responded that they would “definitely” prefer to manage patients with cancer virtually.

Conclusions: Oncologists have a high level of awareness of virtual management. Although their survey responses indicated that second- and third-line palliative treatments should be interrupted, they stated that neoadjuvant, adjuvant, perioperative, and first-line palliative treatments should continue. Our results confirm that oncologists’ views on the priority of anticancer treatments are consistent with the evolving literature during the COVID-19 pandemic. Challenges to virtual management should be addressed to improve the care of patients with cancer.

(J Med Internet Res 2020;22(6):e19691) doi:10.2196/19691
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Introduction

In December 2019, a cluster of patients with severe pneumonia were identified in Wuhan, China, and a novel coronavirus disease (COVID-19) was discovered [1]. This disease can range from asymptomatic infection to severe respiratory distress syndrome and death. The World Health Organization has declared the COVID-19 outbreak a pandemic. As of April 25, 2020, a total of 2,719,897 cases and 187,705 confirmed deaths have been reported across more than 200 countries [2].

This highly contagious virus is characterized by rapid human-to-human transmission [3], and risk factors for mortality include older age and comorbidities [4]. Patients with cancer are susceptible to COVID-19 infections because of the immunosuppressive effect of cancer treatments like chemotherapy or surgery [5], and hence have a poorer prognosis.

Teleoncology is the application of telemedicine to oncology. It has the potential to enhance access to and improve the quality of clinical cancer care [6]. Patients from rural and distant geographical areas will be most affected by curfews. Virtual management (telemedicine) has been shown to reduce health costs and improve access to care. There are examples of successful technology applications for survivorship care, palliative care, symptoms management, and supervision of satellite anticancer infusion suites [7-9]. An updated conceptual framework of telemedicine during the COVID-19 pandemic has been defined and could be applied at larger scale to improve national public health responses [10]. Further reduction of patients’ exposure to infection could be achieved by replacing certain clinic visits with virtual clinics (via videoconference or telephone) to minimize hospital visits. This allows oncologists to defer routine follow-ups, assess patients who can continue certain anticancer treatments (such as chemotherapy, immunotherapy, targeted therapy, or hormonal therapy), and continue cancer care virtually.

Multidisciplinary tumor boards ensure the selection of high priority curative cases and improve outcomes without delays or interruptions of cancer care. This could be continued virtually, depending on availability and the capacity of the health care system.

Virtual prescription and delivery of drugs is an alternative way to manage patients with cancer, especially when delivering drugs to their home via courier services or to health facilities near their home to avoid interruption of treatments, provided that this service is logistically feasible and available.

Oncologists need to weigh the risks and benefits of anticancer treatments during the pandemic. Caring for patients with cancer during this period is challenging. Jeopardizing safety by exposing patients to infection when they leave their home to visit oncology clinics and receive anticancer treatments may lead to greater risks of potential adverse events.

There is a limited number of studies to guide oncologists on how to manage patients with cancer during a pandemic. In this survey, we aim to report the views of oncologists on virtual management (awareness, challenges, and preferences) and their priorities when prescribing anticancer treatments during the COVID-19 pandemic. This could help oncologists conduct future controlled studies or trials, and guide health systems on areas of improvement in supportive infrastructure.

Methods

Study Design

This study presents the findings of a web-based questionnaire submitted to licensed oncologists in the Gulf and Arab regions.

Study Population

We included study subjects who met the following criteria: licensed practicing oncologists in the Gulf or Arab regions who are treating adult or pediatric patients, and involved in the care of patients with cancer using anticancer treatments (eg, chemotherapy, novel immunotherapy, targeted therapy, hormonal therapy, and bone modifying agents). Exclusion criteria were nononcologists and trainees.

Study Procedures

We used a nonprobability snowball sampling [11] design. To identify our target population, we contacted oncologists who are members of established national oncology associations and societies in the region to distribute and participate in the survey. If this was not applicable, we contacted 1 to 2 regional oncologists per area to distribute and participate in the survey. We used email and WhatsApp, the most popular social media network in the region, to reach oncologists.
Development of the Instrument

We generated our survey instrument using rigorous survey development and testing methods [12]. Items were selected based on a literature review, as well as email and telephone correspondence. In total, 5 experts in the field of oncology and hematology from 3 countries extensively discussed the topic and reviewed items until no further questions were missed. Items were nominated and then ranked by expert oncologists to reach a consensus on the selected items. Further review was done by methodology and content experts to eliminate redundant items using binary responses (exclude and include). We aimed to have a survey that is simple, succinct, and easy to understand.

During the construction of the survey, we grouped the items into domains we wanted to explore and then refined the questions [13]. The self-administered survey (Multimedia Appendix 1) consisted of 20 items that focused on 4 domains: characteristics of oncologists; COVID-19 pandemic measures; virtual management and oncologists’ views on virtual management; and the priority of prescribing anticancer treatments.

The structured response formats used in this survey included binary (yes/no), nominal, and ordinal responses. Other options were also allowed, including “Undetermined,” “Other,” and any other comments with free text to capture unanticipated responses. Respondents received electronic links accompanied with concise instructions, a cover letter is stating the background, the objectives of the survey, the target population, and a request to participate voluntarily (that stated their answers will be kept anonymously using SurveyMonkey).

Testing of the Instrument

During pretesting and pilot testing, questions were reviewed by 3 colleagues specializing in oncology to check the consistency and appropriateness of the questions designed by investigators [14,15], and were then reviewed by nonexpert colleagues to assess the dynamics, flow, and accessibility. In total, 5 oncology members carried out pilot testing of the instrument with minor modifications. We also conducted a clinical sensibility assessment to evaluate the comprehensiveness, clarity, and face validity of our instrument on a scale of 1 to 5. For this assessment, we invited 5 colleagues with methodologic and oncology expertise. The results of the clinical sensibility assessment, which used the mean scores indicated on a 5-point scale, suggested that the instrument had face validity (4.4), content validity (4.2), clarity (4.6), and discriminability (4.3).

Administration of the Instrument

After the approval of the King Abdullah Medical City Institutional Research Board, we sent the questionnaires electronically to licensed oncologists in the region who treat adult or pediatric patients. Oncologist types included medical oncologists, malignant hemato-oncologists, clinical oncologists, and hemato-oncologists.

Study Duration and Timeline

On April 2, 2020, we sent participants an embedded link to the web-based survey on SurveyMonkey (along with an electronic cover letter with instructions to complete the survey) via emails, text messages, and social media such as Facebook, Twitter, and WhatsApp. Primary investigators contacted the oncology members of national associations and societies in the region to participate and create a broad distribution network. Regional oncologists distributed the survey link to their regional members and network; there were no incentives provided. We sent reminders 1 and 2 weeks later, and we closed the survey on April 22.

Statistical Analysis

Descriptive statistics were used to summarize data, and synthesize and report the views of oncologists. Description of the data also included proportions, frequencies, means, and standard deviation for continuous variables when appropriate.

Results

We received 222 completed surveys from 10 different countries in the region (Table 1). Overall, 71% (n=157) of respondents were males. Respondents have been in oncology practice for a median of 10 years. The top respondent specialty was medical oncology (n=97, 44%). Saudi Arabia is the country of current practice for 47% (n=105) of respondents. The remaining respondents practice in Arab countries. In total, 74% (n=163) practice in the public health sector and 97% (n=215) practice in urban locations.

The 222 respondents were asked whether there are any diagnosed COVID-19 cases in their country, city, hospital, and department (Table 2). In total, 97% (n=215), 97% (n=215), and 77% (n=172) of respondents indicated that there were cases in the country, city, and hospital in which they practice, respectively. In total, 18% (n=41) of respondents reported COVID-19 cases among their own patients.

Overall, out of 222 respondents, 91% (n=210) regularly attend multidisciplinary tumor boards with a monthly multidisciplinary tumor board number of 4 or more reported by 56% (n=125). In total, 82% (n=182), 79% (n=175), and 75% (n=166) of respondents were aware of virtual clinics, virtual multidisciplinary tumor boards, and virtual prescription, respectively (Table 3). Additionally, 59% (n=131), 64% (n=142), and 64% (n=143) of respondents have been personally involved in a virtual clinic, virtual multidisciplinary tumor board, and virtual prescription and delivery of drugs, respectively. Challenges faced by respondents regarding virtual management were the lack of physical examination (n=134, 60%), patients’ awareness and access (n=131, 59%), the lack of physical attendance of patients (n=93, 42%), information technology (IT) support (n=82, 37%), and safety (n=78, 35%). Overall, 5% (n=10) had other comments such as the lack of a direct doctor-patient encounter, medicolegal aspects, psychological support, and privacy (Figure 1).
Table 1. Characteristics of respondents (N=222).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Respondents</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>157 (71)</td>
</tr>
<tr>
<td>Female</td>
<td>65 (29)</td>
</tr>
<tr>
<td><strong>Years in oncology practice, median</strong></td>
<td>10</td>
</tr>
<tr>
<td><strong>Specialty, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Medical oncologist</td>
<td>97 (44)</td>
</tr>
<tr>
<td>Hematologist</td>
<td>31 (14)</td>
</tr>
<tr>
<td>Oncologist and hematologist</td>
<td>29 (13)</td>
</tr>
<tr>
<td>Clinical oncologist</td>
<td>28 (13)</td>
</tr>
<tr>
<td>Pediatric oncologist</td>
<td>27 (12)</td>
</tr>
<tr>
<td>Other</td>
<td>10 (5)</td>
</tr>
<tr>
<td><strong>Practicing country, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Saudi Arabia</td>
<td>105 (47)</td>
</tr>
<tr>
<td>United Arab Emirates</td>
<td>38 (17)</td>
</tr>
<tr>
<td>Egypt</td>
<td>18 (8)</td>
</tr>
<tr>
<td>Tunisia</td>
<td>13 (6)</td>
</tr>
<tr>
<td>Kuwait</td>
<td>10 (5)</td>
</tr>
<tr>
<td>Lebanon</td>
<td>8 (4)</td>
</tr>
<tr>
<td>Bahrain</td>
<td>7 (3)</td>
</tr>
<tr>
<td>Oman</td>
<td>5 (2)</td>
</tr>
<tr>
<td>Jordan</td>
<td>4 (2)</td>
</tr>
<tr>
<td>Other</td>
<td>12 (5)</td>
</tr>
<tr>
<td><strong>Practice setting, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Public health care</td>
<td>163 (73)</td>
</tr>
<tr>
<td>Private health care</td>
<td>33 (15)</td>
</tr>
<tr>
<td>Both public and private</td>
<td>26 (12)</td>
</tr>
<tr>
<td><strong>Practice location, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Urban</td>
<td>215 (97)</td>
</tr>
<tr>
<td>Rural</td>
<td>7 (3)</td>
</tr>
</tbody>
</table>

Table 2. Respondents’ responses to questions about confirmed coronavirus disease cases.

<table>
<thead>
<tr>
<th>Questions</th>
<th>Responses</th>
</tr>
</thead>
<tbody>
<tr>
<td>Are there coronavirus disease cases in the country in which you are practicing?</td>
<td>Yes, n (%)</td>
</tr>
<tr>
<td>Are there coronavirus disease cases in the city in which you are practicing?</td>
<td>215 (97)</td>
</tr>
<tr>
<td>Are there coronavirus disease cases in the hospital in which you are practicing?</td>
<td>172 (77)</td>
</tr>
<tr>
<td>Are there coronavirus disease cases in your department?</td>
<td>54 (24)</td>
</tr>
<tr>
<td>Are there coronavirus disease cases among your own patients?</td>
<td>41 (18)</td>
</tr>
</tbody>
</table>
When asked about the priority of prescribing anticancer treatments during the COVID-19 pandemic, 50% (n=111) and 48% (n=107) of the 222 surveyed oncologists indicated they did not prefer the virtual prescription of chemotherapy and novel immunotherapy, respectively (Figure 2). However, 85% (n=188), 74% (n=165), and 57% (n=127) of oncologists preferred the virtual prescription of hormonal therapy, bone modifying agents, and targeted therapy, respectively (Table 4).

When prescribing treatments virtually, all 222 respondents preferred treatments that are administered by the oral route and 53% (n=118) preferred the subcutaneous route. In contrast, 87% (n=193) of oncologists did not prefer the intravenous route for virtual prescriptions (Figure 3).

Of 222 respondents, more than 80% of oncologists preferred to continue neoadjuvant (n=184, 83%), adjuvant (n=183, 83%), and perioperative (n=176, 80%) treatments (Table 5). In addition, 53% (n=118) preferred to continue first-line palliative treatment. In contrast, 30% (n=68) and 21% (n=47) preferred to interrupt second- and third-line palliative treatment, respectively (Figure 4).

When the 222 oncologists were asked if they prefer to manage cases virtually, 46% (n=102) responded “Definitely,” 30% (n=67) responded “Probably,” 10% (n=22) answered “Neutral,” 11% (n=25) said “Probably not,” and 3% (n=6) said “Definitely not” (Figure 5). In total, 40% (n=87) of respondents reported that patients were satisfied with virtual management, while 18% (n=40) indicated patients were not satisfied, and 43% (n=95) answered “I don’t know.” Overall, 36% (n=80) of respondents indicated they are likely to continue virtual management after the pandemic, while 51% (n=112) said they will not, and 14% (n=30) answered “I don’t know.”
Figure 2. Respondents’ reported anti-cancer treatments that can be prescribed virtually.
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Table 4. Respondents’ reported anticancer treatments that can be prescribed virtually.

<table>
<thead>
<tr>
<th>Anticancer treatments</th>
<th>Strongly Agree, n (%)</th>
<th>Agree, n (%)</th>
<th>Neutral, n (%)</th>
<th>Disagree, n (%)</th>
<th>Strongly Disagree, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chemotherapy</td>
<td>7 (3)</td>
<td>60 (27)</td>
<td>45 (20)</td>
<td>84 (38)</td>
<td>26 (12)</td>
</tr>
<tr>
<td>Novel immunotherapy</td>
<td>8 (4)</td>
<td>61 (27)</td>
<td>46 (21)</td>
<td>78 (35)</td>
<td>29 (13)</td>
</tr>
<tr>
<td>Targeted therapy</td>
<td>27 (12)</td>
<td>100 (45)</td>
<td>47 (21)</td>
<td>36 (16)</td>
<td>12 (5)</td>
</tr>
<tr>
<td>Hormonal therapy</td>
<td>104 (47)</td>
<td>84 (38)</td>
<td>24 (110)</td>
<td>8 (4)</td>
<td>2 (10)</td>
</tr>
<tr>
<td>Bone modifying agents</td>
<td>72 (32)</td>
<td>93 (42)</td>
<td>38 (17)</td>
<td>18 (8)</td>
<td>1 (0.4)</td>
</tr>
</tbody>
</table>

Figure 3. Respondents’ reported anti-cancer treatments that can be prescribed virtually, by route. IV: intravenous. SC: subcutaneous.
Table 5. Respondents’ reported anticancer treatments that should not be interrupted.

<table>
<thead>
<tr>
<th>Treatments</th>
<th>Strongly Agree, n (%)</th>
<th>Agree, n (%)</th>
<th>Neutral, n (%)</th>
<th>Disagree, n (%)</th>
<th>Strongly Disagree, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Neoadjuvant</td>
<td>114 (51)</td>
<td>70 (32)</td>
<td>24 (11)</td>
<td>10 (5)</td>
<td>4 (2)</td>
</tr>
<tr>
<td>Adjuvant</td>
<td>77 (35)</td>
<td>106 (48)</td>
<td>29 (13)</td>
<td>8 (4)</td>
<td>2 (1)</td>
</tr>
<tr>
<td>Perioperative</td>
<td>66 (30)</td>
<td>110 (50)</td>
<td>34 (15)</td>
<td>10 (5)</td>
<td>2 (1)</td>
</tr>
<tr>
<td>First-line palliative</td>
<td>25 (11)</td>
<td>93 (42)</td>
<td>75 (34)</td>
<td>27 (12)</td>
<td>2 (1)</td>
</tr>
<tr>
<td>Second-line palliative</td>
<td>12 (5)</td>
<td>56 (25)</td>
<td>87 (39)</td>
<td>56 (25)</td>
<td>11 (5)</td>
</tr>
<tr>
<td>Third-line palliative</td>
<td>10 (5)</td>
<td>37 (17)</td>
<td>64 (29)</td>
<td>73 (33)</td>
<td>38 (17)</td>
</tr>
</tbody>
</table>

Figure 4. Respondents’ responses regarding which anti-cancer treatments should not be interrupted.
Figure 5. Respondents’ responses when asked if they prefer to manage cancer patients virtually.

Discussion

Overview

During the COVID-19 curfew, oncologists need to weigh the risks and benefits of anticancer treatments. Patients from distant geographical areas are affected the most. Virtual management (telemedicine) has been shown to reduce health costs and improve access to care. Examples of successful technology applications include symptoms management and supervision of satellite anticancer infusion suites [7]. To our knowledge, oncologists’ views about virtual management during the COVID-19 pandemic have not been described previously. Our work demonstrates that oncologists have a high level of awareness of virtual clinics, virtual multidisciplinary teams, and virtual prescriptions (82%, 79%, and 75%, respectively). However, despite this high level of awareness, oncologists’ actual involvement was significantly lower, as shown in Table 3. We presume these differences are related to the major challenges of virtual management faced by respondents, as shown in Figure 1. Challenges mentioned included a lack of physical examination (60%), patient’s awareness and access (59%), a lack of physical attendance of patients (42%), IT support (37%), and the safety of virtual management (35%). Nonetheless, we found that 46% of the surveyed oncologists responded that they “definitely” prefer to manage some cases virtually. However, only 36.0% will continue virtual management after the pandemic; we cannot explain why the proportion is low, although challenges and preferences with virtual management might be potential reasons.

No studies have previously described oncologists’ views about the priority of anticancer treatments during the COVID-19 pandemic. The results of our survey demonstrated that more than 80% of oncologists preferred to continue neoadjuvant, adjuvant, and perioperative treatments. Additionally, 53% reported their preference to continue first-line palliative treatment, in contrast to 20% and 30% that preferred to interrupt second- and third-line palliative treatment, respectively. These results are consistent with Hanna et al [16], where the proposed resources utilization, allocation, and prioritization of anticancer treatments indicated a high priority for curative treatments versus a low priority for palliative treatments. Of note, this model has not been tested in clinical studies. Other studies have shown that delaying adjuvant treatments was associated with inferior survival in colon cancer [17] and breast cancer [18].

Changing the drug administration route from intravenous to oral without compromising outcomes has been reported in the literature [19]. In our study, we found that 50% and 48% of oncologists did not prefer the virtual prescription of chemotherapy and novel immunotherapy, respectively; the majority are parenteral drugs. However, 85%, 74%, and 57% of oncologists preferred the virtual prescription of hormonal therapy; bone modifying agents, and targeted therapy, respectively; the majority are oral drugs. All respondents preferred the oral route, in keeping with Hofheinz et al [19], and 53% preferred the subcutaneous route for virtual prescription. In contrast, 87% of oncologists did not prefer the intravenous route for virtual prescription.

This study has several strengths. First, we described the views of oncologists on virtual management and the priority of anticancer treatments during the COVID-19 pandemic, which has not been reported previously. Second, we used a rigorous methodology for our instrument development, validation, and administration, as no appropriate instrument previously existed. Third, we used virtual snowball sampling to identify experts in the field of oncology in the region, as there are no lists or other obvious sources for locating all practicing oncologists who are members of societies or nonmembers. It is difficult to estimate the total size of the sample.

The limitations of our study include that the number of participants in the study was relatively small, and they were mostly from Saudi Arabia. One inherent weakness of this study is its restricted participation to the Arab world, which limits the inferences that can be drawn from the data. Another important limitation is that there were differences in respondent specialties, which included medical oncology, hematology, pediatric
oncology; half of the study group specialized in medical oncology. However, we tried to control for this by inviting more respondents to participate. Future research could be done with more specialties and the involvement of oncologists from different geographic regions.

Our study adds to the previous knowledge that oncologists have a high level of awareness about virtual management, although the doctors have lower actual involvement in virtual clinics, virtual multidisciplinary tumor boards, and virtual prescriptions. Our results confirm that oncologists’ views on the priority of anticancer treatments are consistent with the evolving literature during the COVID-19 pandemic.

Virtual management could be implemented as an evolving method to manage a selected group of patients with cancer who live in remote locations. Mclean et al [20] showed no differences in outcomes between telehealth and usual care. This would reduce the risk associated with hospital visits and of infection transmission. Examples of successful implementation include survivorship care, palliative care, symptoms management, and supervision of satellite anticancer infusion suites [7-9]. Similarly, this could be implemented for patients with routine follow-ups who have a low risk of relapse, as well as for patients receiving oral treatment, hormonal treatment, and bone modifying agents.

Challenges to virtual management should be addressed to improve the care of patients with cancer and to enhance oncologists’ actual involvement in virtual management. This can be done by improving patients’ awareness and access, improving IT support, assessing the safety of virtual management, and finding solutions to the need for physical attendance and physical examination. A number of questions remain unanswered, such as the safety of virtual management. Cancer care is complex and encompasses the need for direct doctor-patient encounters, clinical examination, medicolegal aspects, psychological support, privacy, and adequate infrastructure to support logistics. In addition, virtual management may only be feasible and applicable at some institutions. These are possible avenues for future research and will allow us to understand how these factors translate into the improvement of cancer care.

Taken together, virtual management is an evolving tool for caring for patients with cancer under certain circumstances. If it is implemented in the appropriate venues, it will improve access to care [6] and reduce the health care burden on patients with cancer. Virtual prescription of anticancer treatments during the COVID-19 pandemic has not been addressed before and is worth pursuing in further research.

Conclusions
In this regional survey, we found that oncologists have a high level of awareness about virtual management, with lower actual involvement with virtual clinics, virtual multidisciplinary tumor boards, and virtual prescriptions. Oncologists indicated that second- and third-line palliative treatments should be interrupted, while neoadjuvant, adjuvant, perioperative, and first-line palliative treatments should continue. Our results confirm that oncologists’ views on the priority of anticancer treatments are consistent with the evolving literature during the COVID-19 pandemic. Challenges to virtual management should be addressed to improve the care of patients with cancer.
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Abstract

During the coronavirus disease (COVID-19) pandemic, cardiologists have attempted to minimize risks to their patients by using telehealth to provide continuing care. Rapid implementation of video consultations in outpatient clinics for patients with heart disease can be challenging. We employed a design thinking tool called a customer journey to explore challenges and opportunities when using video communication software in the cardiology department of a regional hospital. Interviews were conducted with 5 patients with implanted devices, a nurse, an information technology manager and two cardiologists. Three lessons were identified based on these challenges and opportunities. Attention should be given to the ease of use of the technology, the meeting features, and the establishment of the connection between the cardiologist and the patient. Further, facilitating the role of an assistant (or virtual assistant) with the video consultation software who can manage the telehealth process may improve the success of video consultations. Employing design thinking to implement video consultations in cardiology and to further implement telehealth is crucial to build a resilient health care system that can address urgent needs beyond the COVID-19 pandemic.
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Introduction

The coronavirus disease (COVID-19) crisis has challenged health care professionals to rapidly reduce face-to-face consultations. To ensure care continuity, the use of telehealth is recommended [1]. Telehealth refers to the use of electronic services to support a broad range of remote services, such as patient care, education, and monitoring [2]. Many health systems have already invested in telehealth, and some primary care practices in the United States have appeared to adopt telehealth almost instantly [3-5].

In Belgium, cardiologists remotely triaged patients who were originally scheduled for face-to-face consultations; however, many consultations were postponed during the lockdown period. Some patients are afraid to come to the hospital due to the risk of contracting COVID-19. This increases the likelihood that patients will stay at home or postpone consultations despite deteriorating symptoms. In fact, a declining incidence of acute myocardial infarction has been witnessed in the United States during the COVID-19 pandemic [6]. However, early detection of atrial fibrillation is crucial to prevent stroke, which is a leading cause of death globally [7,8]. In addition, early detection of heart failure is necessary to prevent hospitalization and death [9].

Telehealth can help mitigate these risks by enabling continued monitoring of patients. Various telehealth solutions can be leveraged for remote cardiology monitoring [1], such as video communication software and implanted devices. The adoption
of these tools is now being facilitated because financial and reimbursement restrictions are being lifted; however, further measures are needed for wider adoption of telehealth [4,10,11].

Given that rapid acceptance of telehealth during COVID-19 is critical, telehealth technologies must be easy to implement and to scale up. To achieve this, we employed design thinking [12,13] to learn from the experiences of a cardiology practice in a regional Belgian hospital where video consultations are rapidly being implemented.

**Design Thinking**

Design thinking aims to identify and solve problems in a systematic and collaborative way [12,13]. Collaborative design methods are widely used to improve electronic health (eHealth) [14], including the development of eHealth to assist heart patients with self-management [15-19]. However, design thinking research focusing on video communication software with heart patients is lacking. We used a design thinking tool called a customer journey to empathize with all stakeholders, identify the challenges facing each stakeholder, and identify opportunities to redesign the service [12]. To develop the customer journey, PV conducted telephone interviews to map the experience of the lead hospital information technology (IT) manager (who liaised with the legal team), a research nurse (KDJ), the treating cardiologist (YV), and the head of the Department of Cardiology (RT). Five patients with an implanted cardioverter-defibrillator device (ICD) were interviewed by a nurse (KDJ) shortly after the end of each video consultation about their experience. The data were analyzed in PowerPoint (Microsoft Corporation).

The treating cardiologist (YV) identified 13 patients with an ICD who were scheduled for face-to-face consultations in the outpatient clinic. The ICD patient population was prioritized because these patients could especially benefit from telehealth due to the opportunity to access their heart monitoring data remotely. These patients did not have any urgent needs, did not require a physical examination with hospital equipment, and had a telephone number on record. Of these 13 patients, 5 (38%, aged 43-64 years) were eligible for a video consultation. Of the 8 patients who were not eligible, 2 (25%) lacked a smartphone or computer, 2 (25%) were not reachable by telephone, 3 (38%) lacked the functionality for remote monitoring, and 1 (13%) had progressed to needing more urgent care.

### Challenges and Opportunities for Stakeholders

The customer journey (Figure 1) shows the actions taken by stakeholders in parallel rows and the touch points (blue and white circles) where the patient is in contact with healthcare professionals. Three areas of challenges (triangles) and opportunities (lightbulbs) are illustrated: the lower left area is related to the provision of technology, the center area is related to inviting the patient to the consultation, and the right area relates to when the patient joins the meeting and the video consultation starts.

**Figure 1.** Customer journey of a video consultation for a patient with an implanted device. IT: information technology. SMS: short message service.

### Video Consultation Technology: Need for Integration, Fewer Steps, and Long-Term Prospects

Available video consultation solutions were explored with the IT and legal teams based on ease of use and suitability for the patient group, short-term implementation for all stakeholders, adaptability, financial constraints, and compliance with the European Union General Data Protection Regulation (GDPR). Skype for Business (Microsoft Corporation) was accessible by all physicians, as it was installed across the hospital on desktop computers. Given its strong security, lack of additional cost, and availability in the hospital, this appeared to be a good option.
However, Skype for Business is a rigid software package that will soon be replaced by Microsoft Teams. Eventually, video communication software will be integrated into the electronic patient record software, as is already the case in larger academic hospitals in Belgium. Therefore, Skype for Business demonstrated little adaptability and no long-term prospects. Given that it would still be necessary to provide training to health care professionals and patients, other software was considered. No solution could be identified that integrated video communication software with ICD monitoring, which would suit the patients best (challenge). However, other video communication software was tested, including Zoom (Basic account, Zoom Video Communications Inc). The cardiologist was given remote training on Zoom by the researchers while they simultaneously tested its functionalities compared to Skype for Business. They considered that Zoom was easier to use, as the patient would not need to install a software package on their computer and would need to complete fewer steps to use the desktop version or smartphone app (opportunity). The IT and legal teams had heavy workloads and were only able to provide limited technical support, such as a user manual.

Receiving the Meeting Invitation: Adapting the Settings
The nurse first called each patient to make an appointment for a consultation by telephone or video. If the patient preferred a video call, they were asked if they would like to receive the call through an app on their smartphone or on a desktop computer. Video consultation appointments were made using Zoom. To reduce the workload for the cardiologist, the nurse was responsible for making appointments and was then made the host of each meeting (opportunity). Here, opportunities were identified to improve safety by changing meeting settings with a password. Other settings were changed to reduce the number of steps the patient was required to take; immediate activation of the camera was enabled when joining a meeting, bypassing the waiting room function. After these steps were completed, a link with the invitation to the video consultation was sent to the patient. Here, another opportunity was identified to circumvent email use if the patient planned to use the app by sending them the link via SMS text message. However, this required the nurse to use an anonymous mobile phone number. Patients using the desktop version of Zoom were sent an invitation link via email.

Joining Meetings: Need for a Virtual Assistant
Before the start of a video consultation, the nurse prepared two screens (opportunity). On one screen, the cardiologist could log in to the patient’s device, while the other screen was prepared to show the video communication software. For all the video consultations, a backup plan was established to switch to telephone and continue the consultation on an audio-only basis. The nurse was present throughout the entire VC process to help manage problems with communication connections and record the experiences of the patient and the cardiologist.

In 2 of the 5 video consultations, the patient and the cardiologist were connected with both audio and video via Zoom. In the four cases in which a video connection was established, even without audio (replaced by audio from a telephone), the patients were positive about the experience; however, for the one case in which the video connection could not be established, the patient was disappointed. Key challenges were identified due to failures of the video or audio on either the patient’s or the cardiologist’s side (3 times): in one case, the cardiologist’s computer ran too slowly, in another case, the patient had not signed into the Zoom meeting, and in another case, the patient could not join the Zoom meeting. In addition, the patients were not always immediately in front of their devices at the start of the meeting. The nurse had to attempt to manage these problems in the moment on both the cardiologist and patient sides. However, connections could not always be established or re-established. This reveals the need for more advanced training on the use of video communication software before adopting video consultations, for both patients and health care professionals.

Opportunities were identified to improve the audio and video connections between the patient and the cardiologist. First, the nurse could test the Zoom video and audio links with the cardiologist’s and patient’s devices before the start of the consultation. This would require the nurse to be the host for all scheduled video consultations before the consultations start. For example, before the first consultation started, the nurse as the host could conduct a test conversation using the cardiologist’s device to determine if the audio and video were functional and if the connection with the heart device was functioning. Following this, the cardiologist could take over the account from the nurse to start the consultation. The nurse could then prepare the next scheduled patient for their video consultation by starting the next meeting as the host and checking the audio and video connections between the patient’s device and the local device by holding a test conversation.

Currently, there are technical challenges in implementing this workflow, as the meeting host cannot simultaneously start and manage multiple meetings [20]. No other video communication software could be immediately identified that would overcome this obstacle. It may be possible for a chatbot or similar automated diagnostic system to help the patient navigate the steps on their own to test the audio or video connection. All these potential solutions would require additional training for the patients and health care professionals.

Lessons to Improve Video Consultations in Cardiology
We employed a design thinking tool called a customer journey, which revealed several challenges and opportunities for stakeholders in a cardiology practice when testing video consultation software. Three lessons were identified to improve the experience for stakeholders:

Ease of Using the Technology
Attempt to reduce the number of clicks or screens that must be navigated to get to a meeting and preferably avoid downloading or registration of software and activation of a microphone or video camera (these appear to be easier to manage on a smartphone). Ideally, provide the ability to access data on implanted devices and video communication software in one integrated software solution.
Meeting Features
Ensure the video consultations are secure (ie, use a password and data encryption in line with the GDPR) and facilitate the establishment of video and audio connections by automatically starting microphone and video devices for both the health care professional and the patient. Use a convenient method to send information about the meeting to the patient, such as an SMS text message or email, depending on the wishes of the patient.

Management of Video and Audio Connections
Reduce the time spent preparing and managing connectivity. One option would be for a nurse to concurrently host multiple meetings to streamline the process of switching between consultations. If this option is not available or proves to be inadequate, it will be crucial to provide additional training for patients and health care professionals. It is therefore important to select a system that will not require time-consuming training, preferably one with an automated testing system (if available).

Future Considerations
Looking toward the future, the population of heart patients in need of remote care is likely to grow given the prolongation of the COVID-19 pandemic. Using design thinking to improve telehealth for patients who are at risk of acute health problems, such as heart attack and atrial fibrillation, is therefore increasingly urgent. Remote diagnostic tools, such as remote electrocardiogram (ECG) technology, could be integrated into telehealth video communication software, as in smartphones [21]. Although there are some consumer devices on the market with up to six ECG leads [22,23], their use is still limited due to legal obstacles or financial concerns (linked to reimbursement).

Limitations
This short design thinking study was limited due to the physical constraints of COVID-19. The data collection would have benefited from more field observations. In addition, to prevent delays in the implementation process of the video consultation software, the traditional problem exploration process started immediately through testing existing software solutions. Therefore, some problems and solutions for the stakeholders may remain unexplored.

Conclusion
These initial insights highlight that even though financial regulations currently favor the use of video consultations [4,10,11], we identified many practical obstacles from a user perspective that have critical implications. Employing design thinking and involving all relevant stakeholders may help overcome these obstacles and aid further integration of telehealth and other medical device software. This further resonates with the call of the American Heart Association to conduct more human-centered research in this area [24]. In conclusion, employing design thinking to implement video consultations in cardiology and to further implement telehealth is crucial to build a resilient health care system that can address urgent needs beyond the COVID-19 pandemic.
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Abstract
Background: An infodemic is an overabundance of information—some accurate and some not—that occurs during an epidemic. In a similar manner to an epidemic, it spreads between humans via digital and physical information systems. It makes it hard for people to find trustworthy sources and reliable guidance when they need it.

Objective: A World Health Organization (WHO) technical consultation on responding to the infodemic related to the coronavirus disease (COVID-19) pandemic was held, entirely online, to crowdsource suggested actions for a framework for infodemic management.

Methods: A group of policymakers, public health professionals, researchers, students, and other concerned stakeholders was joined by representatives of the media, social media platforms, various private sector organizations, and civil society to suggest and discuss actions for all parts of society, and multiple related professional and scientific disciplines, methods, and technologies.

A total of 594 ideas for actions were crowdsourced online during the discussions and consolidated into suggestions for an infodemic management framework.

Results: The analysis team distilled the suggestions into a set of 50 proposed actions for a framework for managing infodemics in health emergencies. The consultation revealed six policy implications to consider. First, interventions and messages must be based on science and evidence, and must reach citizens and enable them to make informed decisions on how to protect themselves and their communities in a health emergency. Second, knowledge should be translated into actionable behavior-change messages, presented in ways that are understood by and accessible to all individuals in all parts of all societies. Third, governments should reach out to key communities to ensure their concerns and information needs are understood, tailoring advice and messages to address the audiences they represent. Fourth, to strengthen the analysis and amplification of information impact, strategic partnerships should be formed across all sectors, including but not limited to the social media and technology sectors, academia, and civil society. Fifth, health authorities should ensure that these actions are informed by reliable information that helps them understand the circulating narratives and changes in the flow of information, questions, and misinformation in communities. Sixth, following experiences to date in responding to the COVID-19 infodemic and the lessons from other disease outbreaks, infodemic management approaches should be further developed to support preparedness and response, and to inform risk mitigation, and be enhanced through data science and sociobehavioral and other research.

Conclusions: The first version of this framework proposes five action areas in which WHO Member States and actors within society can apply, according to their mandate, an infodemic management approach adapted to national contexts and practices. Responses to the COVID-19 pandemic and the related infodemic require swift, regular, systematic, and coordinated action from multiple sectors of society and government. It remains crucial that we promote trusted information and fight misinformation, thereby helping save lives.

(J Med Internet Res 2020;22(6):e19659) doi:10.2196/19659
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Introduction

A pneumonia of unknown cause detected in Wuhan, China was first reported to the World Health Organization (WHO) Country Office in China on December 31, 2019. The disease, caused by a novel coronavirus, was subsequently named the coronavirus disease (COVID-19) and declared a Public Health Emergency of International Concern on January 30, 2020. On March 11, 2020, the WHO characterized the outbreak as a pandemic. As of June 2, 2020, more than 6.1 million cases of COVID-19 had been reported in over 200 countries and territories, resulting in more than 373,500 deaths, as reported to the WHO [1].

On February 15, 2020, the WHO Director-General Tedros Adhanom Ghebreyesus raised the concern that the epidemic was accompanied by an infodemic [2]. An infodemic is an overabundance of information—some accurate and some not—that occurs during an epidemic [3]. In a similar manner to an epidemic, it spreads between humans via digital and physical information systems. It makes it hard for people to find trustworthy sources and reliable guidance when they need it [4]. People need accurate information during epidemics to modify their behavior and protect themselves, their families, and their communities against the infection. An infodemic cannot be eliminated, but it can be managed. The management of an infodemic becomes more challenging with social media and the rapid spread of information. Similar to epidemics, the information spreads further and faster, propagated by the interconnected ways in which information is disseminated and consumed through the web, digital and social media, chat apps, TV, radio, and other communication channels.

In the context of the COVID-19 pandemic, the infodemic is exacerbated by the global scale of the emergency. Importantly, even though some misinformation may just be confusing, many false and misleading claims such as those about fake or questionable cures, or incorrect recommendations about prevention or public behavior can be harmful to life and can exacerbate the outbreak. The infodemic can be even more challenging to manage when health information messages and facts are incorporated into political narratives and online commentary that is not grounded in verified facts and evidence. At the same time, however, with the vast amount of information related to the spread of the virus, online and offline interactions,
and public opinions expressed on social media can also be valuable sources of knowledge when analyzing the dynamics of the pandemic. For instance, they can help us gauge public sentiment toward different public health measures, analyze adherence to prevention approaches, develop effective public health campaigns, track and map symptoms, predict outbreaks, and detect and combat misinformation. Big data sources and unstructured text data sets can be used alongside official and established ones for real-time analytics and modeling as part of infodemic and pandemic management—although such use cases for data also raise questions related to privacy, security, and the ethics of using public and private data sets.

To counter and understand the rapidly changing landscape of the COVID-19 infodemic and develop effective strategies to mitigate its negative side effects such as the spread of misinformation, on April 7 and 8, 2020, the WHO Information Network for Epidemics (EPI-WIN) organized a 2-day global online consultation on managing the infodemic. The meeting materials, recordings of sessions, and summary illustrations of discussion are available on the WHO website [5]. This paper summarizes the proceedings and outcomes of the consultation and recommendations for further action by the WHO, its Member States, and other stakeholders.

Methods

The aim of this consultation was to crowdsource ideas to form a novel COVID-19 infodemic response framework. A 2-day online consultation with four plenary sessions and a brainstorming session was conducted entirely online using three information and communication platforms: Zoom, Slido, and Twitter. The plenary sessions used the Zoom platform for 19 talks by 21 presenters and 3 discussants. The speakers were identified based on discussion among key staff in the WHO COVID-19 infodemic management response pillar and a search of academic and grey literature for authors in key topics of interest.

Invitations to participate in the consultation were sent out through existing global and regional networks with the aim of bringing together a community of key partners already working to address the infodemic from different perspectives, including but not limited to risk communication, health information systems, research and science, policy analysis, evidence synthesis, digital health, community response, and humanitarian response. All participants were also encouraged to post their thoughts and engage with the wider audience using Twitter and the hashtag #infodemicCOVID19.

The first panel of the meeting consisted of speakers who outlined key perspectives on the infodemic from the points of view of the WHO, national health policy makers, institutes of public health, the news and media, social media platforms, the private sector, publishers of scientific journals, sociobehavioral science, and civil society. The speakers on subsequent panels presented relevant methods, tools, and evidence from past and current experiences dealing with the COVID-19 infodemic. The talks covered a wide range of topics, including risk communication and community engagement in outbreaks; fact-checking practices; identification and response strategies for misinformation; sociobehavioral science research methods; and the use of social listening, artificial intelligence (AI), and computational methods to produce insights for infodemic response decision making. The recommendations from the talks were factored into the subsequent analysis of the actions proposed by the wider group of online participants.

Only panelists and moderators were able to use audio during the Zoom webinar. In parallel, questions were submitted by participants through Slido, a question and answer as well as polling platform. Participants were able to upvote relevant questions and discuss the questions with each other by replying to the questions and comments posted on Slido. Moderators selected the three or four most upvoted questions at the end of each session to pose to panelists. Plenary sessions ran each day from 2 PM to 5 PM Central European Time (CET) to facilitate participation from a wide range of different time zones.

Slido was also used to crowdsource ideas from participants and panelists concerning the elements of a future infodemic management framework. Four breakout topics were established for which ideas could be submitted using Slido from 3 PM CET on April 7, 2020, to 12 PM CET on April 9, 2020. For the final meeting session on April 8, organizers prepared a preliminary narrative analysis of submitted ideas and organized them into subcategories of four thematic areas. For each subcategory, the most frequently named and most innovative ideas were collected for narrative categorization and summary. The selection of ideas was based on the frequency with which an idea was mentioned, the number of likes and replies it generated via Slido, and a qualitative analysis by the WHO analysis team. During the review of the submissions, similar proposals were merged into combined suggestions, and multi-thematic submissions were included in the relevant thematic areas of analysis. Two invited policy makers from the Ministry of Health of Thailand and the Ministry for Health of Malta received the preliminary summary of the narrative 90 minutes before the final session so that they could respond to it with their perspectives and comments. After the submission period for ideas closed on April 9, a final narrative analysis was conducted for all ideas submitted on the platform, including through meeting comments. That summary forms the results of this paper.

After the consultation concluded, the WHO EPI-WIN team conducted an after-action review of the meeting and disseminated lessons from the process of organizing the meeting through the WHO’s internal knowledge-sharing networks. A set of follow-up actions and network-building activities was outlined so that the WHO team could engage and foster communities that contribute to the infodemic response.

Results

Meeting Participants and Discussions

A total of 1483 individuals from 111 countries and territories registered for the consultation, with 1375 and 1169 participants joining the consultation on day 1 and day 2, respectively. Registered individuals self-reported as representing the following sectors: academia or research (32%), nongovernmental organizations (21%), the private sector (17%), United Nations
or intergovernmental organizations (12%), public health authorities or government (9%), health care professionals (5%), civil society (4%), and students (2%).

The presenters embodied a diverse, multidisciplinary array of thinking, providing the perspectives of the WHO, the media, government and policy makers, institutes of public health, scientific publishers, social media companies, academia, the private sector, civil society, and the humanitarian sector. They discussed approaches to studying the infodemic using conceptual, web-based, and sociobehavioral approaches, as well as social media analytics, and they demonstrated various tools and techniques designed to check facts and measure and respond to the infodemic. The discussions were grounded in lessons from the speakers’ past experiences and research.

Both the presentations and the follow-up emphasized that we are living in an interconnected world, in which the infodemic recognizes no boundaries. Information is transmitted and shared worldwide, traveling fast through social media apps and platforms, online forums, news sites, television, radio, and many other channels. Citizens exchange information more quickly than ever before, collectively experiencing in their own everyday lives the effects and changes brought about by the pandemic and the actions undertaken to respond to it. At the same time, those supporting the response are also experiencing the pandemic and infodemic through their families and communities, as well as in their professional work and networks.

Analysis of Suggested Actions

Using a narrative analysis, we further grouped the submitted ideas into a set of five COVID-19 infodemic management areas: (1) scanning and verifying evidence (18%); (2) explaining the science (20%); (3) amplifying the reach of messages (44%); (4) measuring the infodemic and assessing trends and impacts (12%); and (5) coordination and governance (6%). The 594 collected suggestions were further summarized by theme (Figure 1).

**Figure 1.** Summary categorization and count of ideas submitted by the end of the consultation period. WHO: World Health Organization.
Almost half of the proposed actions dealt with how to amplify the reach of credible messages. They suggested specific actions that the WHO or Member States could undertake, such as providing coordination and development of guidelines and frameworks; building coalitions with UN agencies, fact-checking organizations, data scientists, the AI community, social media companies, and journalists; and generating specific communication strategies and tools to reach all communities and vulnerable groups. In addition, many called for specific practical actions such as tailoring messages to specific audiences, mindful of context and literacy; developing dashboards to monitor the infodemic; developing and applying research methods to understand the infodemic at the level of information flows, populations, individuals, and communities; and analyzing the adherence to, and impact of, public health measures.

The recommendations and ideas submitted indicate that we lean on existing infodemic experience, knowledge, and tools from a range of sources, including lessons from previous outbreaks such as Zika, severe acute respiratory syndrome, and Ebola; studies on misinformation around vaccine safety and methods for addressing vaccine communication, trust, and misinformation; existing tools for reaching communities with lower internet use or literacy; and experience in community outreach and humanitarian action. At the same time, new tools were suggested to assist the process of reviewing information and taking action, and to simplify the generation and dissemination of information, messages, and materials. It was suggested that we use multidisciplinary approaches in research and analysis, such as AI for natural language processing or treatment of unstructured and text data, as well as sociobehavioral, ethnographic, and medical anthropology research methods. The submissions also called for cooperation and coordination between governments, public health authorities, journalists, fact checkers, communities, social media, the private sector, academia, and others. A detailed mind map of suggestions for action is available in Multimedia Appendix 1.

**Policy Implications**

The analysis team further distilled the results of the consultation into a set of 50 proposed actions for a framework for managing infodemics in health emergencies (see Multimedia Appendix 2). The consultation revealed six implications for governments and policy makers to consider.

First, interventions and messages must be based on science and evidence, and must reach citizens and enable them to make informed decisions on how to protect themselves and their communities in a health emergency [6,7]. These basic foundations of emergency preparedness and response have been challenged and adapted in the current pandemic context by the rapid exchange of information and consequent shortened time frames for decision making.

To be able to provide policy solutions to the challenges caused by the infodemic, we must acknowledge the challenges that exist in managing the creation and dissemination of trusted information so that it is not excessive, overwhelming, or confusing and deciding when and how to counter misinformation.

- Work is required to slow down and streamline the flow of information of all kinds. This should be guided by a unified strategy for producing and disseminating trusted information, and a constantly updated set of guidelines to counter and correct misinformation using a measured approach firmly grounded in state-of-the-art sociobehavioral research. COVID-19 has resulted in an explosion of evidence generation and synthesis activities—“not only an ‘infodemic on top of the pandemic,’ but also an ‘infodemic on top of the infodemic’” [8]. These activities should be internationally coordinated to avoid duplication while guaranteeing epistemic diversity.

- As the body of evidence grows during an emergency, guidelines and messages may change or be amended. Care needs to be taken to ensure propagation of up-to-date information to communities and individuals through all appropriate channels, including to those communities for which web-based sources are not the primary source of information and those for which information needs to be adapted to local languages, literacy levels, and contexts.

- In parallel, scientific findings must be collated, reviewed, appraised, and assessed for relevance to help form recommendations and policies that have the greatest possible positive impact on the health of individuals and populations [9]. Scientific and public health institutions have central roles to play in this process. Editors of medical journals could also help manage the infodemic problem by, for example, producing plain language summaries for journalists and the public to accompany each article related to COVID-19.

- The capacity must be in place to promote trusted content; check facts; and monitor, verify, report, and respond to misinformation. Work is required to verify and counter the spread of misinformation and introduce effective regulatory approaches to limit its impact. This could be strengthened through partnerships between public health authorities, communities, journalists, fact-checking initiatives, social media platforms, and other communication channels.

Second, knowledge should be translated into actionable behavior-change messages, presented in ways that are understood by and accessible to all individuals in all parts of all societies. Cultural and contextual sensitivity in the platforms and messages used, and translation into local languages are essential. Coordinated work and partnering with a variety of stakeholders, including civil society, is required to ensure the availability of information targeted at vulnerable or hard-to-reach communities via nondigital routes. An on-the-ground network of global field workers could help reach out to highly vulnerable people to ensure they can access reliable information, as many citizens around the world still do not have access to pandemic information on the internet.

Third, governments should reach out to key communities to ensure their concerns and information needs are understood, tailoring advice and messages to address the audiences they represent. Through this process, communities of all kinds, whether neighborhood, religious, professional, or otherwise,
should amplify the right public health messages in ways that are user-friendly and can lead to the right changes in behavior. For example, active engagement calls and dialogue could be established between public health authorities and private sector employers, telecom companies, the food and agriculture sector, faith-based organizations, health care and medical professional associations, and the media.

Fourth, to strengthen the analysis and amplification of information impact, strategic partnerships should be formed across all sectors, including but not limited to the social media and technology sectors, academia, and civil society. Through strategic partnerships with health authorities, these platforms can place and prioritize relevant information and advice, ensuring it is seen by citizens, helping to fact-check, measuring and describing the infodemic, tracking trends, and observing and analyzing the impact of messages and interventions on population behavior. There is a wealth of information on these platforms that can help us to understand the sentiments of different populations and guide effective public health measures. Rather than a complement to public health, the infodemic dimension should be considered a pillar of an integrative approach to public health in complex knowledge societies.

Fifth, health authorities should ensure that these actions are informed by reliable information that helps them understand the circulating narratives and changes in the flow of information, questions, and misinformation in communities. Analysis of online conversations; narratives; and TV, radio, and news media could be systematically applied and paired with fact-checking resources. Analysis of circulating narratives, knowledge, risk perceptions, behaviors, and trust at population and community levels could provide rapid snapshots to inform appropriate policy interventions. Mixed-methods research can monitor trends in acceptance of public health measures. Examples of such research methods include sociobehavioral research and sentiment and media analysis of digital information from online conversations; TV, radio, and news media; and community dipstick surveys.

Sixth, following experiences to date in responding to the COVID-19 infodemic and the lessons from other disease outbreaks, infodemic management approaches should be further developed to support preparedness and response, and to inform risk mitigation, and enhanced through data science and sociobehavioral and other research.

**Discussion**

This WHO technical consultation was entirely held online, with no panelists or participants travelling to the meeting. In terms of the number of participants, it was one of the biggest meetings ever convened by the WHO—comparable to the annual World Health Assembly. It was also the first consultation to address the phenomenon of infodemic management in health emergencies. This online consultation was an effective and cost-efficient way of reaching and interacting with a large and diverse community and producing solid outcomes.

The infodemic impacts citizens in every country, and addressing it is a new and centrally important challenge in responding to the COVID-19 pandemic—and will be so for future pandemics. The consultation discussions and online brainstorming generated clear themes that can inform discussions and actions for effective management of infodemics in all countries. The participants, presenters, and experts collectively agreed that, today more than ever, it is crucially important for authorities, other stakeholders, and the public to have access to the right data and information, at the right time, and in the right formats. The better the data and information available at all levels, the smarter and more effective the response to the pandemic will be [10].

The extraordinary interdependence of the sociobehavioral dimension of the pandemic with individual and public health makes the infodemic a serious threat but is also an opportunity to shape views and behaviors in our societies. The spread of misinformation [11,12] can trigger behavioral responses that, in turn, can further expose individuals and communities to health risks. Although the impact of misinformation on society is still under scrutiny, there is increasingly convincing evidence that deliberate misinformation operations and social manipulation [13] have taken place during major events in the past—including in several high profile political instances [14]—and that they might play an important role during other high profile, strategically important or exceptional events, including the COVID-19 pandemic.

In the study of epidemics, epidemiology experienced a turning point during the 20th century through the application of mathematical and statistical methods to this scientific field. In the study of infodemics, the 21st century will see the development of infodemiology, a novel scientific discipline required to unravel the complex propagation patterns of the infodemic. In practice, infodemiology requires a transdisciplinary approach integrating applied mathematics, social, and behavioral sciences; communication and information science; digital health research; data science; and complexity science. This scientific discipline, as it addresses research priorities driven by health policy-making needs, can generate evidence to inform the development of tools, methods, and infodemic management interventions, and contribute to the monitoring of public health interventions during outbreaks, thus strengthening outbreak preparedness and response in health emergencies.

Responses to the COVID-19 pandemic and the related infodemic require swift, regular, systematic, and coordinated action from multiple sectors of society and government. It remains crucial that we promote trusted information and fight misinformation, thereby contributing to saving lives as the pandemic continues to unfold and run its course. This requires timely translation of evidence into knowledge that people can use, adapted to their local cultures, languages, and contexts. This needs to be supported by facts and analytics, backed up with constant monitoring of the impact of trusted information, and work to counteract misinformation.

We call on citizens from all parts of society to demand reliable, evidence-based information, and to take actions that empower their communities to use trusted information to protect the most vulnerable and themselves.
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Abstract

Background: Coronavirus disease (COVID-19) has spread explosively worldwide since the beginning of 2020. According to a multinational consensus statement from the Fleischner Society, computed tomography (CT) is a relevant screening tool due to its higher sensitivity for detecting early pneumonic changes. However, physicians are extremely occupied fighting COVID-19 in this era of worldwide crisis. Thus, it is crucial to accelerate the development of an artificial intelligence (AI) diagnostic tool to support physicians.

Objective: We aimed to rapidly develop an AI technique to diagnose COVID-19 pneumonia in CT images and differentiate it from non–COVID-19 pneumonia and nonpneumonia diseases.

Methods: A simple 2D deep learning framework, named the fast-track COVID-19 classification network (FCONet), was developed to diagnose COVID-19 pneumonia based on a single chest CT image. FCONet was developed by transfer learning using one of four state-of-the-art pretrained deep learning models (VGG16, ResNet-50, Inception-v3, or Xception) as a backbone. For training and testing of FCONet, we collected 3993 chest CT images of patients with COVID-19 pneumonia, other pneumonia, and nonpneumonia diseases from Wonkwang University Hospital, Chonnam National University Hospital, and the Italian Society of Medical and Interventional Radiology public database. These CT images were split into a training set and a testing set at a ratio of 8:2. For the testing data set, the diagnostic performance of the four pretrained FCONet models to diagnose COVID-19 pneumonia was compared. In addition, we tested the FCONet models on an external testing data set extracted from embedded low-quality chest CT images of COVID-19 pneumonia in recently published papers.

Results: Among the four pretrained models of FCONet, ResNet-50 showed excellent diagnostic performance (sensitivity 99.58%, specificity 100.00%, and accuracy 99.87%) and outperformed the other three pretrained models in the testing data set. In the additional external testing data set using low-quality CT images, the detection accuracy of the ResNet-50 model was the highest (96.97%), followed by Xception, Inception-v3, and VGG16 (90.71%, 89.38%, and 87.12%, respectively).
Conclusions: FCONet, a simple 2D deep learning framework based on a single chest CT image, provides excellent diagnostic performance in detecting COVID-19 pneumonia. Based on our testing data set, the FCONet model based on ResNet-50 appears to be the best model, as it outperformed other FCONet models based on VGG16, Xception, and Inception-v3.

(J Med Internet Res 2020;22(6):e19569) doi:10.2196/19569
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Introduction

The coronavirus disease (COVID-19) pandemic is currently a global health crisis; more than 1,700,000 cases had been confirmed worldwide and more than 100,000 deaths had occurred at the time of writing this paper [1]. COVID-19, an infection caused by severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2), is highly contagious and has spread rapidly worldwide. In severe cases, COVID-19 can lead to acute respiratory distress, multiple organ failure, and eventually death. Countries are racing to slow the spread of the virus by testing and treating patients in the early stage as well as quarantining people who are at high risk of exposure due to close contact with patients with confirmed infection. In addition, early diagnosis and aggressive treatment are crucial to saving the lives of patients with confirmed infection [2].

COVID-19 is typically confirmed by viral nucleic acid detection using reverse transcription–polymerase chain reaction (RT-PCR) [3]. However, the sensitivity of RT-PCR may not be sufficiently high; it ranges from 37% to 71% according to early reports [4-6]. Thus, RT-PCR can afford a substantial number of false negative results due to inadequate specimen collection, improper extraction of nucleic acid from the specimen, or collection at a too-early stage of infection. A chest computed tomography (CT) scan can be used as an important tool to diagnose COVID-19 in cases with false negative results by RT-PCR [6-9].

Recently, a multinational consensus statement from the Fleischner Society was issued to guide chest imaging during the COVID-19 pandemic in different clinical settings [6]. According to this consensus statement, in a setting such as South Korea, where detecting patients at an early stage and isolating all patients and people with high risk of exposure is essential, CT is a relevant screening tool due to its greater sensitivity for detecting early pneumatic changes. CT can also contribute to the management and triage of the disease by detecting severe cases. In addition, chest CT is noninvasive and is easy to perform in an equipped facility.

However, radiologic diagnostic support is not maintained 24 hours per day in many institutions [10]. In addition, CT may show similar imaging features between COVID-19 and other types of pneumonia, thus hampering correct diagnosis by radiologists. Indeed, in a study that evaluated radiologists’ performance in differentiating COVID-19 from other viral pneumonia, the median values and ranges of sensitivity and specificity were 83% (67%-97%) and 96.5% (7%-100%), respectively [11].

The use of artificial intelligence (AI) may help overcome these issues, as AI can help maintain diagnostic radiology support in real time and with increased sensitivity [8,12]. In this era of worldwide crisis, it is crucial to accelerate the development of AI techniques to detect COVID-19 and to differentiate it from non–COVID-19 pneumonia and nonpneumonia diseases in CT images. Therefore, we aimed to rapidly develop an AI technique using all available CT images from our institution as well as publicly available data.

Methods

Data Sets and Imaging Protocol

This study was approved by the institutional review boards of Wonkwang University Hospital (WKUH) and Chonnam National University Hospital (CNUH). Informed consent was waived. Table 1 summarizes the training, testing, and additional validation data sets. In this study, we initially collected data from 3993 chest CT images, which were categorized into COVID-19, other pneumonia, and nonpneumonia disease groups.

For the COVID-19 data group, we used a total of 1194 chest CT images: 673 chest CT images (56.3%, from 13 patients) from CNUH, 421 images (35.3%, from 7 patients) from WKUH, and 100 images (83.8%, 60 patients) from the Italian Society of Medical and Interventional Radiology (SIRM) public database [13]. The 20 patients from CNUH and WKUH included 9 male patients and 11 female patients, with an average age of 59.6 years (SD 17.2). Regarding the COVID-19 data from WKUH and CNUH, all the patients with COVID-19 tested positive for the virus by RT-PCR viral detection, and the CT images were acquired between December 31, 2019 and March 25, 2020. The median period from symptom onset to the first chest CT examination was 8 days (range 2-20 days). The most common symptoms were fever (75%) and myalgia (30%). In addition, according to previous studies related to COVID-19 by Zhao’s group [14] from January 19 and March 25, 2020, 264 low-quality chest CT images were used as additional testing data. In summary, 1194 COVID-19 images (80 patients) from WKUH, CNUH, and SIRM were split into the training data set (955 images, 80.0%) and testing data set (239 images, 20.0%). For the additional testing, 264 COVID-19 images (264 patients) from the low-quality image data set were used.
Table 1. Summary of the training, testing, and additional testing data sets (N=4257).

<table>
<thead>
<tr>
<th>Data type, data source, and data group</th>
<th>Training images, n (%)</th>
<th>Testing images, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Training and testing data</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>WKUHa</td>
<td></td>
<td></td>
</tr>
<tr>
<td>COVID-19 pneumonia (n=121)</td>
<td>337 (80.0)</td>
<td>84 (20.0)</td>
</tr>
<tr>
<td>Other pneumonia (n=1357)</td>
<td>1086 (80.0)</td>
<td>271 (20.0)</td>
</tr>
<tr>
<td>Nonpneumonia and normal lung (n=998)</td>
<td>798 (80.0)</td>
<td>200 (20.0)</td>
</tr>
<tr>
<td>Lung cancer (n=444)</td>
<td>355 (80.0)</td>
<td>89 (20.0)</td>
</tr>
<tr>
<td>CNUHb</td>
<td></td>
<td></td>
</tr>
<tr>
<td>COVID-19 pneumonia (n=673)</td>
<td>538 (80.0)</td>
<td>135 (20.0)</td>
</tr>
<tr>
<td>SIRMc</td>
<td></td>
<td></td>
</tr>
<tr>
<td>COVID-19 pneumonia (n=100)</td>
<td>80 (80.0)</td>
<td>20 (20.0)</td>
</tr>
<tr>
<td><strong>Additional external testing data</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low-quality CT images from papers</td>
<td></td>
<td></td>
</tr>
<tr>
<td>COVID-19d pneumonia (n=264)</td>
<td>0 (0.0)</td>
<td>264 (100.0)</td>
</tr>
</tbody>
</table>

aWKUH: Wonkwang University Hospital.
bCNUH: Chonnam National University Hospital.
cSIRM: Italian Society of Medical and Interventional Radiology.

For the other pneumonia data group, we selected 1357 chest CT images from 100 patients diagnosed with non–COVID-19 pneumonia at WKUH between September 1, 2019, and March 30, 2020. The average age of this group was 62.5 years (SD 17.2), with 68 male and 32 female patients. For the nonpneumonia data group, we also selected 1442 chest CT images from 126 patients who had no lung parenchymal disease or lung cancers at WKUH between January 2009 and December 2014. The average age of these patients was 47 years (SD 17), with 63 male patients (721/1442 images, 50.0%) and 63 female patients (721/1442 images, 50.0%). The patient demographic statistics of the COVID-19 and other pneumonia groups are summarized in Table 2. In this table, other pneumonia (not COVID-19) was categorized into two different types based on clinical characteristics: 68 cases of community-acquired pneumonia (onset 48 hours before hospital admission) and 32 cases of hospital-acquired pneumonia (onset 48-72 hours after hospital admission). Of these other pneumonia patients, 24/100 (24.0%) received laboratory confirmation of the etiology, 21 (21.0%) were confirmed to be bacterial culture positive, 3 (3.0%) were viral influenza positive by RT-PCR, and 76 (76.0%) were negative. Regarding the imaging protocols, each volumetric examination contained approximately 51 to 1094 CT images, with varying slice thicknesses from 0.5 millimeters to 3 mm. The reconstruction matrix was 512×512 pixels, with in-plane pixel spatial resolution from 0.29×0.29 to 0.98×0.98 square millimeters.

The data from WKUH, CNUH, and SIRM were randomly split with a ratio of 8:2 into a training set and a testing set, respectively, in a stratified fashion. In addition, the data for each group (WKUH, CNUH, and SIRM) were spread over different splits with a ratio of 8:2. The training data set was then further separated into sets used for training the model (80% of the training set) and for internal validation (20% of the training set). The testing set was used only for independent testing of the developed models and was never used for training the model or for internal validation. Furthermore, we tested the trained model with the additional external validation data set of low-quality images to evaluate the external generalizability of the model.
### Table 2. Demographic data of patients with COVID-19 and other pneumonia.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>COVID-19&lt;sup&gt;a&lt;/sup&gt; pneumonia (n=20)</th>
<th>Other pneumonia (n=100)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>59.6 (17.2)</td>
<td>60.1 (17.1)</td>
<td>.91</td>
</tr>
<tr>
<td>Male sex, n (%</td>
<td>9 (45.0)</td>
<td>68 (68.0)</td>
<td>.12</td>
</tr>
<tr>
<td>Community-acquired pneumonia, n (%)</td>
<td>20 (100.0)</td>
<td>68 (68.0)</td>
<td>.007</td>
</tr>
<tr>
<td>Hospital-acquired pneumonia, n (%)</td>
<td>0 (0.0)</td>
<td>32 (32.0)</td>
<td></td>
</tr>
<tr>
<td><strong>Microbiological study, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>COVID-19 positive (RT-PCR&lt;sup&gt;b&lt;/sup&gt;)</td>
<td>20 (100.0)</td>
<td>0 (0.0)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Other virus positive (influenza)</td>
<td>0 (0.0)</td>
<td>3 (3.0)</td>
<td></td>
</tr>
<tr>
<td>Bacterial culture positive</td>
<td>0 (0.0)</td>
<td>21 (21.0)</td>
<td></td>
</tr>
<tr>
<td>Unknown</td>
<td>0 (0.0)</td>
<td>76 (76.0)</td>
<td></td>
</tr>
<tr>
<td><strong>Human radiologist’s diagnosis, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Atypical pneumonia or viral pneumonia</td>
<td>20 (100.0)</td>
<td>15 (15.0)</td>
<td>N/A&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td>Pneumonia</td>
<td>0 (0.0)</td>
<td>77 (77.0)</td>
<td></td>
</tr>
<tr>
<td>Aspiration pneumonia</td>
<td>0 (0.0)</td>
<td>26 (26.0)</td>
<td></td>
</tr>
<tr>
<td>Necrotizing pneumonia</td>
<td>0 (0.0)</td>
<td>5 (5.0)</td>
<td></td>
</tr>
<tr>
<td>Tuberculosis</td>
<td>0 (0.0)</td>
<td>5 (5.0)</td>
<td></td>
</tr>
<tr>
<td>Emphysema</td>
<td>0 (0.0)</td>
<td>3 (3.0)</td>
<td></td>
</tr>
<tr>
<td>Emphysema</td>
<td>0 (0.0)</td>
<td>9 (9.0)</td>
<td></td>
</tr>
<tr>
<td>Bronchiectasis</td>
<td>0 (0.0)</td>
<td>4 (4.0)</td>
<td></td>
</tr>
<tr>
<td>Interstitial lung disease</td>
<td>0 (0.0)</td>
<td>1 (1.0)</td>
<td></td>
</tr>
</tbody>
</table>

<sup>a</sup>COVID-19: coronavirus disease.

<sup>b</sup>RT-PCR: reverse transcription–polymerase chain reaction.

<sup>c</sup>N/A: not applicable.

### Preprocessing

For the data acquired from WKUH and CNUH, we converted Digital Imaging and Communications in Medicine (DICOM) images to one-channel grayscale PNG images to standardize the image file format, as the images in the low-quality image data set were in PNG format. To minimize the information loss, we first displayed the DICOM images using a lung window with a 1500 Hounsfield unit window width and a –600 HU window level [15,16] and converted the images to PNG format. Subsequently, we rescaled the images to a size of 256×256 pixels and normalized the pixel values to a range between 0 and 1. All of the converted PNG format images were confirmed by three radiologists to determine any loss of image information related to pulmonary diseases. For the data from SIRM, the original JPEG format was also reformatted to the PNG format, and the images were rescaled and normalized in the same manner. For the low-quality image data set, we also rescaled and normalized the images. In this study, no further preprocessing such as lung segmentation was performed.

### Image Augmentation

To reduce overfitting of the training image data, we employed two distinct forms of data augmentation: image rotation and zoom. In the data augmentation method for the rotation, angles of rotation between –10° and 10° were randomly selected. Regarding the zoom, the range was randomly selected between 90% (zoom-in) and 110% (zoom-out). Either rotation or zoom was randomly selected 10 times for each training image. By applying data augmentation, we increased the number of images in the training data set to 31,940. Table 3 shows the number of augmented images for training in each group.
The Fast-Track COVID-19 Classification Network for COVID-19 Classification

We developed a simple 2D deep learning framework based on a single chest CT image for the classification of COVID-19 pneumonia, other pneumonia, and nonpneumonia, named the fast-track COVID-19 classification network (FCONet; Figure 1). FCONet was developed by transfer learning based on one of the following four pretrained convolutional neural network (CNN) models as a backbone: VGG16 [17], ResNet-50 [18], Inception-v3 [19], and Xception [20]. Transfer learning is a popular method in computer vision because it enables an accurate model to be built in a short time [21]. With transfer learning, instead of starting the learning process from an optimal model search, one can start it from patterns that were learned when solving a different problem. To minimize the training time, we initially used the predefined weights for each CNN architecture, which were further updated through the learning process of classification of COVID-19 pneumonia, other pneumonia, and nonpneumonia.

Figure 1. Scheme of FCONet, a 2D deep learning framework based on a single chest CT image for the classification of COVID-19 pneumonia, other pneumonia, and nonpneumonia. COVID-19: coronavirus disease.

Input Layer

After the simple preprocessing stage, in the input layer, we arranged three channels (256x256x3 pixels) by copying the one-channel normalized image. The three-channel images were fed into the pretrained model layers.

Pretrained Model Layers

A pretrained model is a model that was trained on a large benchmark data set to solve a similar problem to the one we want to solve. In the pretrained model layers, we included one of the four pretrained models (VGG16, ResNet-50, Inception-v3, and Xception). Each model comprises two parts: a convolutional base and a classifier. The convolutional base is composed of a stack of convolutional and pooling layers to generate features from the images. The role of the classifier is to categorize the image based on the extracted features. In our pretrained model layers, we retained the convolutional base and removed the classifier, which was replaced by another classifier for COVID-19, other pneumonia, or nonpneumonia.

Additional Layers

The activations from the pretrained model layers were fed into the additional layers. The layers acted as classifiers for COVID-19 pneumonia, other pneumonia, and nonpneumonia. In the additional layers, we first flattened the activations and connected two fully connected layers; one of the layers consisted of 32 nodes, and the other consisted of three nodes. Subsequently, the three activations from the second fully connected layer were fed into a SoftMax layer, which provided...
the probability for each of COVID-19, other pneumonia, and nonpneumonia.

**Implementation**

We implemented FCONet using the TensorFlow package, which provides a Python application programming interface (API) for tensor manipulation. We also used Keras as the official front end of TensorFlow. We trained the models with the Adam optimizer [22] and the categorical cross-entropy cost function with a learning rate of 0.0001 and a batch size of 32 on a GeForce GTX 1080 Ti graphics processing unit (NVIDIA). For the performance evaluation, 5-fold cross-validation was performed to confirm the generalization ability. The training data set (N=31,940) was randomly shuffled and divided into five equal groups in a stratified manner. Subsequently, four groups were selected to train the model, and the remaining group was used for validation. This process was repeated five times by shifting the internal validation group. Next, we averaged the mean validation costs of the five internal validation groups according to each epoch and found the optimal epoch that provides the lowest validation cost. Then, we retrained the model using the entire training data set with the optimal epoch. The testing data set was evaluated only after the model was completely trained using the training data set. This holdout method provides an unbiased evaluation of the final model by avoiding overfitting to the training data set.

**Performance Evaluation and Statistical Evaluation**

For each of the different four pretrained models (VGG16, ResNet-50, Inception-v3, and Xception) in FCONet, we evaluated the classification performance based on sensitivity, specificity, and accuracy. More specifically, we calculated true positives (TP), false positives (FP), true negatives (TN), and false negatives (FN) based on the groups of COVID-19 pneumonia, other pneumonia, and nonpneumonia. For each group, we expressed measure metrics with the subscripts \(covid\) for COVID-19, \(other\) for other pneumonia, and \(none\) for nonpneumonia, as

\[
\begin{align*}
TP_{covid} &= \text{the number of COVID-19 testing data correctly classified as COVID-19} \\
TN_{covid} &= \text{the number of non–COVID-19 testing data correctly classified as non–COVID-19} \\
FP_{covid} &= \text{the number of non–COVID-19 testing data misclassified as COVID-19} \\
FN_{covid} &= \text{the number of COVID testing data misclassified as non–COVID-19}
\end{align*}
\]

where \(TP_{covid}\) is the number of COVID-19 testing data correctly classified as COVID-19, \(TN_{covid}\) is the number of non–COVID-19 testing data correctly classified as non–COVID-19, \(FP_{covid}\) is the number of non–COVID-19 testing data misclassified as COVID-19, and \(FN_{covid}\) is the number of COVID testing data misclassified as non–COVID-19. Here, non–COVID-19 testing data include other pneumonia and nonpneumonia. Note that the same calculations were applied to the other pneumonia and nonpneumonia testing data as

We also plotted the receiver operating characteristic (ROC) curve and calculated the area under the curve (AUC) for each of the four different models. Additionally, statistical analysis was performed using MATLAB (R2013b). Analysis of variance (ANOVA) was used to compare differences among COVID-19 pneumonia, non–COVID-19 pneumonia, and nonpneumonia groups. A \(P\) value less than .001 was considered to indicate statistical significance.

**Results**

The performance of the FCONet models based on the four pretrained models in the classification of COVID-19 pneumonia, other pneumonia, and nonpneumonia is summarized in Table 4. We compared the metric values of sensitivity (%), specificity (%), and accuracy (%) as well as the AUCs of the four FCONet models based on VGG16, ResNet-50, Inception-v3, and Xception. Based on the testing data, the FCONet models based on ResNet-50, VGG16, and Xception showed excellent classification performance; all these models provided AUC values ranging from 0.99 to 1.00. More specifically, with ResNet-50, the sensitivity, specificity, and accuracy for classifying COVID-19 pneumonia were 99.58%, 100%, and 99.87%, respectively. With VGG16, the sensitivity, specificity, and accuracy for classifying COVID-19 pneumonia were 100%, 99.64%, and 99.75%, respectively. With Xception, the sensitivity, specificity, and accuracy for COVID-19 pneumonia classification were 97.91%, 99.29%, and 98.87%, respectively. For other pneumonia and nonpneumonia, the sensitivity, specificity, and accuracy ranged from 97% to 100% when ResNet-50, VGG16, or Xception was used as the backbone in FCONet. On the other hand, Inception-v3–based FCONet provided relatively low sensitivity, specificity, and accuracy values for all groups of COVID-19 pneumonia, other pneumonia, and nonpneumonia (\(P<.001\)).
Table 4. Performance of the FCONet frameworks based on the four pretrained models on the testing data set.

<table>
<thead>
<tr>
<th>Model and data group</th>
<th>Sensitivity, %</th>
<th>Specificity, %</th>
<th>Accuracy, %</th>
<th>AUCa</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>ResNet-50</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>COVID-19 pneumonia</td>
<td>99.58</td>
<td>100.00</td>
<td>99.87</td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td>Other pneumonia</td>
<td>97.42</td>
<td>99.81</td>
<td>99.00</td>
<td>0.99</td>
<td></td>
</tr>
<tr>
<td>Nonpneumonia</td>
<td>100.00</td>
<td>98.63</td>
<td>99.12</td>
<td>0.99</td>
<td></td>
</tr>
<tr>
<td>VGG16</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>COVID-19 pneumonia</td>
<td>100.00</td>
<td>99.64</td>
<td>99.75</td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td>Other pneumonia</td>
<td>100.00</td>
<td>99.81</td>
<td>99.87</td>
<td>0.99</td>
<td></td>
</tr>
<tr>
<td>Nonpneumonia</td>
<td>100.00</td>
<td>99.80</td>
<td>99.87</td>
<td>0.99</td>
<td></td>
</tr>
<tr>
<td>Xception</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>COVID-19 pneumonia</td>
<td>97.91</td>
<td>99.29</td>
<td>98.87</td>
<td>0.99</td>
<td></td>
</tr>
<tr>
<td>Other pneumonia</td>
<td>98.52</td>
<td>99.05</td>
<td>98.87</td>
<td>0.99</td>
<td></td>
</tr>
<tr>
<td>Nonpneumonia</td>
<td>100.00</td>
<td>100.00</td>
<td>100.00</td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td>Inception-v3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>COVID-19 pneumonia</td>
<td>88.28</td>
<td>97.68</td>
<td>94.87</td>
<td>0.97</td>
<td></td>
</tr>
<tr>
<td>Other pneumonia</td>
<td>94.10</td>
<td>95.83</td>
<td>95.24</td>
<td>0.98</td>
<td></td>
</tr>
<tr>
<td>Nonpneumonia</td>
<td>98.27</td>
<td>97.25</td>
<td>97.62</td>
<td>0.99</td>
<td></td>
</tr>
</tbody>
</table>

aAUC: area under the curve.

The confusion matrices and ROC curves for the pretrained models on the testing data set are presented in Figures 2-5. More specifically, ResNet-50 exhibited $TP_{\text{covid}}$, $TP_{\text{other}}$, and $TP_{\text{none}}$ of 238/239, 268/271, and 289/289, respectively (Figure 2). VGG16 exhibited $TP_{\text{covid}}$, $TP_{\text{other}}$, and $TP_{\text{none}}$ of 234/239, 269/271, and 289/289, respectively (Figure 3). Xception exhibited $TP_{\text{covid}}$, $TP_{\text{other}}$, and $TP_{\text{none}}$ of 188/239, 257/271, and 289/289, respectively (Figure 4). Inception-v3 exhibited $TP_{\text{covid}}$, $TP_{\text{other}}$, and $TP_{\text{none}}$ of 211/239, 255/271, and 284/289, respectively (Figure 5). For the three models of ResNet-50, VGG16, and Xception, the values of AUC were very close to 1 because the predicted probability values were provided as values close to 1 for correct labeling and values close to 0 for incorrect labeling.

On the additional external validation data set, which comprised low-quality CT images of COVID-19 pneumonia embedded in recently published papers, the detection accuracy of ResNet-50 was the highest with 96.97%, followed by Xception (90.71%), Inception-v3 (89.38%), and VGG16 (87.12%) (Table 5).

Figure 2. Confusion matrix and ROC curve in FCONet using ResNet-50; COVID-19: coronavirus disease; ROC: receiver operating characteristic.
Figure 3. Confusion matrix and ROC curve in FCONet using VGG16; COVID-19: coronavirus disease; ROC: receiver operating characteristic.

Confusion Matrix (VGG16)

<table>
<thead>
<tr>
<th></th>
<th>Non-pneumonia</th>
<th>Other pneumonia</th>
<th>COVID-19</th>
</tr>
</thead>
<tbody>
<tr>
<td>Non-pneumonia</td>
<td>289 (36.2%)</td>
<td>0 (0.3%)</td>
<td>5 (0.6%)</td>
</tr>
<tr>
<td>Other pneumonia</td>
<td>0 (0.0%)</td>
<td>269 (33.7%)</td>
<td>0 (0.0%)</td>
</tr>
<tr>
<td>COVID-19</td>
<td>0 (0.0%)</td>
<td>0 (0.0%)</td>
<td>234 (29.3%)</td>
</tr>
</tbody>
</table>
| Accuracy: 97.6% Sensitivity: 2.4% Specificity: 100%

ROC (VGG16)

Figure 4. Confusion matrix and ROC curve in FCONet using Xception; COVID-19: coronavirus disease; ROC: receiver operating characteristic.

Confusion Matrix (Xception)

<table>
<thead>
<tr>
<th></th>
<th>Non-pneumonia</th>
<th>Other pneumonia</th>
<th>COVID-19</th>
</tr>
</thead>
<tbody>
<tr>
<td>Non-pneumonia</td>
<td>289 (36.2%)</td>
<td>14 (1.8%)</td>
<td>51 (6.4%)</td>
</tr>
<tr>
<td>Other pneumonia</td>
<td>0 (0.0%)</td>
<td>257 (32.2%)</td>
<td>0 (0.0%)</td>
</tr>
<tr>
<td>COVID-19</td>
<td>0 (0.0%)</td>
<td>0 (0.0%)</td>
<td>188 (23.5%)</td>
</tr>
</tbody>
</table>
| Accuracy: 81.6% Sensitivity: 18.4% Specificity: 100%

ROC (Xception)

Figure 5. Confusion matrix and ROC curve in FCONet using Inception-v3; COVID-19: coronavirus disease; ROC: receiver operating characteristic.

Confusion Matrix (InceptionV3)

<table>
<thead>
<tr>
<th></th>
<th>Non-pneumonia</th>
<th>Other pneumonia</th>
<th>COVID-19</th>
</tr>
</thead>
<tbody>
<tr>
<td>Non-pneumonia</td>
<td>289 (36.2%)</td>
<td>145 (18.1%)</td>
<td>154 (19.3%)</td>
</tr>
<tr>
<td>Other pneumonia</td>
<td>0 (0.0%)</td>
<td>126 (15.8%)</td>
<td>0 (0.0%)</td>
</tr>
<tr>
<td>COVID-19</td>
<td>0 (0.0%)</td>
<td>0 (0.0%)</td>
<td>85 (10.6%)</td>
</tr>
</tbody>
</table>
| Accuracy: 49.1% Sensitivity: 50.9% Specificity: 100%

ROC (InceptionV3)
Table 5. Performance of each deep learning model on the additional external validation data set of COVID-19 pneumonia images.

<table>
<thead>
<tr>
<th>Model</th>
<th>Detection accuracy, %</th>
</tr>
</thead>
<tbody>
<tr>
<td>ResNet-50</td>
<td>96.97</td>
</tr>
<tr>
<td>VGG16</td>
<td>87.12</td>
</tr>
<tr>
<td>Xception</td>
<td>90.71</td>
</tr>
<tr>
<td>Inception-v3</td>
<td>89.38</td>
</tr>
</tbody>
</table>

To improve the interpretability of our model, we used the gradient-weighted class activation mapping (Grad-CAM) method [23] to visualize the important regions leading to the decision of FCONet. The model fully generates this localization map without the mapping annotation. The heatmaps (Figure 6) show the suspected regions for the examples of COVID-19, other pneumonia, and nonpneumonia. The heatmaps are standard jet colormaps and are overlapped on the original image, where red color highlights the activation region associated with the predicted class. More specifically, for the COVID-19 image group, the heatmap strongly indicated the suspected regions, as shown in examples from WKUH (Figure 6, top left), CNUH (Figure 6, top middle) and SIRM (Figure 6, top right). For the other pneumonia image groups, the heatmap demonstrated some suspected regions inside the lung area; the intensity was lower than that of the regions in the COVID-19 image group (Figure 6, bottom left). For the healthy image group, there was no heatmap corresponding to the suspected regions (Figure 6, bottom middle). For the lung cancer images, the heatmap indicated some suspected regions inside the lung area; however, the intensity was also lower than that of the regions in the COVID-19 pneumonia group (Figure 6, bottom right).

Figure 6. Confusion matrice and ROC curve in FCONet using VGG16; COVID-19: coronavirus disease; ROC: receiver operating characteristic.

To test the generalizability of our proposed framework, we also trained and tested the models based on institutional data split for COVID-19 data: training data from CNUH and SIRM and tested data from WKUH. Because the COVID-19 data were split with a ratio of 65:35 (773 training data and 421 testing data for COVID-19), the other non–COVID-19 data were randomly split with the same ratio in a stratified fashion. Table 6 summarizes the performance of the FCONet framework. With ResNet-50, the sensitivity, specificity and accuracy for classifying COVID-19 pneumonia were 97.39%, 99.64% and 98.67%, respectively (P<.001). With VGG16, the sensitivity, specificity, and accuracy for classifying COVID-19 pneumonia were 97.15%, 99.64% and 98.57%, respectively (P<.001). With Xception, the sensitivity, specificity, and accuracy for classifying COVID-19 pneumonia were 90.50%, 94.82% and 92.97%, respectively (P<.001). With Inception-v3, the sensitivity, specificity, and accuracy for classifying COVID-19 pneumonia were 74.58%, 99.46% and 88.79%, respectively (P<.001). These results show that the FCONet framework can classify COVID-19 regardless of the data split approach.
Table 6. Performance of the FCONet framework based on institutional data split for COVID-19 data.

<table>
<thead>
<tr>
<th>Model and data group</th>
<th>Sensitivity, %</th>
<th>Specificity, %</th>
<th>Accuracy, %</th>
<th>AUC$^a$</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>ResNet-50</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>COVID-19 pneumonia</td>
<td>97.39</td>
<td>99.64</td>
<td>98.67</td>
<td>0.99</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Other pneumonia</td>
<td>99.26</td>
<td>98.45</td>
<td>98.637</td>
<td>0.99</td>
<td></td>
</tr>
<tr>
<td>Nonpneumonia</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>1.0</td>
<td></td>
</tr>
<tr>
<td>VGG16</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>COVID-19 pneumonia</td>
<td>97.15</td>
<td>99.64</td>
<td>98.57</td>
<td>0.99</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Other pneumonia</td>
<td>99.26</td>
<td>98.31</td>
<td>98.57</td>
<td>0.99</td>
<td></td>
</tr>
<tr>
<td>Nonpneumonia</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>1.0</td>
<td></td>
</tr>
<tr>
<td>Xception</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>COVID-19 pneumonia</td>
<td>90.50</td>
<td>94.82</td>
<td>92.97</td>
<td>0.98</td>
<td></td>
</tr>
<tr>
<td>Other pneumonia</td>
<td>89.30</td>
<td>94.37</td>
<td>92.97</td>
<td>0.98</td>
<td></td>
</tr>
<tr>
<td>Nonpneumonia</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>1.0</td>
<td></td>
</tr>
<tr>
<td>Inception-v3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>COVID-19 pneumonia</td>
<td>74.58</td>
<td>99.46</td>
<td>88.79</td>
<td>0.98</td>
<td></td>
</tr>
<tr>
<td>Other pneumonia</td>
<td>97.42</td>
<td>84.93</td>
<td>88.38</td>
<td>0.97</td>
<td></td>
</tr>
<tr>
<td>Nonpneumonia</td>
<td>100</td>
<td>99.42</td>
<td>99.59</td>
<td>0.99</td>
<td></td>
</tr>
</tbody>
</table>

$^a$AUC: area under the curve.

Discussion

Principal Findings

We were able to develop the FCONet deep learning models to diagnose COVID-19 pneumonia in a few weeks using transfer learning based on pretrained models. The FCONet based on ResNet-50 showed excellent diagnostic performance to detect COVID-19 pneumonia. Although the diagnostic accuracy of the FCONet models based on VGG16, ResNet-50, and Xception was excellent in the testing data set (sensitivity, 97.91%, 100%, and 97.91%, respectively; specificity, 100%, 99.64% and 99.29%, respectively), external validation using the low-quality image data set demonstrated that detection accuracy was the highest with ResNet-50 (96.97%), followed by Xception (90.71%), Inception-v3 (89.38%), and VGG16 (87.12%).

To collect as many images as possible within a limited time, we collected readily available chest CT images of COVID-19 patients from institutions in our region (WKUH and CNUH) and a public COVID-19 database established by SIRM. We also systematically searched for chest CT images of COVID-19 embedded in recent papers published between January 19 and March 25, 2020. As these CT images in the published paper were of low quality, we used them only in an additional external validation data set.

During a national crisis such as the COVID-19 pandemic, when the number of infected patients is precipitously increasing and physicians are occupied combating the disease, rapid development of AI methods to detect COVID-19 in CT is crucial to alleviate the clinical burden of physicians and to increase the efficiency of the patient management process [8]. However, significant challenges remain when developing such AI techniques within a limited time to collect CT data and train AI models.

To save time for AI training, we used the chest CT images directly without preprocessing of the lung segmentation. In general, lung segmentation preprocessing is regarded to improve the accuracy of AI training [24-27]; we believe that this improvement can be traded off in exchange for saving time. For AI training, we chose the transfer learning algorithms. Transfer learning enabled us to save time by using pretrained CNN models in the ImageNet data sets, including VGG16, ResNet-50, Inception-v3, and Xception [28]. In our study, FCONet based on ResNet-50 showed excellent results and outperformed the FCONet models based on the other three pretrained models in both our testing data set and the additional external validation data set. The VGG model is regarded as a traditional sequential network architecture and may be hampered by slow training and a large model size [17]. The ResNet-50 model is characterized by network-in-network architectures, which have much deeper layers than those of VGG models, enabling reduction of the model size [18]. Our results suggest that transfer learning for a 2D deep learning framework can be robustly applied to deep learning models and that the ResNet-50 model provides the best accuracy.

We adopted AI training based on a 2D image framework rather than a 3D framework because 3D deep learning requires significantly higher computation power than sequential 2D image analyses [29]. In our emergent clinical setting to fight COVID-19, a simple and rapid model may be preferable to a complex and slow model. In addition, training a 2D image framework saves time for AI development.
Despite limited resources and time, we were able to generate a deep learning model to detect COVID-19 from chest CT with excellent diagnostic accuracy. To date, a few papers have been published on AI models for detecting COVID-19 in chest CT images [6]. An AI model named COVNet was trained using 4356 CT images from six hospitals in China. It showed 90% sensitivity (95% CI 83%-94%) and 96% specificity (95% CI 93%-98%) in detecting COVID-19, which is comparable with our results. However, we cannot compare our FCONet to COVNet because the training and testing data sets are different.

Although chest radiography is the most commonly used imaging tool to detect COVID-19, its sensitivity is lower than that of CT [30]. However, in this pandemic period, clinicians may hesitate to perform chest CT due to limited resources such as CT scanners and radiologists as well as contamination of CT scanners [31]. In our hospitals (WKUH and CNUH), we recently dedicated a mobile CT scanner exclusively to COVID-19 patients to alleviate the physical and mental stress of medical staff. We believe that incorporating an AI model to detect suspicious lesions of COVID-19 pneumonia can improve the workflow by providing rapid diagnostic support.

**Limitations and Future Work**

Our study has several limitations. Firstly, our AI models were validated mainly using a split testing data set. Thus, the testing data set was obtained from the same sources as the training data set. This may raise issues of generalizability and overfitting of our models [32,33]. Indeed, the detection accuracy of our model decreased slightly for the external validation data set using chest CT images from published papers. However, the initial goal was to incorporate a deep learning model in our emergent clinical setting as a supporting tool. In the near future, we will train our model using CT images from various institutions and countries. Secondly, we used a relatively small amount of data to train the deep learning models. Thus, we will establish a sustainable AI training system that can continue to train our model using prospectively collected CT images.

**Conclusions**

We described FCONet, a simple 2D deep learning framework based on a single chest CT image, as a diagnostic aid that provides excellent diagnostic performance to diagnose COVID-19 pneumonia. The FCONet model based on ResNet-50 appears to be the best model, outperforming other models based on VGG16, Xception, and Inception-v3.
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Abstract

Background: The coronavirus disease (COVID-19) has become an urgent and serious global public health crisis. Community engagement is the first line of defense in the fight against infectious diseases, and general practitioners (GPs) play an important role in it. GPs are facing unique challenges from disasters and pandemics in delivering health care. However, there is still no suitable mobile management system that can help GPs collect data, dynamically assess risks, and effectively triage or follow-up with patients with COVID-19.

Objective: The aim of this study is to design, develop, and deploy a mobile-based decision support system for COVID-19 (DDC19) to assist GPs in collecting data, assessing risk, triaging, managing, and following up with patients during the COVID-19 outbreak.

Methods: Based on the actual scenarios and the process of patients using health care, we analyzed the key issues that need to be solved and designed the main business flowchart of DDC19. We then constructed a COVID-19 dynamic risk stratification model with high recall and clinical interpretability, which was based on a multiclass logistic regression algorithm. Finally, through a 10-fold cross-validation to quantitatively evaluate the risk stratification ability of the model, a total of 2243 clinical data consisting of 36 dimension clinical features from fever clinics were used for training and evaluation of the model.

Results: DDC19 is composed of three parts: mobile terminal apps for the patient-end and GP-end, and the database system. All mobile terminal devices were wirelessly connected to the back end data center to implement request sending and data transmission. We used low risk, moderate risk, and high risk as labels, and adopted a 10-fold cross-validation method to evaluate and test the COVID-19 dynamic risk stratification model in different scenarios (different dimensions of personal clinical data accessible at an earlier stage). The data set dimensions were (2243, 15) when only using the data of patients’ demographic information, clinical symptoms, and contact history; (2243, 35) when the results of blood tests were added; and (2243, 36) after obtaining the computed tomography imaging results of the patient. The average value of the three classification results of the macro–area under the curve were all above 0.71 in each scenario.

Conclusions: DCC19 is a mobile decision support system designed and developed to assist GPs in providing dynamic risk assessments for patients with suspected COVID-19 during the outbreak, and the model had a good ability to predict risk levels in any scenario it covered.

(J Med Internet Res 2020;22(6):e19786) doi:10.2196/19786

http://www.jmir.org/2020/6/e19786/
Introduction

Background

In December 2019, cases of pneumonia with unknown cause, which was designated the coronavirus disease (COVID-19) in February by the World Health Organization (WHO), were reported in Wuhan, Hubei Province, China [1]. The number of cases of COVID-19 increased rapidly worldwide over the next few months, and the WHO announced a pandemic on March 11, 2020 [2]. As of April 29, 2020, 2,995,758 cases of infection and 204,987 deaths were reported worldwide [3]. COVID-19 has become an urgent and serious global public health crisis.

As a new infectious disease in humans caused by severe acute respiratory syndrome coronavirus 2 (SARS-COV-2), COVID-19 is characterized by respiratory symptoms and human-to-human transmission [4]. Rapid asymptomatic transmission of COVID-19 and high mortality in susceptible, elderly, and immunocompromised people make it necessary to identify and control positive patients quickly [5]. However, some characteristics of SARS-COV-2 have further increased the difficulty of early identification and isolation of patients. Wu et al’s [6] research showed that the mean basic reproduction number of SARS-CoV-2 is 2.68 (95% credible interval [CrI] 2.47-2.86) and that the epidemic doubling time is 6.4 days (95% CrI 5.8-7.1 days). Viral RNAs can be found in nasal discharge, sputum, and sometimes in blood or feces [7]. As described in past studies, similar to the other respiratory viral infections, the most common symptoms at the onset of COVID-19 were fever, cough, and fatigue [4,7], which increased difficulties in early identification of patients who were infected. Meanwhile, with the development of the epidemic, people’s panic and the shortage of medical resources has greatly hindered the prevention and control of the disease. In addition, research by Ji et al [8] revealed that the current mortality of COVID-19 is significantly positively related to the burden of health care. Therefore, how to evaluate patients with COVID-19, suspected cases, and other patients with similar symptoms, and effectively triage under the condition of medical resource shortages is of great significance to protect the susceptible population, reduce hospital cross infection, and decrease the burden on medical resources.

Challenges to General Practitioners in the COVID-19 Outbreak

Community engagement is the first line of defense for effective prevention and control of infectious diseases [9]. In addition, in China, general practitioners (GPs) in primary care institutions play an important role in this battle. GPs are engaged in blocking the viral transmission by monitoring people at designated checkpoints, treating patients, and providing medical surveillance in the community. In addition, they detect, diagnose, and treat patients at different levels of fever clinics, providing continuous care for patients who are discharged and are chronically ill [9]. Disasters and pandemics pose unique challenges to health care delivery [10]. There are a lot of challenges for GPs and other health professionals to maintain their work and meet the increasing need for digital health care. First, the most serious problem is that they are at risk of getting infected; therefore, in-person visits need to be reduced to a minimum level. Second, many health service centers have experienced a rush of people who are worried or infected, and patients with chronic diseases who are undergoing treatment or observation are also at risk of being infected when they visit the outpatient clinics. Finally, medical information systems are generally interrupted and discontinuous; data still needs to be manually recorded or repeatedly registered by health professionals, which increases the workload of health professionals and makes it impossible to manage the dynamic information of patients in a timely and comprehensive manner.

The Role of Telemedicine in the Era of COVID-19

Telemedicine has a critical role in emergency responses and is an ideal model for managing infectious diseases [10,11]. In addition, the key factor that slows the spread of the virus is the “social distance,” which can directly reduce person-to-person contact [11]. Telemedicine can also deploy large numbers of health care providers rapidly to facilitate triaging without in-person visits, provide clinical services when local medical resources are unable to meet the demand, and reduce the risk of nosocomial infection.

Until now, researchers have developed many different forms of telemedicine systems to meet the needs of fighting against the epidemic. Jin et al [12] built and deployed an artificial intelligence (AI)–assisted system for automatic computed tomography (CT) image analysis and recognition of COVID-19 within 4 weeks, which has been applied in many hospitals, greatly reducing the pressure of radiologists. Du et al [13] proposed a hybrid AI model for COVID-19 prediction that fully considered the effects of prevention and control measures, and the improvement of public prevention awareness, and has been applied in a number of Chinese cities. Moreover, Reeves et al [14] built a series of standardized tools based on the existing electronic health record (EHR) system for the COVID-19 epidemic to support outbreak management, including scripted triaging, electronic check-in, standard ordering and documentation, secure messaging, real time data analytics, and telemedicine capabilities.

These models and systems have considered the main problems from different perspectives during the COVID-19 epidemic and have been deployed and published in a short time, which has played a significant role in fighting the epidemic. However, to the best of our knowledge, there is still no suitable mobile management system that can help GPs realize the automatic collection of data, dynamic risk assessment, and effective triaging and follow-ups with patients with COVID-19, as well as the effective reduction of the pressure on large designated general hospitals.
Study Aims

In this study, by integrating doctor experience, clinical guidelines, and retrospective data, we designed and developed a dynamic risk assessment decision support system for COVID-19 (DDC19) to assist GPs in data collection, dynamic risk assessment, triage management, and follow-ups during the outbreak of COVID-19. The DDC19 is designed to build a free mobile app that can cover all the different situations encountered by residents and GPs, and GPs can use it for dynamic continuity management. We describe our experiences, lessons learned, and recommendations for the design and implementation of telemedicine tools in future health emergencies.

Methods

The Covering Scenes of DDC19

To achieve the early assessment and triage of patients with COVID-19 and ease the pressure of shortages in medical resources, the following key issues need to be resolved: how to fully grasp and effectively manage the residents’ status in real time without increasing the GP’s working burden and, without omitting potential patients with COVID-19, how to effectively use medical knowledge and risk stratification models to achieve effective evaluation and classification, as well as the patients’ scientific stratification.

Accordingly, based on the principle of the four early approaches (early detection, early reporting, early isolation, and early treatment) and the actual scenes and process of patients using health care, DDC19 was designed to help GPs manage their patients who had a fever or respiratory symptoms, or suspected infection with SARS-CoV-2 during the outbreak of COVID-19. Several scenarios were involved and are demonstrated in Figure 1. First, patients should fill in the self-assessment questionnaire in the system. After that, according to the risk level assessed by the system and the diagnosis and treatment suggestions given, patients can choose to contact the GPs online for consultations or directly go to the primary care center for further examination and treatment. Second, when patients choose to visit in-person, those who are at low- and moderate-risk may receive blood tests and have their risks reassessed based on actual clinical symptoms and blood test results. After reassessment, if patients are still at low- and moderate-risk, GPs will give them some necessary treatment and follow-up online. For patients who are high risk, they should be transferred to a fever clinic as soon as possible. Third, patients at high risk who are transferred to the fever clinic will receive a lung CT scan and viral RNA test. If the lung CT shows a clinical manifestation of COVID-19 or the viral RNA test is positive, they will be isolated and treated. Otherwise, they will be transferred to the GP or specialist that is needed. Finally, the cured patients will return to the community, GPs will continue monitoring their conditions and dynamically assess risk online, as well as follow-up with them offline if needed.

Figure 1. The covering scenes of patients using health care during the outbreak of COVID-19. COVID-19: coronavirus disease; CT: computed tomography; GP: general practitioner.
The Design of Main Functions and Business Process of DDC19

To make full use of the previously mentioned online-offline combined triage mode during the COVID-19 outbreak, we deeply integrated GP’s experience and suggestions, and designed the business process of the DDC19 system in detail. In the first step, we reviewed the COVID-19 guidelines [15] and fully integrated the actual clinical experience of GPs on the frontline of COVID-19 prevention and control to determine the main functions of the system and the content of the questionnaire. In the second step, based on the content of the questionnaire, the main data elements of the risk stratification model were determined, and, further considering the variability of the amount of the available questionnaire content data, a dynamic risk stratification model was constructed. In the third step, we validated and adjusted the model with retrospective clinical data. Therefore, the functions and business processes of the system were gradually completed according to the changes of clinical requirements.

As shown in Figure 2, the system mainly includes the patient-end and the doctor-end. Its main functions, including online patient clinical data collection, dynamic risk assessment, online classification, and appointment, can be achieved through the interaction between two mobile terminals. For the online collection module of the patient’s clinical data, it was completed by the structured questionnaires and uploading of examination report pictures. The questionnaire content related to the early assessment of COVID-19 will be gradually adjusted according to the experience of GPs and clinical guidelines [15]. The detailed information of the health questionnaire is shown in Multimedia Appendix 1. To ensure that patients with COVID-19 were not omitted and that enough attention was given to the patients with low risk and moderate risk, and to improve the reliability of risk assessment, a dynamic risk assessment module was designed based on the current clinical practice experience and expert recommendations, and the risk assessment level of COVID-19 was divided into low risk, moderate risk, and high risk. In addition, to ensure the patients’ risk level can be provided in real time and to consider the different dimensions of clinical data that patients uploaded, the dynamic risk stratification model, based on machine learning, was trained by the retrospective data (see details in the next section).

Figure 2. The main business flowchart of DDC19. CT: computed tomography; GP: general practitioner; OCR: optical character recognition.

The Construction of the COVID-19 Dynamic Risk Stratification Model

Considering the characteristics of COVID-19 such as unobvious symptom specificity and long incubation period, we constructed a COVID-19 dynamic risk stratification model with high recall and clinical interpretability. Based on a multiclass logistic regression algorithm, it integrates the retrospective clinical data analysis results of patients, doctors’ experiences, and clinical guidelines.

To meet the risk assessment requirements of COVID-19 at the system level for multiple levels and multiple scenarios, this model was based on patients’ data from the fever clinic during the COVID-19 epidemic period and patients’ risk levels provided by GPs according to COVID-19 diagnosis and treatment guidelines [15]. Currently, for patients who visit the fever clinic of designated hospitals during the epidemic, GPs will provide the COVID-19 risk assessment to them based on epidemiological history and clinical manifestations (symptoms, blood tests, and lung CT scan). The detailed content and process of evaluation are shown inTextbox 1. According to the different levels of health information submitted by patients in the system, the research team used the patient’s risk level (assessed by GPs according to clinical guidelines as patient’s label), demographic data, epidemiological history, clinical symptoms, data of laboratory tests, and lung CT imaging as the characteristics of the patient to construct a dynamic risk stratification model. The detailed model construction process is shown in Figure 3.
Compared with the fixed-risk assessment method, which required all the information of patient’s medical history, laboratory examination, and the result of the lung CT, this model can not only provide COVID-19 risk stratification for new patients but also provide a dynamic risk level assessment and medical advice based on the clinical data submitted in the system by the patient at the different stages.

Textbox 1. The content and standards of coronavirus disease risk assessment.

<table>
<thead>
<tr>
<th>Epidemiological history</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Within 14 days before the onset of the disease, the patient has a travel or residence history in the high-risk regions or countries.</td>
</tr>
<tr>
<td>• Within 14 days before the onset of the disease, the patient has a history of contact with those infected with severe acute respiratory syndrome coronavirus 2 (those with a positive nucleic acid testing result).</td>
</tr>
<tr>
<td>• Within 14 days before the onset of the disease, the patient had direct contact with patients with fever or respiratory symptoms in high-risk regions or countries.</td>
</tr>
<tr>
<td>• Disease clustering (2 or more cases with fever or respiratory symptoms occur at such places as homes, offices, and school classrooms, within 2 weeks)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Clinical manifestations</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Fever or respiratory symptoms</td>
</tr>
<tr>
<td>• The white blood cell counts in the early stage of the disease is normal or decreased, or the lymphocyte count decreases over time.</td>
</tr>
<tr>
<td>• Computed tomography imaging features of the coronavirus disease</td>
</tr>
</tbody>
</table>

Figure 3. The construction process of the dynamic risk stratification model.

Table 1 shows the data elements used in the dynamic risk stratification model and their corresponding detailed descriptions. Data elements mainly include four categories: demographic data, epidemiological history, clinical symptoms (eg, fever, cough), the data of laboratory tests (eg, blood routine test and C-reactive protein [CRP] test), and lung CT imaging data. According to several studies [16-19], these data elements include the early clinical symptoms of COVID-19 and the easily accessible data of clinical examination, which plays an important role in early assessment.
### Table 1. The data elements in the dynamic risk stratification model.

<table>
<thead>
<tr>
<th>Main category, data element</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Patient demographic information</strong></td>
<td></td>
</tr>
<tr>
<td>Patient ID</td>
<td>Unique patient identifier</td>
</tr>
<tr>
<td>Gender</td>
<td>Patient’s gender identity</td>
</tr>
<tr>
<td>Age</td>
<td>Patient’s age</td>
</tr>
<tr>
<td><strong>Clinical symptoms</strong></td>
<td></td>
</tr>
<tr>
<td>Fever</td>
<td>Normal: temperature ≤ 37.2°C; low fever: temperature between 37.2°C and 38.5°C; High fever: temperature ≥ 38.5°C</td>
</tr>
<tr>
<td>Cough</td>
<td>Cough or dry cough</td>
</tr>
<tr>
<td>Sputum production</td>
<td>N/A[^a]</td>
</tr>
<tr>
<td>Fatigue</td>
<td>N/A</td>
</tr>
<tr>
<td>Breathing</td>
<td>Shortness of breath, anhelation, polypnea, etc</td>
</tr>
<tr>
<td>Chest uncomfortable</td>
<td>Chest pain or chest distress</td>
</tr>
<tr>
<td>Pharyngalgia</td>
<td>Pharyngalgia</td>
</tr>
<tr>
<td>Headache</td>
<td>Headache or dizziness</td>
</tr>
<tr>
<td>Chills</td>
<td>Fear of cold</td>
</tr>
<tr>
<td>Soreness</td>
<td>Body aches, joint pain, myalgia</td>
</tr>
<tr>
<td>Stuffy nose</td>
<td>Stuffy nose or runny nose</td>
</tr>
<tr>
<td>Gastrointestinal reactions</td>
<td>Feeling sick, vomiting, abdominal pain, diarrhea, etc</td>
</tr>
<tr>
<td><strong>Epidemiology history</strong></td>
<td></td>
</tr>
<tr>
<td>Contact history</td>
<td>Have a COVID-19[^b] contact history</td>
</tr>
<tr>
<td><strong>Imaging examination</strong></td>
<td></td>
</tr>
<tr>
<td>CT[^c]</td>
<td>Lung CT shows viral pneumonia</td>
</tr>
<tr>
<td><strong>Blood routine examination</strong></td>
<td></td>
</tr>
<tr>
<td>WBC[^d]</td>
<td>White blood cell count (10E9/L)</td>
</tr>
<tr>
<td>GRAN[^e]</td>
<td>Neutrophil count (10E9/L)</td>
</tr>
<tr>
<td>LYM[^f]</td>
<td>Lymphocyte count (10E9/L)</td>
</tr>
<tr>
<td>RBC[^g]</td>
<td>Red blood cell count (10E12/L)</td>
</tr>
<tr>
<td>HGB[^h]</td>
<td>Hemoglobin concentration (g/L)</td>
</tr>
<tr>
<td>HCT[^i]</td>
<td>Hematocrit (%)</td>
</tr>
<tr>
<td>MCV[^j]</td>
<td>Mean corpuscular volume (fl)</td>
</tr>
<tr>
<td>MCH[^k]</td>
<td>Mean hemoglobin content (pg)</td>
</tr>
<tr>
<td>MCHC[^l]</td>
<td>Mean corpuscular hemoglobin concentration (g/L)</td>
</tr>
<tr>
<td>RDW[^m]</td>
<td>Red blood cell distribution width (%)</td>
</tr>
<tr>
<td>PLT[^n]</td>
<td>Blood platelet count (10E9/L)</td>
</tr>
<tr>
<td>MPV[^o]</td>
<td>Mean platelet volume (fl)</td>
</tr>
<tr>
<td>PCT[^p]</td>
<td>Platelet hematocrit (%)</td>
</tr>
<tr>
<td>PDW[^q]</td>
<td>Platelet distribution width (10 [GSD^2])</td>
</tr>
<tr>
<td>MO[^r]</td>
<td>Mononuclear cell count (10E9/L)</td>
</tr>
<tr>
<td>EO[^s]</td>
<td>Eosinophil count (10E9/L)</td>
</tr>
</tbody>
</table>
### After the optical character recognition (OCR) module and natural language processing (NLP) module recognize and preprocess the image and text data, the structured patient data is extracted from the app back end database to the data preprocessing module for subsequent data analysis; the detailed data elements are shown in Table 1. The system established a multiclass logistic regression model to dynamically predict and stratify the risk of COVID-19 infection based on the input of different levels of patient clinical data. Logistic regression has good classification ability and interpretability, which has been widely used in the field of machine learning. The hypothetical function is:

\[
h_\theta(x) = \sigma(\theta^T x)
\]

In this formula, \( x \) is the model input, and \( \theta \) is the main parameter of the model. This parameter is obtained mainly by fitting the observed data features and corresponding labels. For the case of linear boundaries, \( \theta^T x \) can be explained as follows:

The output \( h_\theta (X) \in (0,1) \) represents the probability that the result is 1. Therefore, for the binary classification problem, the probability that the result of the input \( x \) classification is category 1 and category 0 is:

\[
P(y = 1 \mid x; \theta) = h_\theta (x)
P(y = 0 \mid x; \theta) = 1 - h_\theta (x)
\]

To measure the difference between the model prediction classification result \( h_\theta (X) \) and the true value \( y \), the corresponding loss function is defined as:

For \( m \) training samples, the loss function is expressed as follows:

Based on the retrospective data of \( m \) patients, by minimizing the loss function \( J(\theta) \), the parameter \( \theta \) makes the predicted classification category closest to the patient’s true risk level obtainable. However, to balance the distribution of medical resources as much as possible and allow more patients to get enough medical attention, the risk stratification is set to three categories: low risk, moderate risk, and high risk. Therefore, in terms of model construction, to adapt to the above multiclassification situation, the training set data is divided into
two different categories to train multiple classifiers. Assuming that \( n \) represents the number of categories in the training set, then \( n \) classifiers need to be trained for prediction; the function is expressed as:

Where \( i \) is the \( i \)-th category. For the input data of the newly visited patient, \( n \) classifiers will be used to predict the risk level, and the classification result with the highest output probability is taken as the risk level of the patient. The function is expressed as:

Results

The Architecture and Prototype of DDC19

To prove the effectiveness of the previously mentioned COVID-19 dynamic risk stratification model, as well as the feasibility and practicability of the early assessment and triage system, the research team developed the system prototype and put it into practical operation and application.

As shown in Figure 4, the DDC19 is mainly composed of three parts: two main mobile terminal apps (patient-end and GP-end), and the database system with its related components and underlying related support model. All mobile terminal devices connect to the back end data center wirelessly to achieve request sending and data transmission. In this section, the main architecture and functions of each part will be described in detail.

Figure 4. System architecture diagram. API: application programming interface; FHIR: Fast Healthcare Interoperability Resources; HL7: Health Level 7; RESTFUL: representational state transfer.

The mobile app end builds user interface based on the progressive Vue framework. The server end implements data and service interaction with the front end by the representational state transfer application programming interface specification. It is more concise and lighter, both for the processing of uniform resource locators and the encoding of the payload [20]. The server end builds a JavaScript scripting environment by Node.js; improves the system performance using event-driven, nonblocking, and asynchronous input and output models; and optimizes the transmission volume and scale of the app. The data storage adopts the MongoDB open-source database system, which has the characteristics of open-source, cross-platform, and powerful expansion capabilities. To achieve the storage and exchange of patient’s clinical data, structured processing data of the laboratory test, and image reports, the system adopts the standard framework of Fast Healthcare Interoperability Resources to ensure the accuracy of clinical data storage and expression. To make full use of the data in the form of pictures contained in the laboratory test and image reports, the system integrates the mature OCR module and NLP module to complete the identification and extraction of relevant clinical information in the picture.

For the patient-end (Figure 5A), the app assists patients in collecting, recording, and transferring their health data. There are two forms of recording health data for patients, including filling in a structured questionnaire by themselves and uploading pictures (Figure 5B and C). The range of health data includes the patient’s basic information, a health questionnaire related to COVID-19 early assessment, and clinical test results. In addition, the content of the health questionnaire will be gradually adjusted according to the relevant authoritative guidelines (see details in Multimedia Appendix 1) [15]. In addition, the data of clinical examination, including laboratory test reports such as blood routine test and CRP, and image examination reports such as lung CT reports can be uploaded as pictures directly by the camera of the mobile device. The mobile app communicates with the back end server through a message transmission mechanism. This mechanism establishes a balance between real time data transmission and system availability, which can
completely meet the requirements of medical data transmission. After being analyzed by the back end database risk stratification model and related algorithms, the evaluation report will be returned to the patient app, mainly including results and evidence of the risk level evaluation and the corresponding detailed medical advice (Figure 5C). Patients can also update their symptoms and clinical data in real time on the app. The app will give new evaluation results and medical advice immediately. In addition, the patient app supports online patient appointments and provides a list of GPs working in the primary care clinics or fever clinics in designated hospitals (Figure 5D).

Figure 5. The screenshots of DDC19’s patient mobile terminal app.

For the GP-end (Figure 6A), the app mainly assists GPs in managing their patients, including checking the information of their patients in the system, the results, and the basis of the automatic risk assessment, and giving recommendations based on the assessment results. First, it supports GPs to check their patients according to their risk level or appointment date and searches their patients by their name or mobile phone number (Figure 6B). Second, for the patient who has completed an in-person visit, it supports GPs in uploading the patient’s laboratory test results, image examination reports, and other data to the back end database to which the patient belongs, and they will obtain an update on the patient’s risk assessment report. In addition, it also supports GPs in checking the details of their risk assessment results and the previous evaluation records, which helps GPs to grasp the patient’s dynamic condition completely and in a timely manner. For a patient who is high risk that did not go to the designated hospital for further investigation timely, the system would send a reminder message for GPs to deal with it as soon as possible. At the same time, GPs can also give recommendations for the patient who applies for offline consultation based on their personal information and submitted clinical data (Figure 6C). GPs can grasp the status of all the residents they managed by these functions of the app. Third, to help GPs in different health institutions grasp the latest prevention and control knowledge of COVID-19 in real time, the GP-end has also developed the function of online training for GPs (Figure 6D).
Case Studies and Data Validation

For the purpose of testing and verifying the dynamic risk stratification model of DDC19, 2243 patients’ information were collected from the fever clinic of the first affiliated hospital of Zhejiang University from January 19 to March 11, 2020. The data includes the patients’ basic information (gender and age), chief complaint, medical history, physical examination, laboratory tests, and the lung CT image examination reports. The first affiliated hospital of Zhejiang University is a class A hospital with 2500 beds. In 2019, the number of outpatient and emergency services reached 5 million and 243,300 were discharged.

The patient’s medical record number is used as the unique identifier, and the data corresponding to the earliest outpatient visit record of each patient within the range from January 19, 2020, to March 11, 2020, is taken. In terms of data preprocessing, except for age, which is used as a continuous variable, the other data are classified as categorical variables. The imaging examination results were divided into clearly marked “viral pneumonia,” other lung function categories, and no abnormalities. According to the first hospital’s reference threshold, the results of laboratory tests were classified as “lower/normal/higher” or “normal/higher.” Age was standardized, and other missing elements were filled with 0.

In our study, according to the risk assessment model, patients were divided into three groups: high-risk group, moderate-risk group, and low-risk group. Out of the 2243 patients, 628 (28.00%) were in the low-risk group, 1447 (64.51%) were in the moderate-risk group, and 168 (7.49%) were in the high-risk group. Among them, 17 patients were clinically diagnosed with COVID-19; 16 patients were in the high-risk group, and 1 patient was in the moderate-risk group (see details in Multimedia Appendix 2).

To ensure the accuracy of risk stratification and to avoid the model overfitting, we used the three categories of low risk, moderate risk, and high risk as labels, and adopted a 10-fold cross-validation method to evaluate and test the model in different scenarios (different dimensions of personal clinical data accessible at the early stage). When we only used the data of patients’ demographic information, clinical symptoms, and contact history, the data set dimensions were (2243, 15). When the results of blood tests were added, the data set dimensions were (2243, 35). After obtaining the CT imaging results of the patient, the data set dimensions were (2243, 36; see details in Multimedia Appendix 2). Figure 7 demonstrates the training set based on the data set in the previously mentioned three scenarios, labels based on the patient’s risk level, the receiver operating characteristic (ROC) curve, and its corresponding area under the curve (AUC) value after 10 cross-validation model test results.
Figure 7. The ROC curve of the dynamic risk stratification model. ROC: receiver operating characteristic.

As can be seen from the ROC curve and its corresponding AUC value, even if only the information of the patient’s epidemiology contact history and clinical symptoms were used, the average value of the three classification results of macro-AUC were all above 0.71. When the data of laboratory tests and imaging were added, the macro-AUC increased to above 0.97. Therefore, the model has a good prediction ability for the above three scenarios. The detailed evaluation indicators of the model are shown in Table 2. All indicators were averaged after 10-fold cross-validation, and Class 1, Class 2, and Class 3 refer to low risk, moderate risk, and high risk, respectively.
**Discussion**

**Principal Findings**

This paper describes a dynamic risk assessment decision support system, which has been used by many Chinese GPs in Zhejiang Province during the COVID-19 outbreak. The DDC19 was designed for GPs working in different situations such as online consultation, assessment evaluation, and triaging in different offline scenarios (community, airport, train station, fever clinic, etc) and following up with suspected patients and discharged patients. It fills in the gap of traditional health care and helps GPs effectively manage residents with different statuses. For patients in DDC19, they can use it to record health data, obtain real-time results of risk assessment, and communicate with their GPs without in-person visits; for GPs, they can intuitively grasp their patients’ conditions and provide online advice and interventions in real time. DDC19 contributes to the effective triaging of patients, relieves the pressure of offline clinics of designated hospitals to a certain extent, and reduces cross-infection in the hospital during the COVID-19 outbreak.

With the worldwide spread of COVID-19 and the shortage of medical resources, achieving scientific assessment and effectively triaging the patients in different states is the key to control it. Under the actual clinical condition, GPs need to comprehensively evaluate patients offline without specific symptoms based on their epidemiological contact history, symptoms, laboratory, and imaging findings, and advise in conjunction with the guideline’s recommendations. Although it can assess patients, distinguish them with different risk levels, and find patients who are at high risk, it has a number of inherent defects that cannot meet the need for efficient prevention and control of COVID-19. At present, there is a lack of mobile medical information systems to meet the needs of patient classification, and it is infeasible to truly complete the triage of patients who are potentially infected with SARS-CoV-2 and other patients with similar symptoms before the outpatient clinic of the designated hospital. Researchers at the University of California, San Diego built a number of COVID-19–related tools to support physician’s work based on the EHR system [14]. Although it is beneficial for docking with the process of the original standardized system in the hospital, it cannot directly obtain the data of patients at an early stage and grasp the dynamic conditions of patients. Nowadays, the implementation of early assessment and triage of COVID-19 relies on GP’s knowledge and experience. GPs cannot make a dynamic risk assessment for their patients because they cannot completely grasp the condition of patients at each period in a timely manner. In addition, the problem of a large number of panicked patients with mild symptoms or no risk of COVID-19 going to the designated hospitals during the epidemic has not been resolved.

In the traditional model, clinicians need to obtain patient’s clinical information within a short time by in-person visits. Due to the limitations of time and environment, it may be arduous to assess the patients’ risk for clinicians. In our study, DDC19 can dynamically obtain patients’ clinical information by self-report or upload health information, assess their risk level by the dynamic risk stratification logistic regression model, and assist GPs to diagnose and provide recommendations. Therefore, DDC19 helps GPs with online triaging, reduces the pressure of offline clinics, and lowers the risk of cross-infection in the hospital. On the coverage of patient clinical information, our system has been further expanded through questionnaires and inspection reports. The multiclass logistic regression model constructed by the retrospective data (Figure 7 and Table 2) shows that the average recall rate for patients who are high risk reached 0.947, even if the overall accuracy is 0.588 when we only have patients’ contact history and clinical symptoms. As we added the results of blood cell counts and CRP, the accuracy rate of the average classification of the model in different risks reached 0.955, and it is close to 0.959 when considering the results of the lung’s CT. Therefore, our results proved that the dynamic risk stratification logistic regression model in DDC19 can accurately identify patients who are high risk by their basic health information (epidemiological history, clinical symptoms, and blood tests). DDC19 can help GPs dynamically manage each patient and expand the scope of COVID-19 risk assessment from traditional outpatient clinics to a new type of continuous health care. In addition, the model proves that only considering the contact history data, clinical symptoms, and blood test data available can achieve the risk stratification effect that combines the results of lung CT. It will reduce the burden of the radiologist and unnecessary waste of health resources.

DDC19 is also a new method for using clinical data, which can respond to emergencies conveniently and quickly. The existing COVID-19–related clinical analysis methods focus on establishing new hypotheses or searching for new research evidence. It is difficult to translate into a direct impact on accurate control and rapid response to the epidemic in a short time. Therefore, we built a complete mobile information system that integrates the workflow in the health care system. On the

<table>
<thead>
<tr>
<th>Variables</th>
<th>Situation 1</th>
<th></th>
<th></th>
<th>Situation 2</th>
<th></th>
<th></th>
<th>Situation 3</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Precision</td>
<td>Recall</td>
<td>F1 score</td>
<td>Precision</td>
<td>Recall</td>
<td>F1 score</td>
<td>Precision</td>
<td>Recall</td>
</tr>
<tr>
<td>Class 1</td>
<td>0.380</td>
<td>0.576</td>
<td>0.456</td>
<td>0.947</td>
<td>0.956</td>
<td>0.951</td>
<td>0.949</td>
<td>0.956</td>
</tr>
<tr>
<td>Class 2</td>
<td>0.750</td>
<td>0.552</td>
<td>0.634</td>
<td>0.976</td>
<td>0.956</td>
<td>0.966</td>
<td>0.980</td>
<td>0.957</td>
</tr>
<tr>
<td>Class 3</td>
<td>0.750</td>
<td>0.947</td>
<td>0.831</td>
<td>0.841</td>
<td>0.941</td>
<td>0.885</td>
<td>0.850</td>
<td>0.982</td>
</tr>
<tr>
<td>Accuracy</td>
<td>0.588</td>
<td>0.588</td>
<td>0.588</td>
<td>0.955</td>
<td>0.955</td>
<td>0.955</td>
<td>0.959</td>
<td>0.959</td>
</tr>
<tr>
<td>Macroaverage</td>
<td>0.627</td>
<td>0.692</td>
<td>0.640</td>
<td>0.921</td>
<td>0.951</td>
<td>0.934</td>
<td>0.926</td>
<td>0.965</td>
</tr>
<tr>
<td>Weighted average</td>
<td>0.646</td>
<td>0.588</td>
<td>0.599</td>
<td>0.958</td>
<td>0.955</td>
<td>0.956</td>
<td>0.961</td>
<td>0.959</td>
</tr>
</tbody>
</table>
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<th></th>
<th></th>
<th>Situation 2</th>
<th></th>
<th></th>
<th>Situation 3</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Precision</td>
<td>Recall</td>
<td>F1 score</td>
<td>Precision</td>
<td>Recall</td>
<td>F1 score</td>
<td>Precision</td>
<td>Recall</td>
</tr>
<tr>
<td>Class 1</td>
<td>0.380</td>
<td>0.576</td>
<td>0.456</td>
<td>0.947</td>
<td>0.956</td>
<td>0.951</td>
<td>0.949</td>
<td>0.956</td>
</tr>
<tr>
<td>Class 2</td>
<td>0.750</td>
<td>0.552</td>
<td>0.634</td>
<td>0.976</td>
<td>0.956</td>
<td>0.966</td>
<td>0.980</td>
<td>0.957</td>
</tr>
<tr>
<td>Class 3</td>
<td>0.750</td>
<td>0.947</td>
<td>0.831</td>
<td>0.841</td>
<td>0.941</td>
<td>0.885</td>
<td>0.850</td>
<td>0.982</td>
</tr>
<tr>
<td>Accuracy</td>
<td>0.588</td>
<td>0.588</td>
<td>0.588</td>
<td>0.955</td>
<td>0.955</td>
<td>0.955</td>
<td>0.959</td>
<td>0.959</td>
</tr>
<tr>
<td>Macroaverage</td>
<td>0.627</td>
<td>0.692</td>
<td>0.640</td>
<td>0.921</td>
<td>0.951</td>
<td>0.934</td>
<td>0.926</td>
<td>0.965</td>
</tr>
<tr>
<td>Weighted average</td>
<td>0.646</td>
<td>0.588</td>
<td>0.599</td>
<td>0.958</td>
<td>0.955</td>
<td>0.956</td>
<td>0.961</td>
<td>0.959</td>
</tr>
</tbody>
</table>
other hand, although there is a lot of research on informationization and AI-related to COVID-19 at the moment [21-24], most of the reported AI-driven tools are still limited to proof-of-concept models. To the best of our knowledge, there is currently only one article about risk assessment and prehospital triaging of patients with suspected COVID-19 [25], but the tools designed by this study are embedded in EHR systems to provide self-triaging and posthospital follow-ups are not supported. In contrast, the mobile information system we designed fits well with the actual triage practice in business processes and supports GPs’ real-time grasp and assessment of the patient’s health status with better flexibility.

Limitations
This study has some limitations that must be addressed in the next steps of development. First, the complete clinical situation should be considered during the establishment of the dynamic risk assessment model, including the severity of symptoms and history of underlying chronic diseases, but the early retrospective data of fever clinics do not contain these data elements. With further accumulation of relevant clinical data, our system can attempt earlier assessment and triage support methods, and we can also discuss and explore the impact of dynamic changes in patients’ clinical information on their COVID-19 risk stratification. Second, as the system is still in the deployment and app stage, the relevant data of patients in the system and in-hospital visits cannot be obtained in a timely manner, so the clinical effects produced by the actual app of the system cannot be evaluated in a timely manner.

Conclusions
DCC19 is a mobile decision support system designed and developed to assist GPs in providing dynamic risk assessments for potential patients during the COVID-19 outbreak. It collects potential patients’ health information by mobile apps and data transmission mechanisms in different situations, assesses their risk levels through a dynamic risk stratification logistic regression model, and helps GPs manage patients and make further clinical decisions.
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Abstract

Background: The outbreak of severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2), which causes coronavirus disease (COVID-19), has been declared a global pandemic. Identifying individuals whose infection can potentially become severe is critical to control the case fatality rate of COVID-19. However, knowledge of symptoms that are prognostic of COVID-19 severity is lacking.

Objective: The objective of our study was to identify symptoms prognostic of COVID-19 infection severity.

Methods: We analyzed documented symptoms, including fever, cough, fatigue, expectoration, sore throat, chest distress, headache, diarrhea, rhinorrhea, stuffed nose, nausea, vomiting, muscle or joint ache, shortness of breath, and their associations with disease severity using a case series, including 655 confirmed cases from January 23 to February 5, 2020 in Henan Province, China. We also analyzed the influence of individual characteristics, including age, gender, and comorbidities, on symptoms with prognostic value.

Results: Fatigue (95% CI 0.141 to 0.334, \(P<.001\)), expectoration (95% CI 0.107 to 0.305, \(P<.001\)) and stuffed nose (95% CI –0.499 to –0.082, \(P=.006\)) were identified as the prognostic symptoms of COVID-19 patients from the multivariate analysis. Fever occurred in 603/655 (92.1%) of the patients but was not associated with disease severity. Fatigue accounted for 184/655 (28.1%) of the patients and was linearly associated with infection severity with statistical significance. Expectoration occurred in 169/655 (25.8%) patients in the cohort and was the sole prognostic factor for patients with cardiovascular complications, including hypertension. Shortness of breath, chest distress, muscle or joint ache, and dry cough, which occurred in 33 (5%), 83 (12.7%), 78 (11.9%), and 276 (42.1%) of the 655 patients, respectively, were significantly enriched among patients classified as severe. Stuffed nose and nausea were associated with favorable disease severity, especially among male patients. Headache was most enriched in patients aged 15 to 39 years, followed by those aged 40 to 64 years, with statistical significance.

Conclusions: Fatigue and expectoration are signs of severe COVID-19 infection. Shortness of breath, chest distress, muscle or joint ache, and dry cough are prevalent in severe patients. Expectoration is commonly present in older individuals and patients with cardiovascular disorders, including hypertension. Shortness of breath is prognostic of severe infection in male patients. Stuffed nose and nausea are favorable prognostic factors of severe infection, especially among male patients.

(J Med Internet Res 2020;22(6):e19636) doi:10.2196/19636
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Introduction

In early December 2019, a pneumonia of unknown etiology emerged in Wuhan, a city in China with 11 million permanent residents and 5 million recurrent residents. On December 29, 2019, the first four cases of this pneumonia were reported, all of which were linked to the Huanan Seafood Wholesale Market in Wuhan. On January 7, 2020, a novel coronavirus was identified from the bronchoalveolar lavage fluid of a patient [1] and was named severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2) by the World Health Organization (WHO) [2]. SARS-CoV-2 is the seventh enveloped RNA coronavirus to be identified [3]; it is transmittable via humans and has a 3-day median incubation time [4]. This virus has rapidly spread worldwide and has become a global health threat [5]. The high binding affinity of SARS-CoV-2 to angiotensin-converting enzyme 2 enables its rapid transmission [6]. Approximately 8 million individuals were infected and over 0.4 million deaths were reported worldwide as of June 2020 [7]. The death rate varies among countries and reached as high as 27.1% in Yemen [7].

Suspected cases were identified as having “fever or respiratory symptoms” and “traveling history or contact with confirmed infections within 2 weeks” [8]. Unlike the symptoms of severe acute respiratory syndrome (SARS), where fever was the symptom in approximately 100% of infected individuals [9], fever is only observed in 87.9% of patients with COVID-19 on admission [4]; other symptoms, such as cough (67.7%) and fatigue (38.1%), also frequently occur in SARS-CoV-2–infected individuals. Despite the many reports on symptoms associated with COVID-19, little effort has been devoted to the identification of symptoms associated with its severity. This study aims to identify symptoms with prognostic value on disease severity and their correlations with individual characteristics such as age, gender, and comorbidities to aid the prognosis of COVID-19 severity.

Methods

Data Source

This case series was collected by the Center for Disease Control and Prevention of Henan Province (Henan CDC) from 279 hospitals in the province. It includes 655 confirmed patients with COVID-19 who showed symptoms on admission and were admitted to hospitals from January 23, 2020, to February 5, 2020, with February 5 being the last follow-up date. Oral consent was obtained from the patients. All enrolled patients were diagnosed according to the WHO interim guidance [10].

Epidemic, clinical, and severity data were obtained with data collection forms from electronic medical records as part of standard care. The information recorded included demographic data, comorbidities, symptoms, and chest computed tomography (CT) scans. The date of disease onset was defined as the day when the symptom was noted. This study was approved by the ethics commissions of the Henan CDC with a waiver of informed consent. Cardiovascular disease (CVD) is a group of disorders of the heart and blood vessels, including cerebrovascular disease, coronary heart disease, cerebrovascular disease, peripheral arterial disease, and rheumatic heart disease.

We stratified severity into three groups: light, normal, and severe. According to the Novel Coronavirus Diagnostic and Therapeutic Plan (Seventh Edition) [11], COVID-19 severity was initially divided into four types: light, normal, severe, and terminal. We merged severe and terminal patients into one group, named the severe group. The clinical symptoms of patients in the light group were mild, with no pneumonia found in imaging. Patients in the normal group had fever, respiratory tract infection, and other symptoms, with manifestation of pneumonia observable in imaging. In adults, if one of the following three conditions was satisfied, the patient was classified as severe: 1) shortness of breath, respiratory rate ≥30 times per minute; oxygen saturation ≤93% in the resting state; arterial blood sample partial pressure (PaO₂)/oxygen concentration (FiO₂) ≤300 millimeters of mercury. Among children, if any of the following criteria were met, the child was classified as severe: shortness of breath (≤2 months of age, respiratory rate ≥60 times/min; 2 to 12 months of age, respiratory rate ≥50 times/min; 1-5 years of age, respiratory rate ≥40 times/min; >5 years of age, respiratory rate ≥30 times/min), excluding the effects of fever and crying; oxygen saturation in the resting state is ≤92%; assisted respiration (moaning, alar fluttering, three-concave sign); cyanosis; intermittent apnea; drowsiness; convulsion; refusing to eat or difficulty in feeding; and signs of dehydration. Patients with critically severe cases satisfied the following criteria: respiratory failure that requires mechanical ventilation; shock; other organ failure that requires intensive care unit monitoring and treatment.

Laboratory Testing

Throat or nose swab samples were collected from patients suspected of having SARS-CoV-2 infection for total RNA extraction using the respiratory sample RNA isolation kit (Shanghai BioGerm Medical Technology Co Ltd, Catalog No. ZC-HX-201-2), followed by real time reverse transcription–polymerase chain reaction (RT-PCR) using a SARS-CoV-2 nucleic acid detection kit (Shanghai BioGerm Medical Technology Co Ltd) in the biosafety level 2 lab at Henan CDC. Targeting the open reading frame (ORF1a/b), the primers and sequences were forward primer CCCTGTGGTTTTACACTTAA, reverse primer ACGATTGTGCACTCAGCTGA, and probe 5’-FAM-CCGTTCTGATGTTTCAAGTTG-BHQ1-3’.

Targeting nucleocapsid protein, the primers and sequences were forward primer GGGAACCTTCTCGCTGTAAG, reverse primer CAGACATTGTTGCTCAAGCTG, and probe 5’-FAM-TTGCTGCTGCTGCTGACTAGATT-TAMRA-3’. Conditions for the amplifications were 50 °C for 10 minutes and 95 °C for 5 minutes, followed by 40 cycles of 95 °C for 10 seconds and 55 °C for 40 seconds. Following recommendations by the Chinese National Institute for Viral Disease Control and Prevention [12], positive and negative tests were defined as cycle threshold (Ct) values <37 and ≥40, respectively; samples with Ct values between these thresholds were subjected to retesting. A case was confirmed if two targets (ORF1a or 1b,
nucleocapsid protein) tested positive by real-time RT-PCR in the initial test or both tests (when a retest was needed).

**Statistical Analysis**
Continuous variables were described using mean, SD, median, interquartile range (IQR), and range, and categorical variables were described by frequency and percentage. Means for continuous variables were compared using independent group tests when the data were normally distributed (Shapiro-Wilk test); otherwise, the Kruskal-Wallis H test was used (adjusted by Bonferroni correction). Proportions for categorical variables were compared using the chi-square test or Fisher exact test. The correlation of two variables was compared using Spearman rank correlation. The influencing variables for the severity of COVID-19 were analyzed using a linear regression model (forward method). All statistical analyses were performed using SPSS version 23.0 (IBM Corp). A 2-sided $\alpha$ less than .05 was considered statistically significant.

**IT Infrastructure**
We implemented the new Public Health Emergency Management Information System of Henan Province and extracted data from the system to analyze the epidemiological characteristics of COVID-19 patients in Henan Province and develop a COVID-19 cluster statistical information template. In addition, the hospital information system, dashboards, electronic prescription system, and cloud-based medical image sharing system were used to facilitate the analysis of the clinical data of COVID-19 patients.

**Results**
In this case series including 655 COVID-19 patients, regarding disease severity, 163 (24.9%) patients were classified as light, 420 (64.1%) as normal, and 72 (11%) as severe (Table 1). Of the infected individuals, 12/655 (1.8%) were less than 15 years of age, 265 (40.5%) were between 15 and 39 years of age, 322 (49.2%) were between 40 and 64 years of age, and 71 (11%) were aged 65 years or older (Table 1). Most patients were male (367/655, 56.0%). Of the 150/655 patients (22.9%) who had coexisting medical disorders, 89 (59.3%) had CVD. Given the high percentage of CVD comorbidities in this dataset, we considered statistically significant.

The symptom of fever occurred in 603/655 (92.1%) of the patients (Table 1) but was not associated with disease severity. A higher “highest temperature of fever” was typically associated with more severe SARS-CoV-2 infection; however, it is difficult to precisely define high and lowest temperatures of fever given the high dependence of this parameter on the time slot when it was measured and high individual heterogeneity among patients. The mean highest temperature in the light group was 38.0°C (range 37.6-38.5°C), that in the normal group was 38.0°C (range 37.8-38.5°C), and that in the severe group was 38.4°C (range 38.0-38.9°C) ($\chi^2=15.5, P<.001$).

Other symptoms, including dry cough, fatigue, expectoration, chest distress, muscle or joint ache, shortness of breath, and multiple symptoms, all convey significant prognostic value on disease severity. Fatigue was the most prevalent symptom (184/655, 28.1%) among patients (Table 1) and could significantly ($\chi^2=20.8, P<.001$) stratify and linearize patients into light, normal, and severe groups regarding clinical severity (Table 2, Figure 2A). Expectoration was observed in 169/655 (25.8%) of the patients, with significant ($\chi^2=14.5, P=.001$) prognostic value on disease severity (Table 1, Table 2). Expectoration significantly ($\chi^2=6.6, P=.04$) differed among patients with CVD and patients with complications other than CVD as well as patients without coexisting disorders (Multimedia Appendix 1), and it was the sole explanatory symptom included in the linear regression among CVD patients ($\beta=0.310$, 95% CI 0.042-0.579, $P=.02$, Table 3). Shortness of breath was significantly ($\chi^2=18.3, P<.001$) enriched in the severe group (Table 2) and was observed in 33/655 (5.0%) of the patients infected with COVID-19 (Table 1). Chest distress occurred in 12.7% of this cohort (Table 1), and the sample group was significantly enriched with severely infected patients ($\chi^2=11.367, P=.003$, Table 2). Muscle or joint ache was documented in 78/655 (11.9%) of the patients and was significantly enriched in severe patients ($\chi^2=7.7, P=.02$, Table 2) and female patients ($\chi^2=4.5, P=.03$, Multimedia Appendix 1). Dry cough, although it could stratify patients according to COVID-19 severity with statistical significance ($\chi^2=7.4, P=.03$, Table 2), did not show good discrimination power (Figure 2B); this may be due to the high prevalence of dry cough among patients (276/655, 42.1%, Table 1). Headache was enriched in the 15 to 39 years age group, followed by the 40 to 64 years age group, with statistical significance ($\chi^2=11.6, P=.009$, Multimedia Appendix 1); however, headache could not differentiate disease severity. The majority of the patients (501/655, 76.5%) reported multiple symptoms (Table 1).
Table 1. Documented symptoms and general clinical characteristics of 655 patients with COVID-19 (N=655).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Disease severity</strong></td>
<td></td>
</tr>
<tr>
<td>Light</td>
<td>163 (24.9)</td>
</tr>
<tr>
<td>Normal</td>
<td>420 (64.1)</td>
</tr>
<tr>
<td>Severe</td>
<td>72 (11)</td>
</tr>
<tr>
<td><strong>Symptoms</strong></td>
<td></td>
</tr>
<tr>
<td>Fever (ºC)</td>
<td></td>
</tr>
<tr>
<td>&lt;37.3</td>
<td>23 (3.5)</td>
</tr>
<tr>
<td>37.3-38.0</td>
<td>287 (43.8)</td>
</tr>
<tr>
<td>38.1-39.0</td>
<td>241 (36.8)</td>
</tr>
<tr>
<td>&gt;39.0</td>
<td>37 (5.6)</td>
</tr>
<tr>
<td>Temperature not documented</td>
<td>15 (2.1)</td>
</tr>
<tr>
<td>Dry cough</td>
<td>276 (42.1)</td>
</tr>
<tr>
<td>Fatigue</td>
<td>184 (28.1)</td>
</tr>
<tr>
<td>Expectoration</td>
<td>169 (25.8)</td>
</tr>
<tr>
<td>Chest distress</td>
<td>83 (12.7)</td>
</tr>
<tr>
<td>Headache</td>
<td>80 (12.2)</td>
</tr>
<tr>
<td>Muscle or joint ache</td>
<td>78 (11.9)</td>
</tr>
<tr>
<td>Sore throat</td>
<td>70 (10.7)</td>
</tr>
<tr>
<td>Rhinorrhea</td>
<td>41 (6.3)</td>
</tr>
<tr>
<td>Shortness of breath</td>
<td>33 (5.0)</td>
</tr>
<tr>
<td>Diarrhea</td>
<td>33 (5.0)</td>
</tr>
<tr>
<td>Stuffed nose</td>
<td>30 (4.6)</td>
</tr>
<tr>
<td>Nausea</td>
<td>22 (3.4)</td>
</tr>
<tr>
<td>Vomiting</td>
<td>19 (2.9)</td>
</tr>
<tr>
<td>Other symptoms</td>
<td>7 (1.1)</td>
</tr>
<tr>
<td>Multiple symptoms</td>
<td>501 (76.5)</td>
</tr>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
</tr>
<tr>
<td>&lt;15</td>
<td>12 (1.8)</td>
</tr>
<tr>
<td>15-39</td>
<td>265 (40.5)</td>
</tr>
<tr>
<td>40-64</td>
<td>322 (49.2)</td>
</tr>
<tr>
<td>≥65</td>
<td>56 (8.5)</td>
</tr>
<tr>
<td><strong>Gender</strong></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>367 (56.0)</td>
</tr>
<tr>
<td>Female</td>
<td>288 (44.0)</td>
</tr>
<tr>
<td><strong>Coexisting disorders</strong></td>
<td></td>
</tr>
<tr>
<td>CVD</td>
<td>89 (59.3)</td>
</tr>
<tr>
<td>Disorders other than CVD</td>
<td>61 (40.7)</td>
</tr>
<tr>
<td>None</td>
<td>505 (77.1)</td>
</tr>
</tbody>
</table>

*CVD: cardiovascular disease (including hypertension).*
**Figure 1.** Chest computed tomographic images of a female patient aged 56 years infected with coronavirus disease. The images show ground glass opacity in both lungs on day 5 after symptom onset.

**Figure 2.** Summarized report of documented symptoms. Plots of (A) patient number of documented symptoms and (B) patient percentage of prognostic symptoms in cohorts stratified by coronavirus disease severity.
### Table 2. Symptoms stratified by disease severity among patients with COVID-19 (N=655).

<table>
<thead>
<tr>
<th>Symptom</th>
<th>Light (n=163), n (%)</th>
<th>Normal (n=420), n (%)</th>
<th>Severe (n=72), n (%)</th>
<th>Chi-square (df)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Fever</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>All fever</td>
<td>144 (88.3)</td>
<td>393 (93.6)</td>
<td>66 (91.7)</td>
<td>4.4 (2)</td>
<td>.11</td>
</tr>
<tr>
<td>&lt;37.3°C</td>
<td>4 (2.9)</td>
<td>18 (4.6)</td>
<td>1 (1.6)</td>
<td>21.5 (6)</td>
<td>.002</td>
</tr>
<tr>
<td>37.3-38.0°C</td>
<td>80 (58.4)</td>
<td>187 (48.1)</td>
<td>20 (32.3)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>38.1-39.0°C</td>
<td>43 (31.4)</td>
<td>166 (42.7)</td>
<td>32 (51.6)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>&gt;39.0°C</td>
<td>10 (7.3)</td>
<td>18 (4.6)</td>
<td>9 (14.5)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Temperature not documented</td>
<td>7 (4.3)</td>
<td>4 (0.1)</td>
<td>4 (5.6)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dry cough</td>
<td>64 (39.3)</td>
<td>171 (40.7)</td>
<td>41 (56.9)</td>
<td>7.4 (2)</td>
<td>.03</td>
</tr>
<tr>
<td>Fatigue</td>
<td>26 (16.0)</td>
<td>127 (30.2)</td>
<td>31 (43.1)</td>
<td>20.8 (2)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Expectoration</td>
<td>25 (15.3)</td>
<td>118 (28.1)</td>
<td>26 (36.1)</td>
<td>14.5 (2)</td>
<td>.001</td>
</tr>
<tr>
<td>Chest distress</td>
<td>20 (12.3)</td>
<td>45 (10.7)</td>
<td>18 (25.0)</td>
<td>11.4 (2)</td>
<td>.003</td>
</tr>
<tr>
<td>Headache</td>
<td>20 (12.3)</td>
<td>49 (11.7)</td>
<td>10 (13.9)</td>
<td>0.3 (2)</td>
<td>.86</td>
</tr>
<tr>
<td>Muscle or joint ache</td>
<td>19 (11.7)</td>
<td>45 (10.7)</td>
<td>16 (22.2)</td>
<td>7.7 (2)</td>
<td>.02</td>
</tr>
<tr>
<td>Sore throat</td>
<td>16 (9.8)</td>
<td>43 (10.2)</td>
<td>11 (15.3)</td>
<td>1.8 (2)</td>
<td>.41</td>
</tr>
<tr>
<td>Rhinorrhea</td>
<td>12 (7.4)</td>
<td>26 (6.2)</td>
<td>3 (4.2)</td>
<td>0.9 (2)</td>
<td>.65</td>
</tr>
<tr>
<td>Shortness of breath</td>
<td>8 (4.9)</td>
<td>14 (3.3)</td>
<td>11 (15.3)</td>
<td>18.3 (2)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Diarrhea</td>
<td>9 (5.5)</td>
<td>20 (4.8)</td>
<td>4 (5.6)</td>
<td>0.2 (2)</td>
<td>.91</td>
</tr>
<tr>
<td>Stuffed nose</td>
<td>12 (7.4)</td>
<td>17 (4.0)</td>
<td>1 (1.4)</td>
<td>4.8 (2)</td>
<td>.09</td>
</tr>
<tr>
<td>Nausea</td>
<td>9 (5.5)</td>
<td>11 (2.6)</td>
<td>2 (2.8)</td>
<td>3.1 (2)</td>
<td>.21</td>
</tr>
<tr>
<td>Vomiting</td>
<td>6 (3.7)</td>
<td>11 (2.6)</td>
<td>2 (2.8)</td>
<td>0.7 (1)</td>
<td>.78</td>
</tr>
<tr>
<td>Other</td>
<td>3 (1.8)</td>
<td>4 (1.0)</td>
<td>0 (0)</td>
<td>1.3 (1)</td>
<td>.49</td>
</tr>
<tr>
<td>Multiple symptoms</td>
<td>111 (68.1)</td>
<td>327 (77.9)</td>
<td>63 (87.50)</td>
<td>11.7 (2)</td>
<td>.003</td>
</tr>
</tbody>
</table>

a Pairwise significance.

b Calculated with the R by C chi-square test.

c Significant compared with the other two groups.

Linear models were established to explain disease severity by including all patients or cohort groups stratified by age, gender, and coexisting disorder. All models constructed were significant (Table 3). Fatigue was the most frequently present symptom in these equations, followed by expectoration, and the coefficients of both symptoms were positive (Table 3). While expectoration was the sole symptom associated with patients with CVD, fatigue was linked to patients with coexisting disorders other than CVD (Table 3). Excluding patients with comorbidities did not change the variables included in the model except for slight variations in the coefficients. Stuffed nose was a negative explanatory variable in the models including all patients, individuals without comorbidities, and male patients only (Table 3). Nausea was a negative explanatory variable and played a dominant role in the equation established for male patients (Table 3).

The symptoms of highest temperature of fever (correlation 0.166, 95% CI 0.082-0.251, \( P < .001 \)), expectoration (correlation 0.104, 95% CI 0.022-0.184, \( P = .012 \)) and shortness of breath (correlation 0.125, 95% CI 0.001-0.041, \( P = .002 \)) were significantly correlated with days from illness onset to diagnosis (Table 4).
Table 3. Linear models of clinical severity as explained by symptoms.

<table>
<thead>
<tr>
<th>Stratification factor</th>
<th>Parameter from stepwise modeling</th>
<th>Regression coefficient</th>
<th>95% CI</th>
<th>P value</th>
<th>Model&lt;sup&gt;a&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>All</td>
<td>Constant</td>
<td>1.755</td>
<td>1.697 to 1.812</td>
<td>&lt;.001</td>
<td>Y=0.237<em>F+0.206</em>E-0.291*S+1.755</td>
</tr>
<tr>
<td></td>
<td>Fatigue</td>
<td>0.237</td>
<td>0.141 to 0.334</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Expectoration</td>
<td>0.206</td>
<td>0.107 to 0.305</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Stuffed nose</td>
<td>0.291</td>
<td>−0.499 to −0.082</td>
<td>.006</td>
<td></td>
</tr>
<tr>
<td>Age</td>
<td>Constant</td>
<td>1.499</td>
<td>1.272 to 1.725</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td>265 years</td>
<td>Expectoration</td>
<td>0.656</td>
<td>0.253 to 1.059</td>
<td>.002</td>
<td>Y=0.460<em>F+0.656</em>E+1.499</td>
</tr>
<tr>
<td></td>
<td>Fatigue</td>
<td>0.460</td>
<td>0.066 to 0.854</td>
<td>.02</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Constant</td>
<td>1.820</td>
<td>1.739 to 1.900</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td>40-64 years</td>
<td>Fatigue</td>
<td>0.202</td>
<td>0.072 to 0.331</td>
<td>.002</td>
<td>Y=0.202<em>F+0.137</em>E+1.82</td>
</tr>
<tr>
<td></td>
<td>Expectoration</td>
<td>0.137</td>
<td>0.001 to 0.274</td>
<td>.048</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Constant</td>
<td>1.789</td>
<td>1.710 to 1.868</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td>15-39 years</td>
<td>Fatigue</td>
<td>0.166</td>
<td>0.008 to 0.324</td>
<td>.04</td>
<td>Y=0.166*F+1.789</td>
</tr>
<tr>
<td></td>
<td>Constant</td>
<td>1.20</td>
<td>0.918 to 1.482</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td>&lt;15 years</td>
<td>Fatigue</td>
<td>0.800</td>
<td>0.110 to 1.490</td>
<td>.03</td>
<td>Y=0.8*F+1.2</td>
</tr>
<tr>
<td>Gender</td>
<td>Constant</td>
<td>1.783</td>
<td>1.706 to 1.860</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td>Male gender</td>
<td>Fatigue</td>
<td>0.219</td>
<td>0.091 to 0.346</td>
<td>&lt;.001</td>
<td>Y=0.219<em>F+0.212</em>E-0.513<em>N-0.343</em>S+0.276*B+1.783</td>
</tr>
<tr>
<td></td>
<td>Expectoration</td>
<td>0.212</td>
<td>0.083 to 0.340</td>
<td>.001</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Nausea</td>
<td>−0.513</td>
<td>−0.880 to −0.147</td>
<td>.006</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Stuffed nose</td>
<td>−0.343</td>
<td>−0.602 to −0.084</td>
<td>.01</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Shortness of breath</td>
<td>0.276</td>
<td>0.027 to 0.525</td>
<td>.03</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Constant</td>
<td>1.718</td>
<td>1.632 to 1.803</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td>Female gender</td>
<td>Fatigue</td>
<td>0.252</td>
<td>0.100 to 0.404</td>
<td>.001</td>
<td>Y=0.252<em>F+0.164</em>E+1.718</td>
</tr>
<tr>
<td></td>
<td>Expectoration</td>
<td>0.164</td>
<td>0.006 to 0.322</td>
<td>.04</td>
<td></td>
</tr>
<tr>
<td>Coexisting disorder</td>
<td>Constant</td>
<td>1.864</td>
<td>1.727 to 2.000</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td>Coexisting CVD&lt;sup&gt;b&lt;/sup&gt;</td>
<td>Expectoration</td>
<td>0.310</td>
<td>0.042 to 0.579</td>
<td>.02</td>
<td>Y=0.31*E+1.864</td>
</tr>
<tr>
<td></td>
<td>Constant</td>
<td>1.725</td>
<td>1.548 to 1.902</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td>Coexisting disorder other than CVD</td>
<td>Fatigue</td>
<td>0.418</td>
<td>0.116 to 0.720</td>
<td>.008</td>
<td>Y=0.418*F+1.725</td>
</tr>
<tr>
<td></td>
<td>Constant</td>
<td>1.736</td>
<td>1.672 to 1.800</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td>No coexisting disorder</td>
<td>Fatigue</td>
<td>0.264</td>
<td>0.152 to 0.376</td>
<td>&lt;.001</td>
<td>Y=0.264<em>F+0.227</em>E-0.314*S+1.736</td>
</tr>
<tr>
<td></td>
<td>Expectoration</td>
<td>0.227</td>
<td>0.111 to 0.343</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Stuffed nose</td>
<td>−0.314</td>
<td>−0.548 to −0.080</td>
<td>.009</td>
<td></td>
</tr>
</tbody>
</table>


<sup>b</sup>CVD: cardiovascular disease.
Table 4. Spearman correlation analysis of symptoms and days from illness onset to diagnosis.

<table>
<thead>
<tr>
<th>Symptoms</th>
<th>Days from illness onset to diagnosis</th>
<th>95% CI</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Correlation</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fever</td>
<td>-0.039</td>
<td>-0.119 to 0.065</td>
<td>.35</td>
</tr>
<tr>
<td>Highest temperature of fever</td>
<td>0.166a</td>
<td>0.082 to 0.251</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Temperature &gt;37.3ºC</td>
<td>-0.130</td>
<td>-0.492 to 0.306</td>
<td>.55</td>
</tr>
<tr>
<td>Temperature 37.3-38.0ºC</td>
<td>0.006</td>
<td>-0.116 to 0.124</td>
<td>.91</td>
</tr>
<tr>
<td>Temperature 38.1-39.0ºC</td>
<td>0.009</td>
<td>-0.121 to 0.139</td>
<td>.89</td>
</tr>
<tr>
<td>Temperature &gt;39.0ºC</td>
<td>0.109</td>
<td>-0.190 to 0.403</td>
<td>.52</td>
</tr>
<tr>
<td>Dry cough</td>
<td>0.058</td>
<td>-0.021 to 0.132</td>
<td>.15</td>
</tr>
<tr>
<td>Fatigue</td>
<td>0.023</td>
<td>-0.067 to 0.101</td>
<td>.58</td>
</tr>
<tr>
<td>Expectoration</td>
<td>0.104b</td>
<td>0.022 to 0.184</td>
<td>.012</td>
</tr>
<tr>
<td>Chest distress</td>
<td>0.070</td>
<td>-0.011 to 0.157</td>
<td>.09</td>
</tr>
<tr>
<td>Headache</td>
<td>-0.037</td>
<td>-0.117 to 0.044</td>
<td>.37</td>
</tr>
<tr>
<td>Muscle or joint ache</td>
<td>0.013</td>
<td>-0.069 to 0.093</td>
<td>.76</td>
</tr>
<tr>
<td>Sore throat</td>
<td>0.008</td>
<td>-0.071 to 0.080</td>
<td>.85</td>
</tr>
<tr>
<td>Rhinorrhea</td>
<td>-0.041</td>
<td>-0.114 to 0.033</td>
<td>.33</td>
</tr>
<tr>
<td>Shortness of breath</td>
<td>0.125a</td>
<td>0.001 to 0.041</td>
<td>.002</td>
</tr>
<tr>
<td>Diarrhea</td>
<td>-0.004</td>
<td>-0.086 to 0.087</td>
<td>.92</td>
</tr>
<tr>
<td>Stuffed nose</td>
<td>-0.065</td>
<td>-0.152 to 0.033</td>
<td>.12</td>
</tr>
<tr>
<td>Nausea</td>
<td>0.018</td>
<td>-0.072 to 0.103</td>
<td>.66</td>
</tr>
<tr>
<td>Vomiting</td>
<td>-0.032</td>
<td>-0.131 to 0.063</td>
<td>.43</td>
</tr>
<tr>
<td>Multiple symptoms</td>
<td>0.079</td>
<td>-0.002 to 0.158</td>
<td>.056</td>
</tr>
</tbody>
</table>

aP<.01 (two-tailed).

bP<.05 (two-tailed).

### Discussion

#### Principal Findings

The main findings of this study were that fatigue and expectoration are signs of severe COVID-19 infection and that stuffed nose and nausea are favorable prognostic factors of disease severity.

Two symptoms, fatigue and expectoration, showed linear associations with COVID-19 severity (Figure 2B). Four symptoms, namely shortness of breath, chest distress, muscle or joint ache, and dry cough, were more commonly present in severe patients. Thus, if more patients are documented with these symptoms, more resources for intensive medical care should be administrated.

These prognostic symptoms were interconnected with gender, CVD, and age. The enrichment of shortness of breath in severe patients was the most evident, especially among male patients; this suggests its feasibility as a sign (with relatively low type I error) for intensive care among confirmed cases. Stuffed nose and nausea were associated with less severe COVID-19, especially among male patients. Expectoration was significantly associated with CVD complications, suggesting a correlation between CVD and lower respiratory tract infection. An age of 40 years was shown to be a breakpoint for symptoms prognostic of disease severity. While fatigue conveyed prognostic value for all age groups, expectoration showed significance when the patients’ age exceeded 40 years and dominated the model when their age exceeded 65 years. This may be due to the increased likelihood of developing CVD with increasing age and explainable by the strong association between expectoration and CVD comorbidity. As a clinical suggestion, individuals concomitantly having these characteristics and symptoms should be suspected for infection and given immediate quarantine and potential intensive medical care during the COVID-19 epidemic.

It is known that immune response to virus infection plays a vital role in the inflammation involved in heart diseases such as myocarditis, atherosclerosis, and cardiac insufficiency, and it constitutes the pathogenesis of cardiac disorder in humans [13]. Shortness of breath is a typical sign of heart and lung conditions, and fever is a symptom of stimulated immune response to infection. It was observed from our study that expectoration was associated with CVD and male gender; expectoration, shortness of breath, and fever were significantly correlated with days from illness onset to diagnosis. Therefore, we expect that patients with comorbidities, especially CVD, would experience exacerbated COVID-19 severity.
It is worth mentioning that symptoms prognostic of COVID-19 severity differ from symptoms for early COVID-19 diagnosis. While fever and dry cough were the most prevalent symptoms among infected individuals, fatigue, expectoration, and chest distress conveyed prognostic value on disease severity. This can be explained by the small percentage of patients represented in the whole case series (72, 11%) who could not be predicted from prevalent symptoms.

Although many case series including higher numbers of cases than that in this study have been reported [4,14-16], given the rapid changing global situation of COVID-19 and the sharp rise in the number of infected cases during the past few months, relatively little research has been devoted to studying the prognostic value of symptoms on severity. The sole relevant study was reported by Dong et al [17], who analyzed data from 663 patients. Compared with Dong’s study, which analyzed two symptoms (expectoration and muscle ache), one laboratory test index (albumin), and one patient characteristic (gender), our study concentrates on a more focused and complete list or characteristics that encompasses 14 symptoms. However, this study is limited by its high dependence on the accuracy and completeness of the symptoms recorded for each patient.

Conclusions

Our study provides a statistical analysis of documented symptoms of 655 confirmed COVID-19 patients from Henan Province to aid SARS-CoV-2 diagnosis and prognosis. We conclude that fatigue and expectoration are the most important symptoms prognostic of severe COVID-19, and gender, age, and CVD comorbidity are factors associated with these symptoms; muscle or joint ache commonly occurs in female patients, and younger patients are likely to develop headache; and high temperature in fever, expectoration, and shortness of breath are typically associated with delayed diagnosis.
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Abstract

Background: The population of Europe is aging rapidly. Most community-dwelling older adults (CDOAs) want to remain in their homes, particularly those experiencing functional decline. Politicians and academics repeatedly praise technological instruments for being the preferred solution for helping older adults with deteriorating health to remain at home.

Objective: This study aimed to understand the perceptions of CDOAs and their informal caregivers (ICs) and professional caregivers (PCs) about technologies that can help keep older adults at home.

Methods: This qualitative study used personal interviews, focus groups, and photo-elicitation interviews to better understand the perceptions of a convenience sample of 68 CDOAs, 21 ICs, and 32 PCs.

Results: A fraction of CDOAs did not perceive technological instruments to be a very useful means of helping them remain at home. However, the ICs and PCs were more positive. The CDOAs preferred and were more willing to adopt technologies related to their mobility and safety and those that would help slow down their cognitive decline. The ICs preferred technological aids that assist in the activities of daily living as well as safety-related technologies for detecting falls and helping to locate disoriented older adults. The PCs preferred integrated communication and information systems to improve collaboration between all stakeholders, housing equipped with technologies to manage complex care, high-performance ancillary equipment to transfer people with reduced mobility, and surveillance systems to ensure safety at home.

Conclusions: Although our study reports that CDOAs have limited interest in innovative technologies to help them remain at home, their technological skills will undoubtedly improve in the future, as will those of ICs and PCs. Technological tools will play an increasingly important role in home health care.

(J Med Internet Res 2020;22(6):e17930) doi:10.2196/17930
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Introduction

Background

The population of Europe is aging rapidly [1]. Most countries will have to cope with increasing numbers of frail, community-dwelling older adults (CDOAs) who are losing their autonomy and becoming dependent on assistance [1]. Despite their disabilities, 9 out of 10 CDOAs want to remain at home, even those experiencing significant functional decline and loss of autonomy [2]. In this context, caring for CDOAs has become
a major health care, social, economic, and political issue [3]. Demographic transition results in an aging society, with fewer young adults available to support the needs of a dramatically rising number of dependent older adults [4]. The costs of specialist home care and social care to support CDOAs will increase exponentially. Innovation in the management of person-centered care is unavoidable, and it must consider medical history, life expectancy, economic constraints, and society’s expectations for optimal autonomy and mobility [5,6]. Technology can provide proactive solutions for some of the main health and societal problems encountered during aging, such as loss of independence, chronic diseases, psychopathological disorders, and falls at home [6,7]. Despite the omnipresence of technology in modern society, research into its use for improving the daily lives of frail, cognitively impaired CDOAs is limited in naturalistic settings. Technologies can offer innovative ways of improving the health and quality of life of frail CDOAs—or other people losing their autonomy—and help them to remain at home [6].

Technology aimed at older adults is usually termed gerontechnology (which this paper will use as a synonym of technology). It is destined to have an important future role in providing support and solutions, monitoring health status to optimize autonomy, and improving the quality of life of CDOAs, regardless of their level of dependency [8,9]. Gerontechnologies usually have two main, and in most cases, complementary purposes: (1) strengthening the (objective) monitoring of older adults by remotely collecting large amounts of data to alert their informal caregivers (ICs) or professional caregivers (PCs) about health decompensation, so that they can anticipate and implement appropriate intervention strategies, and (2) remotely intervening with CDOAs for the first interaction (using voice or images) [10].

Cornet and Carre [11] mentioned that certain technologies could help maintain levels of autonomy despite debilitating age-related diseases, improve social cohesion, reduce loneliness, compensate for declining capacities, help both ICs and PCs, and, finally, reduce some of the effects of pathological aging. Science and technology will also serve CDOAs by ensuring safer environments, promoting and strengthening their independence and quality of life, and supporting both their ICs and PCs [11-13]. New devices should make it possible to alert ICs and PCs about the risks of health decompensation so that they can anticipate and implement appropriate intervention strategies or even intervene remotely, thus reducing the burden on both groups of caregivers [14]. Several studies have shown that telehealth (ie, technological solutions that enable remote monitoring of health status) is effective in improving the well-being and quality of life of CDOAs [15-17]. Technological instruments also allow users to participate actively in their health care and treatment follow-up [18,19]. Despite this potential, the perceptions of CDOAs and their ICs and PCs about the usefulness of technologies in maintaining their health status and helping them to age well at home have only rarely been examined. Previous studies have demonstrated that gerontechnologies are seldom used actively by older adults themselves, and indeed, the vast majority were unaware of their existence [20,21]. However, in recent years, there has been a resurgence of creativity in this field, involving academic researchers, private companies, and public health care services. Questioning the utility of new technologies, their potential uses, and their acceptance and limitations remains relevant [22].

How are technologies that help them remain at home perceived by CDOAs, their ICs, and PCs? More specifically, how do they rate their actual and potential utility?

Objectives
This study, overall, aimed to examine and understand the perceptions and utility of these technologies among physically and cognitively dependent CDOAs, their ICs, and PCs.

Theoretical Framework
This study was guided by the theoretical framework developed by Peek et al [23] and is thus based on the basic components of accepting technology as stated in the results and finding it useful. This framework integrates several factors: (1) utility and ease of use; (2) covering basic needs with technologies; (3) the sense, meaning, acceptance, and value of these technologies; and (4) technologies that help regain or maintain autonomy. According to Peek et al [24], technology can play a role in helping CDOAs remain independent, active, and healthy for as long as possible. Previous studies indicate that the current models of technology acceptance lacked essential predictors, specifically for older adults [25,26].

Methods

Design
This international multicenter study used a qualitative design to collect data on the perceptions of CDOAs, their ICs, and PCs using one-to-one interviews, focus groups (FGs), and photo-elicitation interviews (PEIs). Reporting on the study was based on the checklist for the explicit and comprehensive reporting of qualitative studies [27].

Population and Settings
The study population included CDOA men and women, aged ≥65 years, living in the French department of Haute-Savoie or the French-speaking part of Switzerland’s canton Valais, with a medical prescription or indication for home care. The reason for examining perspectives in 2 countries was not to compare their populations but rather to explore a common issue together (especially in a border area) and codevelop implementable recommendations for clinical practice and technology companies. ICs and PCs involved in clinical practice and employed in 1 of the 5 different community health care centers (2 in France and 3 in Switzerland) were also questioned.

Participant Recruitment
A similar sampling strategy was applied to CDOAs in both countries. On the basis of the comprehensive geriatric assessment database in the Autonomy Scale of Gerontology and Iso-Resource Groups (AGGIR) [28], researchers categorized the functional state of potential participants into 1 of the 3 relevant categories: (1) independent CDOA sustained with meals and cleaning services, (2) mainly physically impaired CDOA, or (3) mainly mild-to-moderately cognitively impaired CDOA.
CDOAs who were unable to understand and speak French or who lacked the capacity for discernment to consent were excluded.

The AGGIR scale includes 2 types of variables: discriminative and illustrative. Discriminative variables evaluate coherence, orientation, washing, dressing, feeding, excretion, transfers, moving indoors, moving outdoors, and remote communication. These elements are assessed via a clinical evaluation carried out in the home of the CDOA by a nurse, who chooses from among 3 criteria for each variable: (1) the person can complete the activity alone, (2) the person can complete the activity partially, or (3) the person cannot complete the activity. Each criterion is also evaluated based on whether the person carries out the activity spontaneously, totally, usually, and correctly.

The AGGIR scale is the official national tool in France for comprehensive geriatric assessment under home health care settings. It classifies the geriatric profiles of home-dwelling adults into 6 categories (Groupes Iso-ressources; GIRs). GIRs 5 and 6 designate independent CDOAs who only receive minimal home help, such as meals, cleaning, and shopping. GIRs 3 and 4 designate CDOAs with mostly physical impairments, and GIRs 1 and 2 designate CDOAs with mostly cognitive impairments but also some physical impairments. The AGGIR tool uses clinical observations and questions ICs and older adults themselves on their need for assistance in the essential activities of daily living (ADL). Indeed, AGGIR is based on the topics in the Katz ADL scale, which also classifies CDOAs as independent or physically and/or cognitively impaired. Our study did not use the mini-mental state examination. The research team’s geriatrician (NV) clinically judged the participants’ physical and mental health statuses. In agreement with the ethical committee’s expectations concerning the use of existing clinical data, psychiatric diagnoses were not explored prospectively, as this was beyond the aim of this study. A detailed explanation of the tool is provided in Multimedia Appendix 1.

All 5 centers used randomized sampling to select CDOAs in their respective AGGIR categories (independent, physically impaired CDOAs, and cognitively impaired CDOAs). Multimedia Appendix 1 presents detailed information on categorization using the AGGIR tool. In addition, significant ICs, designated by their CDOAs, were asked to participate in a personal interview and a PEI. The number of ICs recruited was proportional to the CDOA dependency classifications. In collaboration with their supervisors at the 5 community health care centers, purposive samples of PCs involved in direct daily care were invited to participate in 1 of 4 FGs.

**Data Collection Procedure**

This study was approved by the Human Research Ethics Committee of the Canton Vaud (CER-VD – 2017/000789), Switzerland, and the French Data Protection Authority. Data collection took place from September 2017 to June 2018. After the CDOAs, their ICs, and PCs had given their written informed consent to participate, the study nurse collected the participants’ sociodemographic, professional, and health status data (only for the CDOAs) and conducted the scheduled interviews (Figure 1).

**Community-Dwelling Older Adults**

A randomized sample of CDOAs was selected from the 3 categories defined using the AGGIR tool (ie, independent, physically impaired CDOAs, or cognitively impaired CDOAs).

Thus, CDOAs with no limitations according to the AGGIR tool were placed in the independent group, those with physical limitations (eg, traveling and dressing) were categorized in the physically impaired group, and those with cognitive limitations (eg, communication and orientation) joined the cognitively impaired group. Older adults with cognitive and physical limitations were included in the group corresponding to their most pronounced limitation.

Candidates were contacted by telephone and invited to participate. Potential participants received written information about the study before any data were collected. After 48 hours to reflect, a research assistant contacted the potential participants by telephone to address any queries they may have and to obtain their verbal consent to participate in the study. On their
For providing more information about the study and to collect the signed consent to participate in the study, before the interview stage. On the day of the interview, the interviewer verified that the participants understood all the information and the implications of participation. Data collection used 10 photographs of relevant technologies and an interview guide developed from a literature review [29]. Audio recordings of the interviews were made.

**Informal Caregivers**

The CDOAs identified their significant ICs. Theoretical samples of 3 to 4 ICs per type of CDOA (independent, physically impaired, or cognitively impaired) were selected by each of the 5 community health care centers, and they were invited to participate in a personal interview and a PEI. Those without the capacity for discernment were excluded. Audio recordings of the interviews were made.

**Professional Caregivers**

In collaboration with the supervisors at the 5 community health care centers, 4 FGs were organized (2 in France and 2 in Switzerland), each with 7 to 8 PCs. The research team proposed meeting dates and times for the FGs. The PCs who were willing to participate signed the consent form beforehand, and audio recordings of the FG discussions were made.

**Data Collection Instruments**

The research team developed and tested guides for the one-to-one interviews and PEIs for the CDOAs and ICs and for the FGs. The interview guides encouraged the participants to discuss relevant research issues by asking open-ended questions. The interviewer could reformulate, reorganize, or clarify questions to gain a deeper understanding of the participant’s answers. The guides also helped the participants to better identify practical technologies that might improve health care [30,31]. Data collection using PEIs involved including photographs of relevant technologies into the interview [32,33]. The PEI guide contained 10 photographs, selected using the research team’s empirical expertise (Multimedia Appendix 2), from a recent classification of gerontechnologies [29]. The PEI guide was used at the end of the personal interviews and FG discussions. Each participant was asked to select one or more technologies that they thought would be useful to the 3 separate groups of participants (CDOAs, ICs, and PCs). Each photograph was presented in turn with information on the respective technology. The CDOAs were asked, “What do you think of this technology? What could you use it for?” When all the photographs were laid out on the table, they were asked to choose the technology that seemed the most useful or acceptable in their daily life. The ICs were asked, “What do you think about this technology? How could it be useful to you as an informal caregiver? Among all these photographs, which technology would you choose that seems the most useful in your daily life?” The PCs were asked, “What do you think when you see this technology? How could you use it? Which of these technologies would you retain, whether for the help it could provide you or for the help it could provide the clients you work with?” Multimedia Appendix 2 presents the technologies included in the PEI.

**Results**

**Samples**

The study sample was composed of 68 CDOAs, 21 ICs, and 32 PCs. The distribution between the French and Swiss centers was 40 and 28 CDOAs, 13 and 9 ICs, and 16 and 16 PCs, respectively.

**Sociodemographic Data**

**Community-Dwelling Older Adults**

Of the 68 CDOAs, almost three-quarters were women (50/68, 74%), with an average age of 82.3 years (SD 7.2; median 82); approximately two-thirds (41/68, 60%) lived in urban areas. Table 1 presents their sociodemographic data and dependency categorization based on the AGIR scale (Multimedia Appendix 1).

**Informal Caregivers**

The average age of the 21 ICs was 68.4 years (SD 13.8; median 68), with 16 women and 5 men. Most were retired (n=13), lived in urban settings (n=13), and took care of a loved one with a cognitive impairment (n=12) who required partial assistance with the ADL (n=6; Table 2).

**Formal Professional Caregivers**

A total of 4 FGs of 8 participants each brought together 32 PCs, all employed at community health care centers. Their average age was 46.7 years (SD 9.4; median 47) and most were female. Their varied professional roles included physicians, nurses,
social workers, nursing assistants, care assistants, and occupational therapists (Table 3).

Table 1. The sociodemographic characteristics and functional status of community-dwelling older adults (N=68).

<table>
<thead>
<tr>
<th>Sociodemographic characteristics and functional status</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>82.34 (7.2)</td>
</tr>
<tr>
<td>Range</td>
<td>64-95</td>
</tr>
<tr>
<td><strong>Sex, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>18 (26)</td>
</tr>
<tr>
<td>Female</td>
<td>50 (74)</td>
</tr>
<tr>
<td><strong>Place of residence, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Rural</td>
<td>27 (40)</td>
</tr>
<tr>
<td>Urban</td>
<td>41 (60)</td>
</tr>
<tr>
<td><strong>Level of independence, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Independent</td>
<td>24 (35)</td>
</tr>
<tr>
<td>Physically impaired</td>
<td>23 (34)</td>
</tr>
<tr>
<td>Cognitively impaired</td>
<td>21 (31)</td>
</tr>
</tbody>
</table>

Table 2. The sociodemographic characteristics of informal caregivers (N=21).

<table>
<thead>
<tr>
<th>Sociodemographic characteristics</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>68.4 (13.4)</td>
</tr>
<tr>
<td>Range</td>
<td>43-88</td>
</tr>
<tr>
<td><strong>Sex, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>5 (24)</td>
</tr>
<tr>
<td>Female</td>
<td>16 (76)</td>
</tr>
<tr>
<td><strong>Loved one’s level of independence, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Independent loved one</td>
<td>3 (14)</td>
</tr>
<tr>
<td>Physically impaired loved one</td>
<td>6 (29)</td>
</tr>
<tr>
<td>Cognitively impaired loved one</td>
<td>12 (57)</td>
</tr>
<tr>
<td><strong>Relationship with loved one, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Spouse</td>
<td>9 (43)</td>
</tr>
<tr>
<td>Daughter/son</td>
<td>9 (43)</td>
</tr>
<tr>
<td>Brother</td>
<td>1 (5)</td>
</tr>
<tr>
<td>Friend</td>
<td>2 (9)</td>
</tr>
<tr>
<td><strong>Occupation, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Professionally active</td>
<td>8 (38)</td>
</tr>
<tr>
<td>Retired</td>
<td>13 (62)</td>
</tr>
<tr>
<td><strong>Place of residence, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Rural</td>
<td>8 (38)</td>
</tr>
<tr>
<td>Urban</td>
<td>13 (62)</td>
</tr>
</tbody>
</table>
Table 3. The sociodemographic and professional characteristics of professional caregivers (N=32).

<table>
<thead>
<tr>
<th>Sociodemographic and professional characteristics</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years)</td>
<td>Mean (SD)</td>
</tr>
<tr>
<td></td>
<td>46.7 (9.1)</td>
</tr>
<tr>
<td></td>
<td>Range</td>
</tr>
<tr>
<td></td>
<td>25-60</td>
</tr>
<tr>
<td>Sex, n (%)</td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>3 (9)</td>
</tr>
<tr>
<td>Female</td>
<td>29 (91)</td>
</tr>
<tr>
<td>Profession, n (%)</td>
<td></td>
</tr>
<tr>
<td>Nurses</td>
<td>11 (34)</td>
</tr>
<tr>
<td>Social workers</td>
<td>2 (6)</td>
</tr>
<tr>
<td>Occupational therapists</td>
<td>1 (3)</td>
</tr>
<tr>
<td>Physicians</td>
<td>3 (10)</td>
</tr>
<tr>
<td>Care assistants</td>
<td>10 (31)</td>
</tr>
<tr>
<td>Nursing assistants</td>
<td>3 (10)</td>
</tr>
<tr>
<td>Supervisors</td>
<td>2 (6)</td>
</tr>
</tbody>
</table>

Findings

We recorded a total of 40 hours and 53 min of personal interviews and PEIs with CDOAs (mean 36 min, SD 13 min; median 35 min; minimum 16 min and maximum 76 min) and 12 hours and 25 min with their ICs (mean 35 min, SD 13 min; median 34 min; minimum 13 and maximum 65 min). We recorded a further 4 hours and 50 min of interviews with the 4 FGs (mean 75 min, SD 6 min; median 72 min; minimum 71 min and maximum 85 min).

In light of the theoretical framework adopted [24], we applied our deductive content analysis along three thematic axes: (1) usefulness and meaning of technology to support the needs of CDOAs, (2) strategies to increase (ease of) technology use among direct and supporting stakeholders, and (3) acceptability of using technology to remain at home among direct and indirect users.

Usefulness and Meaning of Technology to Support the Needs of Community-Dwelling Older Adults

Community-Dwelling Older Adults

CDOAs perceived technology as something that could be useful, especially for other older adults with health problems, but they rarely saw any sense in using them themselves, except when they had significant difficulties with their ADLs. CDOA 6 said that technology was:

For people who can’t get anything done alone.

CDOA 63 thought it might be needed in future:

Not for the moment, anyway. Maybe in a few years, yes, let’s say, if I have problems in a few years, because I have...well, because of my age!”

CDOA 53 had negative perceptions:

Because all these...these modern techniques, and everything, don’t interest me much. Because it doesn’t match my past life at all.

CDOA 73, however, held an opposing view:

But if something can make life easier, why not? At my age, now’s the time to try.

The concept of technology, in general, was often misunderstood. CDOA 75 exemplified this:

Technologies? What do you mean by technology?

Some CDOAs stated that technology could be useful but not in their current situation. CDOA 9 stated that they did not see any need for it in their current situation:

It works automatically, huh? Of course, but for the moment, it’s not for me.

CDOA 13 thought that some devices might be useful to them if they had more severe health problems:

I think that I’d have to be really bad, huh, to put this thing on.

The (positive or negative) interest in technologies was also often stated by this group. CDOA 9’s positive perceptions of technology were typical:

Well, I think it’s...it’s 2017; I think it’s a necessity, isn’t it?

CDOA 85 spoke out against technology:

And then, it’s no good at all. Sometimes it’s completely harmful, like when things are made available to people, like me, who aren’t always able to understand.

Among CDOAs with mainly cognitive impairments, the word technology, without context, was not really understood. As CDOA 82 said:

http://www.jmir.org/2020/6/e17930/
I don’t know what that means.
The relatively independent group mainly spoke about how technology could be useful for others. CDOA 7 gave their opinion:

Well, it’s good for people who don’t have many visitors or people who don’t get any help from their families. And I’m not one of them. So then, no.

Misunderstandings about the term and the meaning of technology itself, as in the other groups, came up regularly. CDOA 10 expressed this as a lack of knowledge:

I don’t know which technologies, that’s the problem. That’s because I don’t understand everything...I don’t get it...because, well, I know there are a lot of things now, but I don’t know everything about them.

Positive and negative assumptions appeared in similar proportions among the independent group, as they did for the other 2 groups. For example, CDOA 72 gave their opinion on the internet:

Today, what I don’t agree with is the internet. It’s going to destroy the planet. That’s it, one way or another because it is so dangerous, especially because of those who know it very well, they could flatten the whole world. So, I’m really not interested in the internet; so I’m not interested in computers either.

CDOA 83 shared their positive perception:

If it’s easier for us, if it can help us out, why not, eh?

Informal Caregivers

Some ICs considered technologies potentially useful in helping CDOAs remain at home, whereas others considered them as indispensable. Their perceptions on the usefulness of a technology seemed to depend mainly on their current state of health, their own openness to technologies, and the costs involved. Different ICs expressed these aspects as follows:

The thing that might encourage me is if it, err, her case worsened. [IC 38]
She has already been offered them, but she doesn’t want them. [IC 56]
Yes, change. I think if we change things, I think it would be complicated for her. [IC 38]
Oh, well, that must be very expensive. [IC 43]

Professional Caregivers

PCs perceived technology as useful, but they specified that there was the risk of creating distance in their relationship with the persons in their care and that technology must complete and complement a PC’s work, not replace it:

It can only be complementary. At some point, it makes sense if a real person has to be involved. [FG 2]

Moreover, the indication chosen for the use of a specific technology should not only reassure ICs:

What worries me is situations like this, where the children have even put cameras in the bedroom, not to monitor their parents, but rather to reassure themselves. [FG 2]

Technologies that could be introduced to enhance the daily lives of CDOAs include furniture with home automation technologies, suitably adapted public transport, and an elderly friendly urban architecture in environments that facilitate transport mobility:

We often have patients who have to take taxis or be driven to hospital or to a medical consultation in town...It’s a real transportation problem. [FG 2]
Fifteen years ago, they were all at home, they didn’t move. Now you see some, I don’t know how many, in the city center, using their rollators. It’s pretty impressive. Soon, they’ll invent rollator parking lots. [FG 1]

Urban living could also be rethought, perhaps by setting up social centers for CDOAs, on the same principle as youth centers:

Architecturally, it would have to be equipped with ramps for the handicapped, for the rooms where they can meet up. As we do for youth centers, why not build a place for older people with physical difficulties? [FG 1]

PCs highlighted their lack of knowledge about the technological devices available on the market and their lack of training on how to pass on skills to CDOAs and ICs:

I don’t have much knowledge about this. It’s true and it makes sense that some training on this wouldn’t be bad. [FG 2]

Strategies to Increase Ease of Technology Use Among Direct Users and Supporting Stakeholders

Community-Dwelling Older Adults

Encouragement from children and grandchildren, financial help for purchasing technology, and increasing feelings of safety were the main strategies identified by CDOAs themselves for improving the ease of use among their peers. For the groups with mainly physical and cognitive impairments, encouragement to use technology by children and grandchildren was mentioned as an important strategy. Family members often gift devices that they no longer use to their older adult relatives. Children choosing devices, such as remote alarms, was also a facilitator of technology use. CDOAs mentioned that receiving financial aid for the acquisition of a device was a facilitator, as was receiving recommendations from PCs. CDOA 35 exemplified the assistance received from PCs:

There is a home for the blind; they proposed it to me. And they sold me the [talking] watch.

CDOA 76 stated:

Yeah, that’s right. So, my granddaughter has a tablet, and my son put my number into it.

Several facilitators to improve beliefs about and attitudes toward technology emerged during the interviews, one being that a device can improve feelings of safety. Financial assistance can be considered a facilitator because it influences people’s willingness to acquire a device. Indeed, for the group of
independent CDOAs, financial support for buying a device and receiving help on usage were the main facilitators of their use. CDOA 84 explained their situation:

Listen, my son gave me this mobile; I didn’t want it. And he said to me, “It’ll be easy.” Anyway, there you go.

CDOA 83 said:

Someone should come and explain and turn it on and say “You have to do this and do that.”

Again, with regard to beliefs and attitudes, a technology that made participants feel safer was the main facilitator of use among this group. CDOA 84 explained this in relation to their personal situation:

And then I was unsure, and I was thinking about it, but as I said, I was putting it off and putting it off. And then there’s the personal side, you see? I have great neighbors, but the young ones work, and the old ones are no stronger than me, right? So, I said, “Oh, well!” and then it’s a bit of a safety thing, even though, as I said, I hope I’ll never need it.

Devices’ properties, such as ease of use, also influenced CDOAs. CDOA 10 described using a stair-lift:

Yes, usage. You press a button; there’s nothing complicated, eh? There are knobs, one at the top, one at the bottom, so it depends on where you are. Well, you grab the knob. And then, if you go up the stairs, you use the stair-lift device.

Informal Caregivers

Some ICs supported the use of technologies if they found them useful and easy to use. As IC 43 said:

If it is a technology that can help me, I will accept it. If it can lighten the burden of helping her.

Surprisingly, other ICs would only introduce certain technologies if the CDOA’s state of health deteriorated. Nevertheless, ICs often felt that they lacked the knowledge to use technologies properly. As IC 71 said:

I like the technological side, but I just have one problem with it. It’s clear that people who weren’t born in the technological age, or who haven’t got themselves up to date by 50 or thereabouts (are going to have trouble). I even find that I’m often overwhelmed.

ICs also noted their relatives’ lack of motivation about the introduction of new technologies:

Ah, well, it’s certainly a very good thing, but she still has to want to do it. She’s not on board with all that’s modern. So, she’ll say no to that [IC 43]

The ease of use of technologies was overrided, as perceived by the ICs, by the fear of making mistakes when using them or of infringing on the CDOA’s privacy and autonomy.

Professional Caregivers

PCs mentioned that the context of technology implementation was important in its ease of use:

Older adults just need to be interested in new technologies. They are pushed towards it by their children—by their grandchildren, especially. [FG 2]

Sometimes a neighbor will say, “You know, I’ve got a rollator, and it goes great,” and that’s it. It’s not some young woman who comes in and says, “This is what you need.” [FG 1]

Indeed, technologies were accepted more readily if relatives and ICs were involved:

Sometimes they actually need their family’s support in order to be reassured. [FG 1]

Ease of use also seemed important:

There are some things that could improve autonomy as long as they remain simple and easy for people to use. [FG 2]

According to PCs, the CDOAs who had either found a technology useful or had used technology in their working lives were more willing to use the proposed technologies:

Some CDOAs are familiar with Skype, for example, using it with grandchildren abroad or even in another city. [FG 3]

The elderly population that needs these aids now, is often a population that is unaware of the digital revolution. [FG 4]

Although the point of view of individuals and the context in which technologies are implemented tend to be the factors that promote technology use among CDOAs, the cost involved in acquiring different technologies and the different steps required to obtain them can be seen as barriers:

And I find that they’re always scared that “It’s going to be expensive; I can’t.” Sometimes they don’t realize the means they still have, whether financial or not. [FG 4]

The emotions associated with technology use can also be a barrier when they generate stress and fear:

The more things or equipment involved, the greater the source of stress, for the patient and the family. [FG 4]

You get to a certain point in the aging process where people are not necessarily very accepting of their loss of autonomy. And consequently, in accepting any assistance that might be provided to them. [FG 4]

Acceptability of Using Technology to Remain at Home Among Direct and Indirect Users

Community-Dwelling Older Adults

For all groups of CDOAs, the acceptability of using technologies was influenced by the self-developed strategy for achieving this purpose, difficulties in using the device, and the technology’s cost. As an example of avoiding technology use, several CDOAs said that a simple bedside lamp gave out sufficient light to get to the toilet. The CDOAs found no reason, for example, to replace the home helps who came to clean their home with a robot vacuum cleaner. Help provided directly by humans was
the preferred option for many CDOAs. CDOA 13’s thoughts on electronic pill dispensers began with a deep breath:

I’m telling you, I don’t feel the need for one. Oh! If I have something special, my daughter still comes, three times a week, and she is a nurse.

The CDOAs with mainly physical impairments did not find some device properties to be user-friendly, and multiple participants considered this to be the main obstacle. CDOA 35 complained about their tablet:

Because handling this device is very complicated for me, you see? I have to turn it all over the place to find out what is going on...No, I’m just not interested.

Another barrier was the cost of acquiring a new technology, as explained by CDOA 6:

Oh, yes, because I can’t say I’m going to buy anything, in addition to what we have to buy every day, because we can’t afford it.

For the CDOA group with mainly cognitive impairments, the main barrier was the difficulty in using technologies. This was reflected by CDOA 20:

So, to start with, I don’t want a computer. That’s out of the question; I don’t want a computer. Well because I wouldn’t know how to use it. That’s why.

In several interviews, the group members were found to prefer human contact over technological assistance. CDOA 76 expressed doubts about robots:

Because there’s a person, the nurse, working; a robot isn’t human, whereas a nurse can talk, say something nice, give you a little smile. But a robot’s just “Crash! Bang!”

Financial hardship was also consistently mentioned as a barrier to technology use. CDOA 76 said:

Yeah, robots. Yeah, but you need the means to buy one.

For the independent CDOA group, financial and usage difficulties were also the most frequently mentioned obstacles. Regarding financial aspects, CDOA 10 said:

Well, let’s say, it’s a good thing. It’s good, but it must have a cost. Well, yes because...I still have to pay for the nursing home; don’t forget that. My husband’s pension, unfortunately, only pays for half of it.

Regarding usage difficulties, CDOA 10 described their tablet:

Right now, I do not know how to use it. My daughter, she’s got one. My grandchildren have one each, but so far I’m not interested.

Technologies designed to promote older adults’ home support, such as fall detectors, GPS, and brain training, are the ones that are most frequently accepted by CDOAs. CDOA 73 explained their acceptance:

But we don’t know if I’ll ever be able to...it’s because I’m a little scared, that’s why I don’t go out alone. I’m a little scared to cross the street. So that’s why it’s really the fall detector that would suit me best.

Regarding brain training, CDOA 63 explained:

Well, because by...improving your powers of concentration, developing your vocabulary, anyway because of the propositions that are there, I think it’s good. That’s why.

Informal Caregivers

Perceptions about the acceptability of technology use were significantly influenced by safety, ease of use, keeping CDOAs autonomous, and the costs of devices.

ICs explained how the acceptability of technologies was related to the safety of their loved ones. This result can be explained by the fact that of the 21 ICs interviewed, 12 were relatives of CDOAs with mainly cognitive impairments. Thus, the technologies chosen by the ICs were very similar to those chosen by the group of mainly cognitively impaired older adults. Opinions of the ICs regarding the acceptability of the technologies presented during the PEI interviews are as follows. For the light path selected by several ICs, the caregivers said:

Yes, I think that is really good. Well because my mum gets up at night, she can’t find the light. [IC 42]

That’s right, because I see he gets lost going to the toilet. [IC 44]

Regarding the fall detector, accepted by about one-third of the ICs, they said:

Yes, that could be the most useful there. [...] in the future there could be others [devices]. [IC 43]

Maybe rather the fall detector, I’d say. [IC 55]

The ICs were more reluctant about the electronic pill dispenser:

Ah, well [...], it could be useful because I want him to have a pillbox; the nurses come to put the pills in. But he doesn’t think about it—if I don’t think about it, he doesn’t think about it—then it’s not much use. [IC 29]

Yeah, it’s not bad, but I think it’s pretty expensive for how much we use it. As long as we’re here, well, they’re taken at mealtimes, so I’m here [laughs]. [IC 40]

 [...] In my mother’s case [...] she’d be unable to take her medication alone. [IC 42]

The ICs had diverse opinions about robot vacuum cleaners:

For me, these robots are good. You shouldn’t have anything on the ground [laughs:] [...] You shouldn’t; it doesn’t go in corners, it’s round [laughs]. [IC 29]

Well, it depends on how much it costs, huh? [IC 38]

Not essential, in my opinion. [IC 40]

 [...] I think not. No, it might be more dangerous than useful. [IC 42]

As for the opinions on the service robot, the ICs said:

Yes, listen, yes, it’s good, but in the end, a human being is still better. [IC 23]

 [...] I find it rather stressful. [IC 29]
Opinions on the usefulness of a GPS bracelet could be summed up by this statement:

That, I, I’m for that. If she ever decided to go somewhere, it would let her know where she was...it would let us know where she was. [IC 38]

Only a fraction of the ICs found the touchpad to be an interesting technology. There were different opinions on this:

No, so my mom, my mom... she’s not interested. [IC 23]

It might make things easier for him, but since he was not very enthusiastic, he quickly lost patience. [IC 29]

Uh, no [laughs], there. Uh, I think it’s impossible. Because even a mobile phone would be complicated to use, so...He still manages to work the TV, but that’s all. [IC 55]

Among the ICs interviewed, the idea of a social network for ICs raised little interest:

I think it’s good... For the moment, I don’t need it, because...Well, I have a good rapport with the home help; it’s going well. [IC 23]

I’m not...I’ve never been a person like that, not very communicative and that...So, everyone has to say what they do, what they’ve got...It’s not...No, not for me. But I’m not saying that it might not be a help to a lot of people. [IC 29]

Oh! It’s not bad. It could...for someone who is alone, be a help, yes. [IC 40]

Brain training technology was selected by only one IC, but the quoted text below illustrates the difficulties in using this technology:

She can’t do it alone either. Well, memory exercises would be great, but maybe someone would have to help because of her not being able to use a tablet. [IC 42]

To the ICs, activity sensors were not a promising technology to strengthen home support:

Ah! Well, for people who live alone, that’s very good. [IC 23]

Oh, yeah, sometimes he hasn’t closed [the fridge door] properly. It’s happened sometimes, when it didn’t shut properly. [IC 29]

[…] she’ll say to me: “You don’t think I’m crazy yet, do you?” All this scares me. [IC 38]

Yes. Yes, well that could be, err, that could be good, indeed. Yeah because in half an hour anything can happen, eh? [IC 42]

[…] I wouldn’t even trust the sensor […]. [IC 44]

[…] it’s true that these are technologies that are great for those who are not safe, but who are in their right mind, and everything, who don’t have all their heads and bodies; and who may be putting themselves in danger, uh, about that. [IC 55]

Professional Caregivers

Among PCs, perceptions about the acceptability of technology differed according to the constraints that technologies impose on the CDOAs. The more technologies focus on monitoring a CDOA’s behavior, the more ethical questions they raise. On the contrary, the more they increase a CDOA’s autonomy and safety and decrease the burden on ICs, the more the PCs promoted them. Opinions on the acceptability of some of the technologies proposed during the PEIs were as follows. The light path technology was broadly well-received by the PCs, and the following statement illustrates their favorable opinion of this technology:

A technology that should be introduced and available for all older people. [FG 1]

Technologies that increase safety, such as the fall detector, were mostly preferred by the PCs:

[…] if it’s good, it can be very useful. [FG 2]

The PCs showed little interest in the robot vacuum cleaner and the service robot:

[…] There’s a risk of falling over the vacuum cleaner when it’s running... [FG 4]

[…] It’s interesting if it assists caregivers [gives them time to do another activity while the robot is working]. [FG 1]

There’s a risk of replacing humans [...]. [FG 3]

Several PCs had questions regarding the GPS bracelet technology:

[…] it’s not relevant if its only purpose is to calm the family [...]. [FG 3]

[…] there are ethical problems if it’s used as a means to monitor the person […]. [FG 3]

The touch tablet and brain training technologies were rarely chosen by the PCs. Their reluctance was expressed as follows:

You have to accompany the arrival of the tablet in the person’s environment and ensure that the person is interested in using it.... [FG 4]

It might be interesting to couple a tablet to the remote alarm [to enable visualizing the person’s condition if they can’t or can no longer express themselves because of cognitive disorders[... [FG 4]

[…] difficult to offer if the person does not know how to use a tablet... [FG 4]

...can be a prevention tool... [FG 3]

Although some PCs selected the social network and activity sensor technologies, there were mixed opinions:

[Social networking] technology is not necessarily appropriate if the caregiver does not understand those technologies; it’s rather aimed at young caregivers [...]. [FG 2]

[…] it can make caregivers feel supported [...]. [FG 2]

Concerning activity sensors, this response was obtained:
Pose an ethical dilemma [...] culture can be an obstacle to the use of this technology; [...] interesting technology, and install the sensors only as needed [to see if the fridge is opening in case of a heatwave; to see that people are getting out of bed]. It can be a complementary tool in food monitoring if this problem has been previously identified [...] [FG 2]

When choosing the most useful technology overall, the PCs differed according to their profession. Physicians, nurses, and occupational therapists chose the fall detector, whereas nursing assistants, social workers, and direct community health providers chose social network. Table 4 presents a summary of the main topics covered.

Multimedia Appendix 3 provides detailed data on the technologies preferred by CDOAs, ICs, and PCs. Multimedia Appendix 4 presents a detailed overview of the perceived barriers to technology use among CDOAs, as well as the photographs selected during their PEIs. Multimedia Appendix 5 provides a detailed overview of CDOAs’ perceptions of technology and its facilitators.

Table 4. Themes and subthemes highlighted by the thematic content analysis.

<table>
<thead>
<tr>
<th>Themes</th>
<th>Subthemes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Usefulness and meaning of technology to support the needs of CDOAs</td>
<td>• Useful for others in my peer group&lt;br&gt;• Useful later in my life&lt;br&gt;• Lack of meaning&lt;br&gt;• Technology often misunderstood</td>
</tr>
<tr>
<td>Strategies to increase ease of technology use among direct users and supporting stakeholders</td>
<td>• Encouragement from children/grandchildren&lt;br&gt;• Financial support&lt;br&gt;• Increase feeling of safety</td>
</tr>
<tr>
<td>Acceptability of using technology to remain at home among direct and indirect users</td>
<td>• Influenced by having a self-developed strategy to achieve purposes&lt;br&gt;• Difficulties using devices&lt;br&gt;• The cost of devices&lt;br&gt;• Increasing the ability to remain at home</td>
</tr>
<tr>
<td>ICs</td>
<td>• Useful depending on the CDOA’s state of health&lt;br&gt;• The CDOA’s openness to using technologies&lt;br&gt;• Technology costs</td>
</tr>
<tr>
<td>PCs</td>
<td>• Useful to sustain the ADL&lt;br&gt;• Risk of creating distance in relationships with patients&lt;br&gt;• Fear of being replaced by technology&lt;br&gt;• Appropriate technology implementation strategy&lt;br&gt;• Involving relatives&lt;br&gt;• Increasing the autonomy of CDOAs&lt;br&gt;• Constraints that technologies impose&lt;br&gt;• Ethical questions if the focus is on monitoring behavior&lt;br&gt;• Increasing the CDOA’s autonomy and safety&lt;br&gt;• Lessing the burden on ICs</td>
</tr>
</tbody>
</table>

aCDOA: community-dwelling older adults.<br>bIC: informal caregiver.<br>cPC: professional caregiver.<br>dADL: activities of daily living.

Discussion

Principal Findings and Comparison With Previous Work

To the best of our knowledge, this is the first research in the field to have combined personal interviews, FGs, and PEIs in the same study. Our results show that technologies are not yet well integrated into the daily care of frail or cognitively impaired CDOAs. Although technology can certainly offer solutions to some of the specific impairments typical among CDOAs, ICs and PCs still have little knowledge about their existence and how they should use them in everyday practice. The heterogeneity of participants’ profiles made it difficult to compare this study with others involving more homogeneous samples [38,39].

Our results indicate that most participants had both positive and negative attitudes toward technology. Positive attitudes were most often related to technologies that ensured continued mobility at a lower cost and with advanced functions (a GPS bracelet). Negative attitudes of CDOAs were often associated with the risks of becoming technology–dependent and the risk of fewer or poorer interactions with ICs and PCs, the realization that they were no longer able to stay at home, potential social problems (disturbing ICs and PCs with alarms), and the financial costs of technology use. Furthermore, the findings suggest that ICs had more positive attitudes toward assisting technology and an increased acceptance of technology than the CDOAs themselves. This could be explained by the fact that the average participating IC was 14 years younger than their CDOA and thus had more contact with technology in their daily life [40]. Nevertheless, some ICs evoked their feelings of being overwhelmed by technology. An analysis of their sociodemographic profiles shows that these ICs were generally older relatives, which is in line with the hypothesis that younger ICs are more open to using technologies. Another possible explanation is related to the feeling of being burdened, which urges ICs to seek technological support to alleviate their problems [41].
Technology use was often conditioned by the multiple expected outcomes CDOAs had with regard to remaining at home, risk control by ICs and PCs, and trying to avoid hospitalization or institutionalization. In contrast, the nonuse of technology was linked to the participants’ use of their personal and individual capacities, their health, their physical and intellectual functional capacities, and the environmental barriers they encountered (eg, risk of falling). To encourage the participants to adopt technology, our findings suggest that the potential barriers to this should first be removed at the individual level (each situation is unique, including costs), then at the technological level (technological flexibility adaptable to the situation), and finally at the environmental level (life context). These results were consistent with the research conducted by Chen and Chan [30].

Results from the PC FGs revealed that they had mixed attitudes toward technology, although most were interested in specific technologies for everyday use. They highlighted that each care situation was unique, uncertain, and often complex. They were particularly interested in the development of new technologies to help with the ADL. Finally, barriers to the use of technology by PCs themselves included lack of interest, a need for training, the architectural inadequacies of house design, cost issues, and their fears of being replaced by that technology and of the risks of dehumanizing care relationships with CDOAs. Our results highlight the need to pay more attention to adapting technology to users’ personal preferences, while focusing on technologies that provide solutions to individual problems. However, to date, there is little evidence to evaluate the usefulness or effectiveness of certain technologies in home care and notably to avoid hospitalization [42]. Causal intervention research expects a coconstruction between users, inventors, researchers, and manufacturers. This would make it possible to develop technologies that meet users’ needs (eg, a device that detects falls and sends an alert) and to fulfill the commercial requirements for making those technologies accessible to large numbers of CDOAs [43]. Our findings suggest that most devices will not require significant technological breakthroughs but rather careful adaptations to the specificities of end users. Many technologies will still require an assessment of user needs and their real potential for use. Technology development must consider the somatic and psychopathological states of health of CDOAs, as mentioned in Cohen-Mansfield's work [33]. Our findings suggest that it is important to go beyond the myth that technology will replace ICs and PCs. Indeed, integrating technologies into the home care activities of PCs should be promoted, as this would give them the time to do other things [44,45]. Technologies for care practices are promoted as facilitating safety and independent living as well as avoiding or delaying institutionalization. However, there is still a gap between these goals and the complex realities in which technologies are used [46].

Technologies in home health care settings must also be adapted to the needs and concerns of PCs [44]. In line with previous research, complex surveillance technologies (eg, cameras and motion detectors) were perceived to be intrusive and as posing a high risk to privacy; they were widely rejected by home health care stakeholders [47]. PCs raised concerns that the data collected might be stored for a long time and be accessible and misused by other actors (eg, insurance companies) [13]. The complex context surrounding care for frail CDOAs is unique, uncertain, and constantly changing [48]. This study showed that ICs were often involved in the daily care of a loved one, but that they rarely used technologies. Slowly introducing effective technologies into the everyday care they give would be a way to make their support more effective, either for monitoring care or in maintaining their relationship with the CDOA. This would help to maintain the health of both CDOAs and their ICs, who often become overwhelmed by their care responsibilities, leading to stress and physical and mental exhaustion.

The development of technologies to strengthen home support and prevent the loss of autonomy is a demographic, human, social, and economic imperative; it must be accompanied by the development of multidisciplinary skills [49]. Academic institutions should supervise this development, particularly by proposing critical reflection. It should also be noted that the realities of life will force both researchers in innovative technologies and prescribers to accept that the effectiveness of a technological tool should be based primarily on pragmatic approaches that lack the scientific rigor of causality [50].

Strengths and Limitations
The significant sample of CDOAs, ICs, and PCs involved in this study suggests that our results may be transferable to other regions of Western Europe. The PEIs made it possible to clarify perceptions and specify acceptable technologies. Another strength of this study was its use of a novel combination of methodological approaches, via one-to-one interviews, FGs, and PEIs. This approach illustrated which technologies might be acceptable and useful to CDOAs, ICs, and PCs in the context of home care support. Our research population’s heterogeneity did not permit a thorough comparison with other studies in the literature as they involved more homogeneous samples [18–20]. In addition, to the best of our knowledge, this is the first paper in the field to combine one-to-one interviews, FGs, and PEIs, which enriches the value of our results but complicates their comparison with previous studies. One limitation of this study concerns the AGGIR tool’s subjectivity when used as an overall clinical classification system of impairment among CDOAs. In contrast, other tools are more oriented toward disease and physiopathological classification (Resident Assessment Instrument-Home Care). Finally, this study had some methodological limitations concerning the choices of the images shown in the PEIs. These could not always best present the different gerontechnologies to the heterogeneous research participants (CDOAs, ICs, and PCs).

Conclusions
Despite the omnipresence of technology in modern society, research into perceptions about it and its use to improve the daily lives of frail and cognitively impaired CDOAs is poor compared with research into its impact on younger populations. Despite some evidence that technologies promote independence among CDOAs, they are often underused in daily home health care. With this in mind, this study explored the perceptions about technology’s place in home health care among CDOAs, ICs, and PCs. Our findings showed that although many
technologies were available to support independent living for CDOAs, they were significantly underused. Our results also affirmed that efforts should be made to adapt technologies to the needs of CDOAs, their ICs, and PCs. It seems important to continue searching for empirical evidence of the relevance and effectiveness of new technologies. This will help to specify the most important areas requiring intervention and indications for technology use among different profiles of CDOAs, their ICs, and PCs. Technology will also help to optimize the management of CDOAs’ health problems and slow their loss of autonomy, both of which will strengthen home health care. Progress toward this goal will only be achieved through close cooperation between technical experts, home health care experts, and the end users—CDOAs, ICs, and PCs—who need the appropriate technological tools to meet their needs and expectations. Finally, as the mean age of the population is rising, the proportion of older adults with an interest in technology and with technological skills will increase. The findings in this study will enable future CDOAs to clearly express the advantages and limitations of the technologies in their lives. The current situation is therefore very fluid, and research will have to adjust to this dynamic process. Although there is no doubt that technologies will play an increasingly important role in health care services for CDOAs and in the work of their ICs and PCs, it is more difficult to predict which types of interventions may develop. Establishing convincing results based on robust scientific evidence will be difficult, but clinical research will play a key role.
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