
Original Paper

Transfer Learning for Risk Classification of Social Media Posts:
Model Evaluation Study

Derek Howard1,2, MSc; Marta M Maslej1,2, PhD; Justin Lee3, BSc; Jacob Ritchie1,4, MSc; Geoffrey Woollard5,6, MSc;

Leon French1,2,7,8, PhD
1Campbell Family Mental Health Research Institute, Centre for Addiction and Mental Health, Toronto, ON, Canada
2Krembil Centre for Neuroinformatics, Centre for Addiction and Mental Health, Toronto, ON, Canada
3Department of Biochemistry, University of Toronto, Toronto, ON, Canada
4Department of Computer Science, University of Toronto, Toronto, ON, Canada
5Department of Medical Biophysics, University of Toronto, Toronto, ON, Canada
6Princess Margaret Cancer Centre, University Health Network, Toronto, ON, Canada
7Institute for Medical Science, University of Toronto, Toronto, ON, Canada
8Division of Brain and Therapeutics, Department of Psychiatry, University of Toronto, Toronto, ON, Canada

Corresponding Author:
Leon French, PhD
Krembil Centre for Neuroinformatics
Centre for Addiction and Mental Health
250 College St
Toronto, ON, M5T 1R8
Canada
Phone: 1 (416) 535 8501
Email: leon.french@camh.ca

Abstract

Background: Mental illness affects a significant portion of the worldwide population. Online mental health forums can provide
a supportive environment for those afflicted and also generate a large amount of data that can be mined to predict mental health
states using machine learning methods.

Objective: This study aimed to benchmark multiple methods of text feature representation for social media posts and compare
their downstream use with automated machine learning (AutoML) tools. We tested on datasets that contain posts labeled for
perceived suicide risk or moderator attention in the context of self-harm. Specifically, we assessed the ability of the methods to
prioritize posts that a moderator would identify for immediate response.

Methods: We used 1588 labeled posts from the Computational Linguistics and Clinical Psychology (CLPsych) 2017 shared
task collected from the Reachout.com forum. Posts were represented using lexicon-based tools, including Valence Aware Dictionary
and sEntiment Reasoner, Empath, and Linguistic Inquiry and Word Count, and also using pretrained artificial neural network
models, including DeepMoji, Universal Sentence Encoder, and Generative Pretrained Transformer-1 (GPT-1). We used Tree-based
Optimization Tool and Auto-Sklearn as AutoML tools to generate classifiers to triage the posts.

Results: The top-performing system used features derived from the GPT-1 model, which was fine-tuned on over 150,000
unlabeled posts from Reachout.com. Our top system had a macroaveraged F1 score of 0.572, providing a new state-of-the-art
result on the CLPsych 2017 task. This was achieved without additional information from metadata or preceding posts. Error
analyses revealed that this top system often misses expressions of hopelessness. In addition, we have presented visualizations
that aid in the understanding of the learned classifiers.

Conclusions: In this study, we found that transfer learning is an effective strategy for predicting risk with relatively little labeled
data and noted that fine-tuning of pretrained language models provides further gains when large amounts of unlabeled text are
available.

(J Med Internet Res 2020;22(5):e15371) doi: 10.2196/15371
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Introduction

Mental health disorders are highly prevalent, with
epidemiological studies reporting roughly half the population
in the United States meeting the criteria for one or more mental
disorders in their lifetime and roughly a quarter meeting the
criteria in a given year [1]. Available survey evidence suggests
that the first onset of mental health disorders is typically in
childhood or adolescence and that later-onset disorders are
mostly secondary conditions. The severity of mental disorders
is highly related to their comorbidity, with complex interactions
among disorders [2]. Moreover, severe disorders tend to be
preceded by less severe disorders that are often not brought to
clinical attention, indicating a need for early detection and
intervention strategies [3,4].

Mental disorders are among the strongest predictors for
nonsuicidal self-injury and suicidal behaviors; however, little
is known about how people transition from suicidal thoughts
to attempts [5]. Given the high incidence of mental health
disorders and the relatively low incidence of suicide attempts,
predicting the risk for suicidal behavior is difficult. In particular,
Franklin et al [6] report a lack of progress over the last 50 years
on the identification of risk factors that can aid in the prediction
of suicidal thoughts and behaviors. However, they also proposed
that new methods with a focus on risk algorithms using machine
learning present an ideal path forward. These approaches can
be integrated into peer support forums to develop repeated and
continuous measurements of a user’s well-being to inform early
interventions.

Peer support forums can be a useful and scalable approach to
social therapy for mental health issues [7]. Many individuals
are already seeking health information online, and this manner
of information access can help those who are reluctant to seek
professional help, are concerned about stigma or confidentiality,
or face barriers to access [8]. There is limited evidence showing
that online peer support without professional moderation is an
effective strategy for enhancing users’ well-being [7,9].
However, in a systematic review of social networking sites for
mental health interventions, Ridout and Campbell [10] identified
the use of moderators as a key component of successful
interventions on these Web-based platforms. The development
of automated triage systems in these contexts can facilitate
professional intervention by prioritizing users for specialized
care [11,12] or decreasing response time when a risk for
self-harm is identified [13]. Although the computational
infrastructure of peer support forums is scalable, the
effectiveness of human moderation is challenging to grow with
community size. If they are accurate, automated systems can
address these needs through computational approaches that are
fast and scalable.

Previous research suggests that the language of individuals with
mental health conditions is characterized by distinct features
[14-17], eg, frequent use of first-person singular pronouns has

been associated with depression [18]. This has sparked efforts
to develop automated systems that, when given social media
data, can predict the same level of suicide or self-harm risk that
a trained expert would predict.

Such automated systems typically start with a feature extraction
step that converts the variable length input text into fixed-length
numeric vectors (features). This step is required to apply
machine learning classifiers that operate on such vectors. An
example is the bag-of-words representation, where each numeric
feature represents the count of a specific word that is selected
based on frequency or from a lexicon. With such a
representation, a classifier may learn that mentions of hopeless
are more common in text written by depressed individuals. This
step of extracting features that best represent the text is a key
part of such systems because a significant amount of information
loss can occur. For example, in the bag-of-words representation,
the order of the words is discarded. In contrast, differences in
performance across machine learning classifiers are lower when
representations are held constant. For example, good classifiers
will have a similar performance on the same representations.
Lexicon-based tools are highly dependent on their dictionaries,
which require manual curation and validation. However, lexicon-
and rule-based approaches are typically more interpretable than
more complex neural network–based representations.

Recently, word embeddings have been shown to provide rich
representations where words from the same context of a corpus
tend to occupy a similar feature space [19]. The use of these
embeddings has significantly boosted performance in several
natural language processing tasks in recent years [20].
Generating such word embeddings can be done by building a
neural network model that predicts a word given its neighboring
words or vice versa. These word representations are learned
from large corpora. These representations can be reused for
other tasks. For example, a pretrained representation of hopeless
would be similar to despair, allowing a classifier to group text
that shares these words. This reuse is a type of transfer learning,
which allows for the knowledge learned from one domain to
be transferred to a task in an adjacent domain [21]. More
recently, pretrained word representations have been shown to
capture complex contextual word characteristics better than the
preceding shallow models [22]. The fine-tuning of large
pretrained language models in an unsupervised fashion has
pushed forward the applicability of these approaches in cases
with small amounts of labeled data [20,23]. Such fine-tuning
could alter the learned context of worries to account for its
placement in the common Australian expression of no worries
when being transferred from an American to Australian corpus.
Given these recent advances in natural language processing, we
tested the performance of transfer learning with pretrained
language models on risk classification of social media posts.

Reachout.com is an Australian youth-based mental health peer
support forum. It is targeted for those aged 14 to 25 years, and
the community is maintained by staff and trained volunteer
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moderators. Staff and moderators monitor the forums, and they
respond, as required, with empathy, support, and referrals to
relevant information and available services. The 2017
Computational Linguistics and Clinical Psychology
(CLPsych)–shared task organizers provided a corpus of posts
from Reachout.com to assess the ability of automated methods
to triage forum posts based on the urgency of moderator
response [24]. For example, posts that suggest the author might
hurt themselves or others are labeled as being high in priority
for moderator response (crisis). We noted that these labels do
not distinguish if the author is contemplating self-harm,
nonsuicidal self-injury, or suicide. These constructs have
different prevalence and incidence rates [25]. This dataset is
small and imbalanced as the majority of posts are labeled as not
requiring a moderator response. For example, only 5.2%
(82/1588) of the posts are labeled as crisis. Given the higher
importance of posts requiring moderator response, the organizers
of the CLPsych-shared task chose the macroaveraged F1 metric
to weight performance equally across the labels that mark the
urgency of moderator response. This metric weighs each of
those labels for both precision and recall equally. As a result,
misclassification of a crisis post will be costlier because crisis
posts occur less frequently. Several advanced methods have
been applied to this dataset [24,26], but a systematic evaluation
of feature extraction methods has not been performed.

In this paper, we benchmarked multiple feature extraction
methods on forum posts from Reachout.com by evaluating their
ability to predict the urgency of moderator response.
Furthermore, we explored the interpretability through emoji
representations and by visualizing word importance in text that
mimics themes from suicide notes. We have shown that modern
transfer learning approaches that take advantage of large corpora
of unlabeled text, in combination with automated machine
learning (AutoML) tools, improve performance.

Methods

Data

Reachout.com
Our primary data source was made available for the 2017
CLPsych-shared task and was collected from the Australian
mental health peer support forum, Reachout.com [13,24]. The
entire dataset consisted of 157,963 posts written between July
2012 and March 2017. Of those, 1188 were labeled and used
for training the classification system, and 400 labeled posts
were held out for the final evaluation of the systems. Posts were
labeled green (58.6%, 931/1588), amber (25.6%, 390/1588),
red (11.7%, 185/1588), or crisis (5.2%, 82/1588) based on the
level of urgency with which moderators should respond. The
postannotation task began with the 3 judges (organizers of the
shared task) discussing and coming to a shared agreement on
the labels for roughly 200 posts, guided by informal annotation
and triage criteria provided by Reachout. The annotators
ultimately formalized their process in a flowchart to standardize
the labeling process and included fine-grained or granular
annotations for each of the posts (Summary table of fine-grained
labels in Multimedia Appendix 1). They then annotated the
remaining posts independently, and the interannotator agreement

was measured over these posts (excluding 22 posts labeled
ambiguous by at least one judge). The 3 judges achieved a Fleiss
kappa of 0.706 and a pairwise Cohen kappa score ranging from
0.674 to 0.761, which is interpreted as substantial agreement
by Viera and Garrett [27]. The above mentioned steps,
evaluations, and development of this dataset were previously
undertaken by Milne et al [13,24].

University of Maryland Reddit Suicidality Dataset
To test the generalizability of the system developed on the
Reachout.com data, we used a subset of the data made available
from the University of Maryland (UMD) Reddit Suicidality
Dataset [28,29]. The collection of this dataset followed an
approach where the initial signal for a positive status of
suicidality was a user having posted in the subreddit,
/r/SuicideWatch, between 2006 and 2015. Annotations were
then applied at the user level based on their history of posts.
We used the subset that was curated by expert annotators to
assess suicide risk. These volunteer experts include a suicide
prevention coordinator for the Veteran’s Administration; a
cochair of the National Suicide Prevention Lifelines Standards,
Training, and Practices Subcommittee; a doctoral student with
expert training in suicide assessment and treatment whose
research is focused on suicidality among minority youths; and
a clinician in the Department of Emergency Psychiatry at Boston
Children’s Hospital. Two sets of annotator instructions (short
and long) were used, following an adapted categorization of
suicide risk developed by Corbitt-Hall et al [30]: (a) no risk (or
None): I don’t see evidence that this person is at risk for suicide,
(b) low risk: There may be some factors here that could suggest
risk, but I don’t really think this person is at much of a risk of
suicide, (c) moderate risk: I see indications that there could be
a genuine risk of this person making a suicide attempt, and (d)
severe risk: I believe this person is at high risk of attempting
suicide in the near future. These categories correspond roughly
to the green, amber, red, and crisis categories defined in the
Reachout.com data. The longer set of annotation instructions
also identified 4 families of risk factors (ie, thoughts, feelings,
logistics, and context). A pairwise Krippendorff alpha was used
to assess interannotator agreement, with an average alpha of
.812 satisfying the recommendation of a reliability cutoff of
alpha >.800 [31]. Consensus labels were determined using a
model for inferring true labels from multiple noisy annotations
[32,33]. The abovementioned steps and development of this
dataset were undertaken by Shing and et al [29].

Of the subset with labels by expert annotators, we then selected
only data from users who had posted once in /r/SuicideWatch
to minimize ambiguity in understanding which of their posts
was the cause of the associated label. Predictions were made
only on posts from /r/SuicideWatch. In total, there were 179
user posts across the categories (a: 32, b: 36, c: 85, and d: 26).
The Centre for Addiction and Mental Health Research Ethics
Board approved the use of this dataset for this study.

To better gauge our performance on the UMD Reddit Suicidality
Dataset posts, we calculated an empirical distribution of random
baselines for the macro-F1 metric. This baseline distribution
quantifies the performance of random shuffles of the true labels
(including the class a or no risk labels). As expected, across
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10,000 of these randomizations, the mean macro-F1 was 0.25.
We set a threshold of 0.336, which is 62 of 10,000 random runs
to mark Reddit validation performance as better than chance
(1/20 × 1/8 × 10000), corresponding to P<.05 and a Bonferroni
correction for 8 tests (number of feature sets tested).

Composite Quotes
We used 10 composite quotes to share example predictions of
our system on text that could be predictive/indicative of
self-harming and/or suicidality. These composite quotes were
created by Furqan et al [34] and were derived from qualitative
research that synthesized primary themes noted in a selection
of suicide notes that made explicit mentions of mental illness
or mental health care. To assess the role of individual words
(or tokens) in the classification of the quote, we iteratively
perturbed each token and replaced it with an unknown token
outside of the model’s vocabulary and reran the prediction.

Data Preprocessing and Feature Extraction
Features were extracted from only the text body of the posts.
For all posts, any quotes from previous posts or links to images
were removed.

We extracted features using lexicon-based tools such as Valence
Aware Dictionary and sEntiment Reasoner (VADER; 4 features)
[35], Linguistic Inquiry and Word Count (LIWC; 70 features)
[36], and Empath (195 features) [37], which have proven to be
useful for characterizing social media text and extracting
psychologically relevant signals. Features were also extracted
from 3 pretrained artificial neural network models: DeepMoji
[38] was used to extract sentiment- and emotion-related features
(eg, the use of emoticons in social media text), the Universal
Sentence Encoder version 2 (using a deep averaging network
encoder) (Google) [39] obtained from Tensorflow Hub that was
specifically designed to facilitate transfer learning, and the
Generative Pretrained Transformer (GPT) network version 1
(OpenAI) [20]. For DeepMoji, we extracted features that
represent the 64 predicted emojis and the neural activations
from the preceding attention layer in the network (2304 features,
referred to as DeepMoji). We used the Indico Data Solutions
implementation to extract features from the default pretrained
GPT-1 network and also after fine-tuning on the unlabeled
corpus of posts from Reachout.com [40]. All language model
fine-tuning was done with 3 epochs over the unlabeled posts,
as suggested by the GPT-1 authors.

With Empath and LIWC, sentence splitting was not performed.
With the remaining feature encoding (VADER, DeepMoji,
Universal Sentence Encoder, and both GPT models) methods,
we first preprocessed the text body of each post into sentences
using the sentence boundary detection from spaCy version 2.1.
Sentence feature vectors were aggregated to the post level by
taking their mean, maximum, and minimum for each extracted
feature.

Model Optimization and Selection
To train classifiers on the various feature sets, we used 2
AutoML methods that are built upon scikit-learn [41] to optimize
and select optimal models. We selected these tools over others
because they are open source. Other AutoML tools may have

advantages such as ease of use or better performance for
different dataset sizes and dimensionality [42]. In both cases,
the AutoML methods were customized to maximize the
Macro-F1 score (without the green-labeled posts). Each model
was evaluated with 10-fold stratified cross-validation with five
repeats inside of the training set. We trained the classifiers to
predict the granular/fine-grained labels while evaluating the
final output with the same macro-F1 score of the amber, red,
and crisis categories.

We used the Tree-based Optimization Tool (TPOT) [43], which
builds and selects machine learning pipelines using genetic
programming. TPOT is built to generate pipelines that maximize
classification accuracy while penalizing complex pipelines.
Similarly, we used Auto-Sklearn to train and build classifiers
using Bayesian optimization meta-learning and ensemble
construction [44]. Given the high proportion of no risk labels
in the datasets tested, we note that Auto-Sklearn contains a
Rebalancer class for handling imbalanced class distributions.
We primarily used default TPOT/Auto-Sklearn parameters with
a population size of 200, a maximum evaluation time for a single
pipeline of 5 min and total time as a stopping parameter,
typically set to 2 days.

Mantel Tests
To compute the matrix of pairwise Euclidean distances between
posts for each set of features, we used SciPy’s distance matrix
function [45]. This test allows quantification of the distances
between posts across the various feature spaces. This is done
in an unsupervised manner across the training and test posts.
We used scikit-bio’s mantel function with 999 permutations to
perform the Mantel test on these distance matrices.

Emoji Visualization
To better understand the distribution of the 64 emoji features
represented across the labeled posts, we aggregated the mean
of an emoji feature across sentences in a post. Each of these
aggregate features was then normalized to be between 0 and 1
to better compare features against each other. To obtain a
measure of feature importance, we permuted each feature
column and assessed the decrease in classification performance
on the macro-F1 metric while using the best-performing pipeline
derived from TPOT. For each emoji feature, we performed this
procedure 10,000 times. Images of the emojis were obtained
from EmojiOne (currently JoyPixels Inc) and converted to
grayscale.

Availability
The CLPsych 2017 and UMD Reddit Suicidality datasets are
available upon request from the original sources [28,29]. The
code and instructions to fine-tune, train, and test a GPT-1 model
on the CLPsych 2017 dataset is available online [46].

Results

Classification
To benchmark the performance of various text derived features
for the automated classification of online forum posts, we ran
both TPOT and Auto-Sklearn on the features generated from
the post bodies. In Table 1, we report the average observed score
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across the training folds, the final score on the held-out
Reachout.com test set, and the external validation performance
on Reddit data of the classifier trained only on Reachout.com
data. In Figure 1, we present confusion matrices from 2 separate
models trained with Auto-Sklearn to better demonstrate the

predictions made across the imbalanced classes. Panel A shows
the predictions of the VADER features, which resulted in a
macro-F1 of 0.263. Panel B shows the predictions of the
top-performing system with fine-tuned GPT features (a
macro-F1 of 0.572).

Table 1. Benchmarking by features, automated machine learning methods, and datasets with the macro-F1 metric.

Auto-SklearnTree-based Optimization ToolFeature
count

Feature set

Reddit validationTestTrain 10-fold, 5
times

Reddit validationTestTrain 10-fold,
5 times

0.3210.3440.2920.385a0.2530.280195Empath (post)

0.3150.3800.4330.346a0.3540.43470Linguistic Inquiry and Word Count

0.353a0.2630.3400.356a0.2630.36312Valence Aware Dictionary and sEnti-
ment Reasoner (sentence)

0.3080.4610.4240.2800.3690.425192Emoji 64

0.351a0.4370.3910.345a0.4520.4426912DeepMoji

0.2360.4790.4840.3000.4460.4571536Universal Sentence Encoder

0.402a0.3830.3960.344a0.3340.3732304GPTb default

0.3240.5720.4920.3200.5590.5102304GPT fine-tuned

aReddit validation performance better than chance.
bGPT: Generative Pretrained Transformer.

Figure 1. Confusion matrices for 2 models trained with Auto-Sklearn. Each cell in the matrix provides the counts of posts that were labeled in the
corresponding row and column axis that represent the predicted and true labels, respectively. Counts are colored from the highest cell (blue) to the
lowest (white). The top-left to bottom-right diagonal cells count correctly predicted posts. Panel A trained with Valence Aware Dictionary and sEntiment
Reasoner (VADER) features. Panel B trained with features from a fine-tuned Generative Pretrained Transformer (GPT) language model.

We noted that the average macro-F1 obtained during training
was a fairly reliable predictor of the score on the held-out test
set. Auto-Sklearn performed better on average than TPOT (mean
test macro-F1 of 0.414 versus 0.379, respectively). We also
observed the trend that features extracted from pretrained models
perform better in general (average Auto-Sklearn test macro-F1
of 0.329 versus 0.466). However, the features extracted from
the default GPT model (without any additional fine-tuning)
were the worst performing of those obtained from neural models,
whereas the GPT model that was fine-tuned on the unlabeled

posts performed best across all experiments. The Universal
Sentence Encoder and fine-tuned GPT features exceeded the
highest macro-F1 score reached in the 2017 CLPsych-shared
task when a classifier was learned with Auto-Sklearn (0.467;
submission by Xianyi Xia and Dexi Liu). Upon inspection, the
Auto-Sklearn–generated classifier for the GPT fine-tuned
features was a complex ensemble of pipelines with multiple
preprocessing steps and random forest classifiers. The
TPOT-generated classification pipeline first selects features
using the analysis of variance F value, then binarizes the values
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for classification with a K-nearest neighbor classifier (k=21;
Euclidean distance). In contrast, the classifiers generated for
the Universal Sentence Encoder features are a linear support
vector machine (TPOT) and ensembles of linear discriminant
analysis classifiers (Auto-Sklearn).

To better understand the low Reddit validation scores, we
calculated a random baseline. Although it is random, this does
use information about the class distributions. We marked Reddit
validation performance as better than chance in Table 1 with

an a. Only classifiers learned from the VADER, DeepMoji, and
default GPT features had macro-F1 scores above the threshold
for both the TPOT and Auto-Sklearn learned classifiers. Unlike
the CLPsych 2017 score that does not include the green or no
risk labels, we used macro-F1 from all classes in the Reddit
validation tests (corresponding to the CLPsych 2019 primary
metric). When using the macro-F1 score that excluded the no
risk class in the Reddit validation, none of the classifiers
outperformed random runs at the same threshold. This is because
of the classifiers having a good performance on the no risk or
green labels and not the 3 remaining labels.

To better assess the variability of our best-performing system
(Auto-Sklearn trained with features generated from the
fine-tuned GPT model), we reran the Auto-Sklearn training and
testing process 20 times. For each run, Auto-Sklearn was allotted
24 hours of compute time. Across those 20 systems, the average
macro-F1 score on the held-out test set was 0.5293 (SD 0.0348).
Of those 20 systems, the best- and worst-performing systems
had a final test score of 0.6156 and 0.4594, respectively.
Importantly, despite the variability and less compute time, the
average macro-F1 score of these classifiers performed better
than the scores obtained from different feature sets.

To determine the impact of the amount of data used for
fine-tuning the GPT model on its effectiveness for feature
extraction in the classification task, we fine-tuned models with
increasing amounts of unlabeled posts before extracting
post-level features to train a classifier (Figure 2). Although there
is significant variability, there is a general trend of better
performance when using models trained on a larger amount of
unlabeled data.

Figure 2. A graph of macro-F1 test scores versus the number of posts used for Generative Pretrained Transformer-1 fine-tuning. Auto-Sklearn methods
are marked with continuous red (Auto-Sklearn) and dashed blue (Tree-based Optimization Tool, TPOT) lines.

To compare the different representations or embeddings of the
post contents, we used the Mantel test (Table 2). This compares
the representations independently of their triage performance
and suggests possible combinations for meta-classifiers. This
test correlates the pairwise distances between posts in the
benchmarked feature spaces, where a high correlation value

between compared matrices indicates a significant overlap in
the information they contain. Specifically, the Mantel test values
range from −1 (perfect negative correlation) to 1 (perfect
positive correlation), with zero representing no association
between the pairs of posts in the feature spaces. Intriguingly,
we observed the highest correlation between the Universal
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Sentence encoded features with those encoded by GPT. This is
despite the comparison of aggregated DeepMoji encoded
features with aggregated 64-dimensional emoji encoding of
DeepMoji, which we expected to have the strongest relationship.
Similarly, comparisons between the default GPT and the
fine-tuned version were slightly lower than correlations with

the Universal Sentence Encoder. Although it is unclear, we
presumed some of these differences may be due to the
aggregation of sentence-level features into a post-level
representation. None of the correlations with Empath features
were significant, which probably reflects the sparsity of these
features.

Table 2. Mantel correlations between the extracted feature sets.

GPT fine-tunedGPTc defaultDeepMojiEmoji 64Universal SentenceLIWCbEmpathVADERaFeature Set

0.4290.4300.4220.2110.4530.0980.0031.000VADER

0.0010.004−0.008−0.0050.0060.0091.0000.003Empath

0.2530.2670.5070.4030.1481.0000.0090.098LIWC

0.8230.8230.5090.1931.0000.1480.0060.453Universal Sentence

0.3350.3020.5231.0000.1930.403−0.0050.211Emoji 64

0.6310.6321.0000.5230.5090.507−0.0080.422DeepMoji

0.7991.0000.6320.3020.8230.2670.0040.430GPT default

1.0000.7990.6310.3350.8230.2530.0010.429GPT fine-tuned

aVADER: Valence Aware Dictionary and sEntiment Reasoner.
bLIWC: Linguistic Inquiry and Word Count.
cGPT: Generative Pretrained Transformer.

System Interpretability
In Figure 3, we show the distribution of the mean emoji features
for the top 10 most important features when using the mean
emoji feature across sentences (64 total features). We noted that
the interpretation and even visual representation of these emojis
vary greatly, and these emojis were not used in the social media
posts but were extracted by DeepMoji [38]. For example, the
pistol emoji has been replaced by a ray gun or water gun in most
platforms. From these distributions, it is clear that there is
considerable variability across posts. This visualization also
highlights the difficulty in discriminating the varying levels of
risk when compared with the no risk posts. Of these top 10, 2
winking emojis are negatively correlated with risk, marking the
importance of a positive sentiment. As expected, the negative
emojis are more important, with the pistol, skull, and broken
heart emoji ranked in the top 5.

To better understand judgments made by our trained classifier,
we present predictions in Figure 4 on a set of composite quotes
and their themes from a study of suicide notes [34]. For each
quote, we presented the initial prediction (with the
granular/fine-grained prediction in parentheses). Across the 10
quotes, 3 were classified as crisis, 4 as red, and 3 as amber. One
of the amber classifications is under the “Hopelessness
secondary to chronicity of illness and treatment” theme, further

suggesting that our system may not recognize expressions of
hopelessness.

All words were iteratively masked to indicate their effects on
the predicted class (see Methods section). In Figure 4, words
that affected predictions are color coded. The colored words
are important for indicating severity as removing them makes
the quotes appear less severe to our system. Examining these
words suggests that negations affected severity (eg, “not,”
“can’t”). In the quotes, negations seemed to indicate a perceived
failure or not having done or achieved something the person
felt they ought to. Expressions of hopelessness (ie, “no hope
left”) were also important in classifying quotes as severe by our
system. Words reflecting an unwillingness or inability to
continue were also important (ie, “I’m done,” “I am too tired
to”) as were words indicating loneliness (ie, “being isolated”).
In contrast, replacing a green word with an unknown word
shifted the predicted class to a more severe category (eg, from
red to crisis). On examining the nature of the green words (ie,
“what,” “after”), it was not clear why these words were
important for lessening the severity of the quotes.

For 2 of the quotes predicted as red, no words were highlighted,
suggesting that, in these instances, many words were key to the
prediction. Overall, the quotes would all be flagged as requiring
some level of moderator attention, and for the most part, the
nature of words that were important in classifying the severity
of quotes made conceptual sense.
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Figure 3. Violin plot showing the distributions of the 10 most discriminative emoji features across labeled classes. The classes are according to label
with crisis in gray. The y-axis is the predicted scores for each emoji that have been scaled to the 0-1 interval. The emojis across the y-axis are marked
with their images and their official Unicode text labels. The emojis are ranked from the most to least important feature (left to right).
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Figure 4. Predictions and highlights of suicide-related composite quotes from Furqan and colleagues. Words that changed predictions are color coded.
Replacing a yellow or red word with an unknown word shifts the prediction to a less severe class by 1 or 2 levels, respectively, (ie, replacing a yellow
word in text that is classified as crisis would change the prediction to red while a red word would change it to amber). In contrast, replacement of green
words will result in more severe predictions.

Discussion

We have shown that there are highly informative signals in the
text body alone of posts from the Reachout.com forum. More
specifically, we identified a transfer learning approach as
particularly useful for extracting features from raw social media

text. In combination with the training of classifiers using
AutoML methods, we showed that these representations of the
post content can improve triage performance without considering
the context or metadata of the posts. These methods take
advantage of the large amount of unlabeled free text that is often
available to diminish the need for labeled examples. We also
showed that these methods can generalize to new users on a
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support forum, for which there would not be preceding posts
to provide context on their mental states. By combining the
pretrained language models with AutoML, we were able to
achieve state-of-the-art macro-F1 on the CLPsych 2017 shared
task. Our content-only approach could be complemented by
previous work, which used hand-engineered features to account
for contextual information, such as a user’s post history or the
thread context of posts [26,47]. Future developments could also
include multiple types of media (eg, text, photos, videos) that
are often present on social media to better assess the subtleties
of users’ interactions [48].

Our current approach follows methods outlined by Radford et
al [20] to fine-tune the language model that was previously
pretrained on a large corpus of books. This fine-tuning step
allows the model to learn the characteristics of the Reachout.com
text. We show that increasing the amounts of in-domain
unlabeled data for fine-tuning improves classification
performance and has yet to reach a plateau. Further work will
be instrumental in defining when and how to fine-tune pretrained
language models better [49]. For tasks with limited data
availability, the ability to adapt and fine-tune a model on
multiple intermediate tasks could be a particularly worthwhile
approach, as demonstrated by the Universal Sentence Encoder
and others [39,50]. However, it is unclear how these large
language models can retain and accumulate knowledge across
tasks and datasets. Notably, it has been reported that these large
pretrained language models are difficult to fine-tune and that
many random restarts may be required to achieve optimal
performance [51,52].

We compared the use of AutoML tools, such as Auto-Sklearn
and TPOT, to generate classification pipelines with a variety
of features extracted from free text. We also identified them as
sources of variability in the final scores of our system. When
developing our top-performing systems with features extracted
from a fine-tuned GPT and using Auto-Sklearn on 20 trials, we
obtained macroaverage F1 scores ranging from 0.6156 to 0.4594.
In part, this is because of the small size of the dataset and the
weighted focus of the macroaverage F1 metric toward the crisis
class with relatively fewer instances. Further experiments,
although computationally intensive, could help distinguish the
amount of variability that is inherent in the language model
fine-tuning process.

There are a variety of limitations, depending on the use of the
approaches we benchmarked. Further experiments would be
needed to determine if Reachout.com moderator responsiveness
improves when more accurate classifiers are used. The present
system performance cannot be extrapolated too far into the
future because of changes in the population of users on the
forum, shifting topics discussed or variations in language used.
Furthermore, it is important to note that any implemented system
would require ongoing performance monitoring.

To further understand how our trained models would perform
in a new context, we assessed performance on an independently
collected dataset and composite quotes that were derived from
suicide notes. All composite quotes were flagged as requiring
moderator attention. Our classifiers generalize to some degree
on the UMD Reddit Suicidality Dataset, which approximates

the task outlined for Reachout.com. We noted that the Reddit
user base is not specific to Australia, is not targeted explicitly
to youth, and may have substantially different topics of
discussion than Reachout.com. This performance is primarily
driven by good accuracy on the no risk or green class. We
observed that the features derived from the fine-tuned GPT
model perform worse than those from the default GPT model,
indicating that this model might be specific to unique features
of Reachout.com. Future studies could determine whether
multiple rounds of fine-tuning on different datasets increase
accuracy.

We manually reviewed the errors made by the best-performing
system (Auto-Sklearn classifier with the GPT fine-tuned
features). The most worrisome prediction errors occur when the
classifier mistakes a crisis post for one of lesser importance,
which could potentially delay a moderator response. When posts
were not classified as crisis posts (but should have been), this
was often due to vague language referring to self-harm or suicide
(eg, “time’s up,” “get something/do it,” “to end it,” “making
the pain worse”). Sometimes, forum users deliberately referred
to self-harm or suicide with nonstandard variations, such as
“SH” or “X” (eg, “attempt X,” “do X”). Future work could be
instructive in determining whether these words are associated
with higher levels of distress/crisis relative to the words they
are meant to replace. Alternatively, custom lexicons might be
developed to capture instances of self-harm or suicide
represented by vague language or nonstandard variations.

In some failure cases (ie, posts that should be classified as being
of higher risk than they were), the classifier did not notice
expressions of hopelessness, which may cue the imminence of
risk. Other prominent failure cases were instances when the
classifier did not notice a poster’s dissatisfaction with mental
health services that provide real-time help (eg, suicide call-back
services and crisis helplines, etc). According to the labeling
scheme, these posts should be classified as red. However, this
dissatisfaction was often conveyed in diverse and highly
contextualized ways, likely making it difficult for the system
to identify. There were also posts that did not indicate imminent
risk but described sensitive topics such as feeling lonely or
losing a parent. These were often misclassified as green (when
they should have been amber), possibly because they also
contained positive language, or the sensitivity of the topic was
difficult for the system to grasp.

In some of these failure cases, it may have been useful to take
into account the previous post; eg, when the post in question is
short or vague, the system may classify the level of risk more
accurately if the previous post expresses a high level of concern
about the poster or tries to convince the poster to seek immediate
help.

Neural networks can build complex representations of their
input features, and it can be difficult to interpret how these
representations are used in the classification process. In a deeper
analysis of DeepMoji features, we identified the most important
emoji for classification and found that the emotional features
follow a linear arrangement of expression at the class level
corresponding to label severity. We also used input masking to
iteratively highlight the contributions of individual words to the

J Med Internet Res 2020 | vol. 22 | iss. 5 | e15371 | p. 10https://www.jmir.org/2020/5/e15371
(page number not for citation purposes)

Howard et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


final classification. Such highlighting and pictorial/emoji
visualizations could speed moderator review of posts.
Ultimately, we believe the further development of methods to
improve model interpretability will be essential in facilitating
the work of mental health professionals in Web-based contexts.

In conclusion, we showed that transfer learning combined with
AutoML provides state-of-the-art performance on the CLPsych

2017 triage task. Specifically, we found that an AutoML
classifier trained on features from a fine-tuned GPT language
model was the most accurate. We suggest this automated transfer
learning approach as the first step to those building natural
language processing systems for mental health because of the
ease of implementation. Although such systems lack
interpretability, we showed that emoji-based visualizations and
masking can aid explainability.

Acknowledgments
The Centre for Addiction and Mental Health (CAMH) Specialized Computing Cluster, which is funded by the Canada Foundation
for Innovation and the CAMH Research Hospital Fund, was used to perform this research. The authors thank the Nvidia Corporation
for the Titan Xp GPU that was used for this research. The authors acknowledge the assistance of the American Association of
Suicidology in making the University of Maryland Reddit Suicidality Dataset available. The authors also thank the 3 anonymous
reviewers for their helpful suggestions and comments. This study was supported by the CAMH Foundation and a National Science
and Engineering Research Council of Canada Discovery Grant to LF.

Conflicts of Interest
LF owns shares in Alphabet Inc, which is the parent company of Google, the developer of the freely available Universal Sentence
Encoder, which was compared with other methods.

Multimedia Appendix 1
Table including fine-grained annotations of Reachout posts.
[XLSX File (Microsoft Excel File), 4 KB-Multimedia Appendix 1]

References

1. Kessler RC, Wang PS. The descriptive epidemiology of commonly occurring mental disorders in the United States. Annu
Rev Public Health 2008;29:115-129. [doi: 10.1146/annurev.publhealth.29.020907.090847] [Medline: 18348707]

2. Plana-Ripoll O, Pedersen CB, Holtz Y, Benros ME, Dalsgaard S, de Jonge P, et al. Exploring comorbidity within mental
disorders among a Danish national population. JAMA Psychiatry 2019 Mar 1;76(3):259-270 [FREE Full text] [doi:
10.1001/jamapsychiatry.2018.3658] [Medline: 30649197]

3. Kessler RC, Chiu WT, Demler O, Merikangas KR, Walters EE. Prevalence, severity, and comorbidity of 12-month DSM-IV
disorders in the National Comorbidity Survey Replication. Arch Gen Psychiatry 2005 Jun;62(6):617-627 [FREE Full text]
[doi: 10.1001/archpsyc.62.6.617] [Medline: 15939839]

4. Kessler RC, Amminger GP, Aguilar-Gaxiola S, Alonso J, Lee S, Ustün TB. Age of onset of mental disorders: a review of
recent literature. Curr Opin Psychiatry 2007 Jul;20(4):359-364 [FREE Full text] [doi: 10.1097/YCO.0b013e32816ebc8c]
[Medline: 17551351]

5. Nock MK, Hwang I, Sampson NA, Kessler RC. Mental disorders, comorbidity and suicidal behavior: results from the
National Comorbidity Survey Replication. Mol Psychiatry 2010 Aug;15(8):868-876 [FREE Full text] [doi:
10.1038/mp.2009.29] [Medline: 19337207]

6. Franklin JC, Ribeiro JD, Fox KR, Bentley KH, Kleiman EM, Huang X, et al. Risk factors for suicidal thoughts and behaviors:
a meta-analysis of 50 years of research. Psychol Bull 2017 Feb;143(2):187-232. [doi: 10.1037/bul0000084] [Medline:
27841450]

7. Naslund JA, Aschbrenner KA, Marsch LA, Bartels SJ. The future of mental health care: peer-to-peer support and social
media. Epidemiol Psychiatr Sci 2016 Apr;25(2):113-122 [FREE Full text] [doi: 10.1017/S2045796015001067] [Medline:
26744309]

8. Davidson L, Chinman M, Sells D, Rowe M. Peer support among adults with serious mental illness: a report from the field.
Schizophr Bull 2006 Jul;32(3):443-450 [FREE Full text] [doi: 10.1093/schbul/sbj043] [Medline: 16461576]

9. Kaplan K, Salzer MS, Solomon P, Brusilovskiy E, Cousounis P. Internet peer support for individuals with psychiatric
disabilities: a randomized controlled trial. Soc Sci Med 2011 Jan;72(1):54-62. [doi: 10.1016/j.socscimed.2010.09.037]
[Medline: 21112682]

10. Ridout B, Campbell A. The use of social networking sites in mental health interventions for young people: systematic
review. J Med Internet Res 2018 Dec 18;20(12):e12244 [FREE Full text] [doi: 10.2196/12244] [Medline: 30563811]

11. de Choudhury M, Counts S, Horvitz E. Predicting Postpartum Changes in Emotion and Behavior via Social Media. In:
Proceedings of the SIGCHI Conference on Human Factors in Computing Systems. 2013 Presented at: CHI'13; April 27 -
May 2, 2013; Paris, France p. 3267-3276. [doi: 10.1145/2470654.2466447]

J Med Internet Res 2020 | vol. 22 | iss. 5 | e15371 | p. 11https://www.jmir.org/2020/5/e15371
(page number not for citation purposes)

Howard et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

https://jmir.org/api/download?alt_name=jmir_v22i5e15371_app1.xlsx&filename=745657de33c2833ce53150a6e200219d.xlsx
https://jmir.org/api/download?alt_name=jmir_v22i5e15371_app1.xlsx&filename=745657de33c2833ce53150a6e200219d.xlsx
http://dx.doi.org/10.1146/annurev.publhealth.29.020907.090847
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=18348707&dopt=Abstract
http://europepmc.org/abstract/MED/30649197
http://dx.doi.org/10.1001/jamapsychiatry.2018.3658
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=30649197&dopt=Abstract
http://europepmc.org/abstract/MED/15939839
http://dx.doi.org/10.1001/archpsyc.62.6.617
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=15939839&dopt=Abstract
http://europepmc.org/abstract/MED/17551351
http://dx.doi.org/10.1097/YCO.0b013e32816ebc8c
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=17551351&dopt=Abstract
http://europepmc.org/abstract/MED/19337207
http://dx.doi.org/10.1038/mp.2009.29
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=19337207&dopt=Abstract
http://dx.doi.org/10.1037/bul0000084
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=27841450&dopt=Abstract
http://europepmc.org/abstract/MED/26744309
http://dx.doi.org/10.1017/S2045796015001067
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=26744309&dopt=Abstract
http://europepmc.org/abstract/MED/16461576
http://dx.doi.org/10.1093/schbul/sbj043
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=16461576&dopt=Abstract
http://dx.doi.org/10.1016/j.socscimed.2010.09.037
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=21112682&dopt=Abstract
https://www.jmir.org/2018/12/e12244/
http://dx.doi.org/10.2196/12244
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=30563811&dopt=Abstract
http://dx.doi.org/10.1145/2470654.2466447
http://www.w3.org/Style/XSL
http://www.renderx.com/


12. Kornfield R, Sarma PK, Shah DV, McTavish F, Landucci G, Pe-Romashko K, et al. Detecting recovery problems just in
time: application of automated linguistic analysis and supervised machine learning to an online substance abuse forum. J
Med Internet Res 2018 Jun 12;20(6):e10136 [FREE Full text] [doi: 10.2196/10136] [Medline: 29895517]

13. Milne DN, McCabe KL, Calvo RA. Improving moderator responsiveness in online peer support through automated triage.
J Med Internet Res 2019 Apr 26;21(4):e11410 [FREE Full text] [doi: 10.2196/11410] [Medline: 31025945]

14. Cohan A, Desmet B, Yates A, Soldaini L, MacAvaney S, MacAvaney S, et al. arXiv e-Print archive. 2018. SMHD: A
Large-Scale Resource for Exploring Online Language Usage for Multiple Mental Health Conditions URL: http://arxiv.org/
abs/1806.05258 [accessed 2020-02-28]

15. Gkotsis G, Oellrich A, Hubbard TJ, Dobson RJ, Liakata M, Velupillai S, et al. The Language of Mental Health Problems
in Social Media. In: Proceedings of the Third Workshop on Computational Linguistics and Clinical Psychology. 2016
Presented at: CLPsych'16; June 16, 2016; San Diego, California p. 63-73 URL: https://www.aclweb.org/anthology/W16-0307
[doi: 10.18653/v1/W16-0307]

16. Yates A, Cohan A, Goharian N. Depression and Self-Harm Risk Assessment in Online Forums. In: Proceedings of the 2017
Conference on Empirical Methods in Natural Language Processing. 2017 Presented at: EMNLP'17; September 7–11, 2017;
Copenhagen, Denmark URL: http://arxiv.org/abs/1709.01848 [doi: 10.18653/v1/d17-1322]

17. Tausczik YR, Pennebaker JW. The psychological meaning of words: LIWC and computerized text analysis methods. J
Lang Soc Psychol 2010;29(1):24-54. [doi: 10.1177/0261927X09351676]

18. Edwards T, Holtzman NS. A meta-analysis of correlations between depression and first person singular pronoun use. J Res
Pers 2017 Jun;68:63-68 [FREE Full text] [doi: 10.1016/j.jrp.2017.02.005]

19. Mikolov T, Sutskever I, Chen K, Corrado GS, Dean J. Distributed Representations of Words and Phrases and their
Compositionality. In: Proceedings of the Advances in Neural Information Processing Systems 26. 2013 Presented at:
NIPS'13; Dec 5-10, 2013; Lake Tahoe, Nevada URL: http://papers.nips.cc/paper/5021-distributed-representations-
of-words-and-phrases-and-their-compositionality.pdf

20. Radford A, Narasimhan K, Salimans T, Sutskever I. Computer Science at UBC. 2018. Improving Language Understandingby
Generative Pre-Training URL: https://www.cs.ubc.ca/~amuham01/LING530/papers/radford2018improving.pdf [accessed
2020-02-20]

21. Pan SJ, Yang Q. A survey on transfer learning. IEEE Trans Knowl Data Eng 2010 Oct;22(10):1345-1359. [doi:
10.1109/TKDE.2009.191]

22. Peters ME, Neumann M, Iyyer M, Gardner M, Clark C, Lee K, et al. arXiv e-Print archive. Deep Contextualized Word
Representations URL: http://arxiv.org/abs/1802.05365 [accessed 2020-02-20]

23. Howard J, Ruder S. arXiv e-Print archive. 2018. Universal Language Model Fine-Tuning for Text Classification URL:
http://arxiv.org/abs/1801.06146 [accessed 2020-02-20]

24. Milne DN, Pink G, Hachey B, Calvo RA. CLPsych 2016 Shared Task: Triaging Content in Online Peer-Support Forums.
In: Proceedings of the Third Workshop on Computational Linguistics and Clinical Psychology. 2016 Presented at:
CLPsych'16; June 16, 2016; San Diego URL: https://www.aclweb.org/anthology/W16-0312

25. Kessler RC, Berglund P, Borges G, Nock M, Wang PS. Trends in suicide ideation, plans, gestures, and attempts in the
United States, 1990-1992 to 2001-2003. J Am Med Assoc 2005 May 25;293(20):2487-2495. [doi: 10.1001/jama.293.20.2487]
[Medline: 15914749]

26. Altszyler E, Berenstein AJ, Milne D, Calvo RA, Slezak DF. Using Contextual Information for Automatic Triage of Posts
in a Peer-Support Forum. In: Proceedings of the Fifth Workshop on Computational Linguistics and Clinical Psychology:
From Keyboard to Clinic. 2018 Presented at: CLPsych NAACL'18; June 2018; New Orleans, LA URL: https://www.
aclweb.org/anthology/papers/W/W18/W18-0606/

27. Viera AJ, Garrett JM. Understanding interobserver agreement: the kappa statistic. Fam Med 2005 May;37(5):360-363
[FREE Full text] [Medline: 15883903]

28. Zirikly A, Resnik P, Uzuner O, Hollingshead K. CLPsych 2019 Shared Task: Predicting the Degree of Suicide Risk in
Reddit Posts. In: Proceedings of the Sixth Workshop on Computational Linguistics and Clinical Psychology.: Association
for Computational Linguistics; 2019 Presented at: CLPsych NAACL'19; June 6, 2019; Minneapolis, Minnesota.

29. Shing HC, Nair S, Zirikly A, Friedenberg M, Daumé H, Resnik P. Expert, Crowdsourced, and Machine Assessment of
Suicide Risk via Online Postings. In: Proceedings of the Fifth Workshop on Computational Linguistics and Clinical
Psychology: From Keyboard to Clinic.: Association for Computational Linguistics; 2018 Presented at: CLPsych NAACL'18;
June 5 - 6, 2018; New Orleans, LA p. 25-36. [doi: 10.18653/v1/W18-0603]

30. Corbitt-Hall DJ, Gauthier JM, Davis MT, Witte TK. College students' responses to suicidal content on social networking
sites: an examination using a simulated Facebook newsfeed. Suicide Life Threat Behav 2016 Oct;46(5):609-624. [doi:
10.1111/sltb.12241] [Medline: 26999294]

31. Krippendorff K. Reliability in content analysis. Human Comm Res 2004;30(3):411-433 [FREE Full text] [doi:
10.1111/j.1468-2958.2004.tb00738.x]

32. Dawid AP, Skene AM. Maximum likelihood estimation of observer error-rates using the EM Algorithm. Appl Stat
1979;28(1):20-28 [FREE Full text] [doi: 10.2307/2346806]

J Med Internet Res 2020 | vol. 22 | iss. 5 | e15371 | p. 12https://www.jmir.org/2020/5/e15371
(page number not for citation purposes)

Howard et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

https://www.jmir.org/2018/6/e10136/
http://dx.doi.org/10.2196/10136
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=29895517&dopt=Abstract
https://www.jmir.org/2019/4/e11410/
http://dx.doi.org/10.2196/11410
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=31025945&dopt=Abstract
http://arxiv.org/abs/1806.05258
http://arxiv.org/abs/1806.05258
https://www.aclweb.org/anthology/W16-0307
http://dx.doi.org/10.18653/v1/W16-0307
http://arxiv.org/abs/1709.01848
http://dx.doi.org/10.18653/v1/d17-1322
http://dx.doi.org/10.1177/0261927X09351676
http://paperpile.com/b/4bvWPC/boo3
http://dx.doi.org/10.1016/j.jrp.2017.02.005
http://papers.nips.cc/paper/5021-distributed-representations-of-words-and-phrases-and-their-compositionality.pdf
http://papers.nips.cc/paper/5021-distributed-representations-of-words-and-phrases-and-their-compositionality.pdf
https://www.cs.ubc.ca/~amuham01/LING530/papers/radford2018improving.pdf
http://dx.doi.org/10.1109/TKDE.2009.191
http://arxiv.org/abs/1802.05365
http://arxiv.org/abs/1801.06146
https://www.aclweb.org/anthology/W16-0312
http://dx.doi.org/10.1001/jama.293.20.2487
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=15914749&dopt=Abstract
https://www.aclweb.org/anthology/papers/W/W18/W18-0606/
https://www.aclweb.org/anthology/papers/W/W18/W18-0606/
http://www.stfm.org/fmhub/fm2005/May/Anthony360.pdf
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=15883903&dopt=Abstract
http://dx.doi.org/10.18653/v1/W18-0603
http://dx.doi.org/10.1111/sltb.12241
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=26999294&dopt=Abstract
https://setac.onlinelibrary.wiley.com/doi/pdf/10.1111/j.1468-2958.2004.tb00738.x
http://dx.doi.org/10.1111/j.1468-2958.2004.tb00738.x
https://rss.onlinelibrary.wiley.com/doi/abs/10.2307/2346806
http://dx.doi.org/10.2307/2346806
http://www.w3.org/Style/XSL
http://www.renderx.com/


33. Passonneau RJ, Carpenter B. The benefits of a model of annotation. Trans Assoc Comput Linguist 2014;2:311-326 [FREE
Full text] [doi: 10.1162/tacl_a_00185]

34. Furqan Z, Sinyor M, Schaffer A, Kurdyak P, Zaheer J. 'I Can't Crack the Code': what suicide notes teach us about experiences
with mental illness and mental health care. Can J Psychiatry 2019 Feb;64(2):98-106 [FREE Full text] [doi:
10.1177/0706743718787795] [Medline: 30009639]

35. Hutto CJ, Gilbert E. VADER: A Parsimonious Rule-Based Model for Sentiment Analysis of Social Media Text. In:
Proceedings of the Eighth International AAAI Conference on Weblogs and Social Media. 2014 Presented at: AAAI'14;
July 27–31, 2014; Ann Arbor, Michigan URL: https://pdfs.semanticscholar.org/a6e4/a2532510369b8f55c68f049ff1
1a892fefeb.pdf?_ga=2.235950529.1395435436.1582877966-1679671381.1567599385

36. Pennebaker JW, Booth RJ, Francis ME. Texas Tech University Departments. Linguistic Inquiry and Word Count: LIWC2007
URL: http://www.depts.ttu.edu/psy/lusi/files/LIWCmanual.pdf [accessed 2020-02-20]

37. Fast E, Chen B, Berstein MS. Empath: Understanding Topic Signals in Large-Scale Text. In: Proceedings of the 2016 CHI
Conference on Human Factors in Computing Systems. 2016 Presented at: CHI'16; May 7 - 12, 2016; San Jose, California
p. 4647-4657. [doi: 10.1145/2858036.2858535]

38. Felbo B, Mislove A, Søgaard A, Rahwan I, Lehmann S. arXiv e-Print archive.: arXiv; 2017. Using Millions of Emoji
Occurrences to Learn Any-domain Representations for Detecting Sentiment, Emotion and Sarcasm URL: http://arxiv.org/
abs/1708.00524 [accessed 2020-02-20]

39. Cer D, Yang Y, Kong SY, Hua N, Limtiaco N, St John R, et al. arXiv e-Print archive.: arXiv; 2018. Universal Sentence
Encoder URL: http://arxiv.org/abs/1803.11175 [accessed 2020-02-20]

40. May M, Townsend BL, Matthew B. GitHub.: Indico Data Solutions Finetune: Scikit-Learn Style Model Finetuning for
NLP URL: https://github.com/IndicoDataSolutions/finetune [accessed 2020-02-20]

41. Pedregosa F, Varoquaux G, Gramfort A, Michel V, Thirion B, Grisel O, et al. Scikit-learn: Machine Learning in Python.
J Mach Learn Res 2011;12:2825-2830 [FREE Full text]

42. Truong A, Walters A, Goodsitt J, Hines K, Bruss CB, Farivar R. arXiv e-Print archive.: arXiv; 2019. Towards Automated
Machine Learning: Evaluation and Comparison of AutoML Approaches and Tools URL: http://arxiv.org/abs/1908.05557
[accessed 2020-02-20]

43. Olson RS, Urbanowicz RJ, Andrews PC, Lavender NA, Kidd LC, Moore JH. Automating biomedical data science through
tree-based pipeline optimization. In: Squillero G, Burelli P, editors. Applications of Evolutionary Computation. Cham:
Springer; 2016:123-137.

44. Feurer M, Klein A, Eggensperger K, Springenberg J, Blum M, Hutter F. Efficient and Robust Automated Machine Learning.
In: Proceedings of the Advances in Neural Information Processing Systems 28. 2015 Presented at: NIPS'15; December
7-12, 2015; Montreal URL: http://papers.nips.cc/paper/5872-efficient-and-robust-automated-machine-learning.pdf

45. Jones E, Oliphant T, Peterson P. SciPy: Open source scientific tools for Python. ScienceOpen 2001:- [FREE Full text]
46. GitHub. URL: https://github.com/derekhoward/Reachout_triage [accessed 2020-03-01]
47. Amir S, Coppersmith G, Carvalho P, Silva MJ, Wallace BC. arXiv e-Print archive.: arXiv; 2017. Quantifying Mental Health

from Social Media with Neural User Embeddings URL: http://arxiv.org/abs/1705.00335 [accessed 2020-02-20]
48. Chancellor S, Kalantidis Y, Pater JA, de Choudhury M, Shamma DA. Multimodal Classification of Moderated Online

Pro-Eating Disorder Content. In: Proceedings of the 2017 CHI Conference on Human Factors in Computing Systems. 2017
Presented at: CHI'17; May 6 - 11, 2017; Denver Colorado USA p. 3213-3226. [doi: 10.1145/3025453.3025985]

49. Peters ME, Ruder S, Smith NA. arXiv e-Print archive.: arXiv; 2019. To Tune or Not to Tune? Adapting Pretrained
Representations to Diverse Tasks URL: http://arxiv.org/abs/1903.05987 [accessed 2020-02-20]

50. Yogatama D, d'Autume CM, Connor J, Kocisky T, Chrzanowski M, Kong L, et al. arXiv e-Print archive.: arXiv Learning
and Evaluating General Linguistic Intelligence URL: http://arxiv.org/abs/1901.11373 [accessed 2020-02-20]

51. Devlin J, Chang MW, Lee K, Toutanova K. arXiv e-Print archive.: arXiv; 2018. BERT: Pre-Training of Deep Bidirectional
Transformers for Language Understanding URL: http://arxiv.org/abs/1810.04805 [accessed 2020-02-20]

52. Phang J, Févry T, Bowman SR. arXiv e-Print archive.: arXiv; 2018. Sentence Encoders on STILTs: Supplementary Training
on Intermediate Labeled-Data Tasks URL: http://arxiv.org/abs/1811.01088 [accessed 2020-02-20]

Abbreviations
AutoML: automated machine learning
CAMH: Centre for Addiction and Mental Health
CLPsych: Computational Linguistics and Clinical Psychology
GPT: Generative Pretrained Transformer
LIWC: Linguistic Inquiry and Word Count
TPOT: Tree-based Optimization Tool
VADER: Valence Aware Dictionary and sEntiment Reasoner

J Med Internet Res 2020 | vol. 22 | iss. 5 | e15371 | p. 13https://www.jmir.org/2020/5/e15371
(page number not for citation purposes)

Howard et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

https://www.mitpressjournals.org/doi/abs/10.1162/tacl_a_00185
https://www.mitpressjournals.org/doi/abs/10.1162/tacl_a_00185
http://dx.doi.org/10.1162/tacl_a_00185
http://europepmc.org/abstract/MED/30009639
http://dx.doi.org/10.1177/0706743718787795
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=30009639&dopt=Abstract
https://pdfs.semanticscholar.org/a6e4/a2532510369b8f55c68f049ff11a892fefeb.pdf?_ga=2.235950529.1395435436.1582877966-1679671381.1567599385
https://pdfs.semanticscholar.org/a6e4/a2532510369b8f55c68f049ff11a892fefeb.pdf?_ga=2.235950529.1395435436.1582877966-1679671381.1567599385
http://www.depts.ttu.edu/psy/lusi/files/LIWCmanual.pdf
http://dx.doi.org/10.1145/2858036.2858535
http://arxiv.org/abs/1708.00524
http://arxiv.org/abs/1708.00524
http://arxiv.org/abs/1803.11175
https://github.com/IndicoDataSolutions/finetune
http://www.jmlr.org/papers/v12/pedregosa11a.html
http://arxiv.org/abs/1908.05557
http://papers.nips.cc/paper/5872-efficient-and-robust-automated-machine-learning.pdf
https://www.scienceopen.com/document?vid=ab12905a-8a5b-43d8-a2bb-defc771410b9
https://github.com/derekhoward/Reachout_triage
http://arxiv.org/abs/1705.00335
http://dx.doi.org/10.1145/3025453.3025985
http://arxiv.org/abs/1903.05987
http://arxiv.org/abs/1901.11373
http://arxiv.org/abs/1810.04805
http://arxiv.org/abs/1811.01088
http://www.w3.org/Style/XSL
http://www.renderx.com/


Edited by G Eysenbach; submitted 04.07.19; peer-reviewed by A Jaroszewski, E Kleiman, N Miyoshi; comments to author 21.10.19;
revised version received 13.12.19; accepted 28.01.20; published 13.05.20

Please cite as:
Howard D, Maslej MM, Lee J, Ritchie J, Woollard G, French L
Transfer Learning for Risk Classification of Social Media Posts: Model Evaluation Study
J Med Internet Res 2020;22(5):e15371
URL: https://www.jmir.org/2020/5/e15371
doi: 10.2196/15371
PMID: 32401222

©Derek Howard, Marta M Maslej, Justin Lee, Jacob Ritchie, Geoffrey Woollard, Leon French. Originally published in the Journal
of Medical Internet Research (http://www.jmir.org), 13.05.2020. This is an open-access article distributed under the terms of the
Creative Commons Attribution License (https://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution,
and reproduction in any medium, provided the original work, first published in the Journal of Medical Internet Research, is
properly cited. The complete bibliographic information, a link to the original publication on http://www.jmir.org/, as well as this
copyright and license information must be included.

J Med Internet Res 2020 | vol. 22 | iss. 5 | e15371 | p. 14https://www.jmir.org/2020/5/e15371
(page number not for citation purposes)

Howard et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

https://www.jmir.org/2020/5/e15371
http://dx.doi.org/10.2196/15371
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=32401222&dopt=Abstract
http://www.w3.org/Style/XSL
http://www.renderx.com/

