Contents

Reviews

Patients’ Experiences of Telehealth in Palliative Home Care: Scoping Review (e16218)
Simen Steinadal, Andréa Nes, Tove Godskesen, Alfhild Dihle, Susanne Lind, Anette Winger, Anna Klarare. ......................................................... 10

Sexual Behaviors and Violence in Pornography: Systematic Review and Narrative Synthesis of Video Content Analyses (e16702)
Elise Carrotte, Angela Davis, Megan Lim. .............................................................. 21

Supporting Self-Management of Cardiovascular Diseases Through Remote Monitoring Technologies: Metaethnography Review of Frameworks, Models, and Theories Used in Research and Development (e16157)
Roberto Cruz-Martínez, Jobke Wentzel, Rikke Asbjørnsen, Peter Noort, Johan van Niekerk, Robbert Sanderman, Julia van Gemert-Pijnen. . 42

Ethical, Legal, and Social Issues Related to the Inclusion of Individuals With Intellectual Disabilities in Electronic Health Record Research: Scoping Review (e16734)
Melissa Raspa, Rebecca Moultrie, Laura Wagner, Anne Edwards, Sara Andrews, Mary Frisch, Lauren Turner-Brown, Anne Wheeler. .................. 63

The Effectiveness of Electronic Health Interventions for Promoting HIV-Preventive Behaviors Among Men Who Have Sex With Men: Meta-Analysis Based on an Integrative Framework of Design and Implementation Features (e15977)
Meiqi Xin, Kasisomayajula Viswanath, Angela Li, Wangnan CAO, Yuhong HU, Joseph Lau, Phoenix Mo. ................................................................. 78

Effectiveness of Internet-Based Electronic Technology Interventions on Breastfeeding Outcomes: Systematic Review (e17361)
Alaa Almohanna, Khin Win, Shahla Meedya. .......................................................... 96

Influences on the Uptake of and Engagement With Health and Well-Being Smartphone Apps: Systematic Review (e17572)
Dorothy Szinay, Andy Jones, Tim Chadborn, Jamie Brown, Felix Naughton. ................................................................. 927

Original Papers

Toward a Risk-Utility Data Governance Framework for Research Using Genomic and Phenotypic Data in Safe Havens: Multifaceted Review (e16346)
Kerina Jones, Helen Daniels, Sharon Heys, Arron Lacey, David Ford. ................................................................. 114
A Facilitated Web-Based Self-Management Tool for People With Type 1 Diabetes Using an Insulin Pump: Intervention Development Using the Behavior Change Wheel and Theoretical Domains Framework (e13980)
Claire Reidy, Claire Foster, Anne Rogers. ......................................................................................................................................................................................... 148

Web-Based Intervention Effects on Mild Cognitive Impairment Based on Apolipoprotein E Genotype: Quasi-Experimental Study (e14617)
Anthoula Tsolaki, Magda Tsolaki, Niki Pandria, Ellychia Lazarou, Olympia Gkatzima, Vasiliki Zilidou, Maria Karagianni, Zafiroula Iakovidou-Kritsi, Vasilios Kimiskidis, Panagiotis Bamidis. ......................................................................................................................................................................................... 165

Use of Brief Messages Based on Behavior Change Techniques to Encourage Medication Adherence in People With Type 2 Diabetes: Developmental Studies (e15989)
Yvonne Bartlett, Andrew Farmer, Rustam Rea, David French. ......................................................................................................................................................................................... 185

Gratitude at Work: Prospective Cohort Study of a Web-Based, Single-Exposure Well-Being Intervention for Health Care Workers (e15562)
Kathryn Adair, Lanissa Rodriguez-Homs, Sabran Masoud, Paul Mosca, J Sexton. ......................................................................................................................................................................................... 201

Web-Based Self-Management for Patients With Lymphoma: Assessment of the Reach of Intervention of a Randomized Controlled Trial (e17018)
Lindy Arts, Simone Oerlemans, Eduardus Posthuma, Djamila Issa, Margriet Oosterveld, René van der Griend, Marten Nijziel, Lonneke van de Poll-Franse. ......................................................................................................................................................................................... 215

A Mobile App Lifestyle Intervention to Improve Healthy Nutrition in Women Before and During Early Pregnancy: Single-Center Randomized Controlled Trial (e15773)
Matthijs van Dijk, Maria Koster, Elsje Oostingh, Sten Willemsen, Eric Steegers, Régine Steegers-Theunissen. ......................................................................................................................................................................................... 226

The Development of a Web-Based, Patient-Centered Intervention for Patients With Chronic Myeloid Leukemia (CMyLife): Design Thinking Development Approach (e15895)
Geneviève Ector, Peter Westerweel, Rosella Hermsen, Karin Braspenninck, Barend Heeren, Oscar Vinck, Jan de Jong, Jeroen Janssen, Nicole Blijlevens. ......................................................................................................................................................................................... 238

Mapping Canadian Men’s Recent and Intended Health Behavior Changes Through the Don’t Change Much Electronic Health Program (e16174)
John Oliffe, Nick Black, Jeffrey Yiu, Ryan Flannigan, Donald McCreary, S Goldenberg. ......................................................................................................................................................................................... 252

A Highly Tailored Text and Voice Messaging Intervention to Improve Medication Adherence in Patients With Either or Both Hypertension and Type 2 Diabetes in a UK Primary Care Setting: Feasibility Randomized Controlled Trial of Clinical Effectiveness (e16629)
Aikaterini Kassavou, Venus Mirzaei, James Brimicombe, Simon Edwards, Ethalaria Massou, A Prevost, Simon Griffin, Stephen Sutton. ......................................................................................................................................................................................... 264

User Experiences of an Internet-Based Stepped-Care Intervention for Individuals With Cancer and Concurrent Symptoms of Anxiety or Depression (the U-CARE AdultCan Trial): Qualitative Study (e16604)
Helena Igelström, Anna Huffman, Sven Alfonsson, Jonas Sjöström, Åsa Cajander, Birgitta Johansson. ......................................................................................................................................................................................... 275

Help to Overcome Problems Effectively for Cancer Survivors: Development and Evaluation of a Digital Self-Management Program (e17824)
Faith Martin, Hayley Wright, Louise Moody, Becky Whiteen, Michael McGillion, Wendy Clyne, Gemma Pearce, Andy Turner. ......................................................................................................................................................................................... 288

Efficacy of Text Messaging and Personal Consultation by Pharmacy Students Among Adults With Hypertension: Randomized Controlled Trial (e16019)
Panpan Zhai, Khezar Hayat, Wenjing Ji, Qian Li, Li Shi, Naveel Atif, Sen Xu, Pengchao Li, Qianqian Du, Yu Fang. ......................................................................................................................................................................................... 305
A Personalized eHealth Intervention for Lifestyle Changes in Patients With Cardiovascular Disease: Randomized Controlled Trial (e14570)
Eva Broers, Willem Kop, Johan Denollet, Jos Widdersehoven, Mart Wetzel, Idowu Ayoola, Jordi Piera-Jimenez, Mirela Habibovic. 317

Occupational Health Needs and Predicted Well-Being in Office Workers Undergoing Web-Based Health Promotion Training: Cross-Sectional Study (e14093)
Devan Tchir, Michael Szafron. 329

Integrating People, Context, and Technology in the Implementation of a Web-Based Intervention in Forensic Mental Health Care: Mixed-Methods Study (e16906)
Hanneke Kip, Floor Sieverink, Lisette van Gemert-Pijnen, Yvonne Bouman, Saskia Kelders. 339

The Impact of a Tablet App on Adherence to American Heart Association Guidelines During Simulated Pediatric Cardiopulmonary Resuscitation: Randomized Controlled Trial (e17792)
Johan Siebert, Laurence Lacroix, Aymeric Cantais, Sergio Manzano, Frederic Ehrler. 363

Use of Smartphones to Detect Diabetic Retinopathy: Scoping Review and Meta-Analysis of Diagnostic Test Accuracy Studies (e16658)
Choon Tan, Bhone Kyaw, Helen Smith, Colin Tan, Lorainne Tudor Car. 384

Enhancing Patient Activation and Self-Management Activities in Patients With Type 2 Diabetes Using the US Department of Defense Mobile Health Care Environment: Feasibility Study (e17966)
Ronald Gimbel, Lior Rennert, Paul Crawford, Jeanette Litte, Khoa Tuong, Joel Williams, Sarah Griffin, Lu Shi, Liwei Chen, LingLing Zhang, Jennie Moss, Robert Marshall, Karen Edwards, Krisy Crawford, Marie Hing, Amanda Schmetz, Brandon Lumsden, Morgan Ashby, Elizabeth Haas, Kelly Palazzo. 400

Digital Biomarkers of Social Anxiety Severity: Digital Phenotyping Using Passive Smartphone Sensors (e16875)
Nicholas Jacobson, Berta Summers, Sabine Wilhelm. 419

Exploring Strategies for Using Social Media to Self-Manage Health Care When Living With and Beyond Breast Cancer: In-Depth Qualitative Study (e16902)
Cathy Ure, Anna Cooper-Ryan, Jenna Condie, Adam Galpin. 430

Exploring the Characteristics and Behaviors of Nurses Who Have Attained Microcelebrity Status on Instagram: Content Analysis (e16540)
Hanna Kerr, Richard Booth, Kimberley Jackson. 444

The Mediator Roles of Problematic Internet Use and Perceived Stress Between Health Behaviors and Work-Life Balance Among Internet Users in Germany and China: Web-Based Cross-Sectional Study (e16468)
Lingling Gao, Yiqun Gan, Amanda Whittal, Song Yan, Sonia Lippke. 453

A Cross-Cultural Comparison of an Extended Planned Risk Information Seeking Model on Mental Health Among College Students: Cross-Sectional Study (e15817)
Zhaomeng Niu, Jessica Willoughby, Jing Mei, Shaochun Li, Pengwei Hu. 467

Mediating Effect of Internet Addiction on the Relationship Between Individualism and Cyberbullying: Cross-Sectional Questionnaire Study (e16210)
Ibrahim Arpaci, Thabet Abdeljawad, Mustafa Balo lu, ahin Kesici, Ibrahim Mahariq. 480

Googling Allergy in Ireland: Content Analysis (e16763)
Catherine King, Ciaran Judge, Aideen Byrne, Niall Conlon. 494
Classification and Prediction of Violence Against Chinese Medical Staff on the Sina Microblog Based on a Self-Organizing Map: Quantitative Study (e13294)
Guimin Duan, Xin Liao, Weiping Yu, Guihua Li. 501

How Geographical Isolation and Aging in Place Can Be Accommodated Through Connected Health Stakeholder Management: Qualitative Study With Focus Groups (e15976)
Sonia Chen, Chenglian Liu, Zhenyuan Wang, Rodney McAdam, Michael Brennan, Shirley Davey, Teng Cheng. 514

Impact of the Price of Gifts From Patients on Physicians’ Service Quality in Online Consultations: Empirical Study Based on Social Exchange Theory (e15685)
Yanan Wang, Hong Wu, Chenxi Xia, Naiji Lu. 527

The Impact of Video-Mediated Communication on Closed Wound Assessments in Postoperative Consultations: Conversation Analytical Study (e17791)
Wyke Stommel, Harry van Goor, Martijn Stommel. 539

Video Consultations Between Patients and Clinicians in Diabetes, Cancer, and Heart Failure Services: Linguistic Ethnographic Study of Video-Mediated Interaction (e18378)
Sara Shaw, Lucas Seuren, Joseph Wherton, Deborah Cameron, Christine A’Court, Shanti Vijayaraghavan, Joanne Morris, Satyajit Bhattacharya, Trisha Greenhalgh. 551

Digital Care for Chronic Musculoskeletal Pain: 10,000 Participant Longitudinal Cohort Study (e18250)
Jeannie Bailey, Vibhu Agarwal, Patricia Zheng, Matthew Smuck, Michael Fredericson, David Kennedy, Jeffrey Krauss. 571

Revisiting Effective Communication Between Patients and Physicians: Cross-Sectional Questionnaire Study Comparing Text-Based Electronic Versus Face-to-Face Communication (e16965)
Tala Mirzaei, Nicole Kashian. 585

Patient Empowerment Using Electronic Telemonitoring With Telephone Support in the Transition to Insulin Therapy in Adults With Type 2 Diabetes: Observational, Pre-Post, Mixed Methods Study (e16161)
Helen McGloin, Dympna O’Connell, Michele Glacken, Patsy Mc Sharry, Denise Healy, Lisa Winters-O’Donnell, Kathleen Crerand, Anne Gavaghan, Louise Doherty. 596

Clinical and Technical Considerations of an Open Access Telehealth Network in South Carolina: Definition and Deployment (e17348)
Kathryn King, Dee Ford, Michael Haschker, Jillian Harvey, Ryan Kruis, James McElligott. 610

Artificial Intelligence–Assisted System in Postoperative Follow-up of Orthopedic Patients: Exploratory Quantitative and Qualitative Study (e16896)
Yanyan Bian, Yongbo Xiang, Bingdu Tong, Bin Feng, Xisheng Weng. 621

Internet Narratives Focused on Health Travelers’ Experiences in India: Qualitative Analysis (e15665)
Joseph Brown, James Johnson, Margaret Ozan-Rafferty, Manoj Sharma, Salvatore Barbera. 629

Paper Versus Digital Data Collection Methods for Road Safety Observations: Comparative Efficiency Analysis of Cost, Timeliness, Reliability, and Results (e17129)
Niloufer Taber, Amber Mehmood, Perumal Vedagiri, Shivam Gupta, Rachel Pinto, Abdulgafoor Bachani. 644

Characterizing the US Population by Patterns of Mobile Health Use for Health and Behavioral Tracking: Analysis of the National Cancer Institute’s Health Information National Trends Survey Data (e16299)
Camella Rising, Roxanne Jensen, Richard Moser, April Oh. 662
Autoencoder as a New Method for Maintaining Data Privacy While Analyzing Videos of Patients With Motor Dysfunction: Proof-of-Concept Study (e16669)
Marcus D'Souza, Caspar Van Munster, Jonas Dorn, Alexis Dorier, Christian Kamm, Saskia Steinheimer, Frank Dahlke, Bernard Ultdehaag, Ludwig Kappos, Matthew Johnson. 677

Patients' Experiences and Attitudes of Using a Secure Mobile Phone App for Medical Photography: Qualitative Survey Study (e14412)
Kirk Wyatt, Anissa Finley, Richard Uribe, Peter Pallagi, Brian Willaert, Steve Ommen, James Yiannias, Thomas Hellmich. 684

Real-Time Monitoring of Blood Pressure Using Digitalized Pulse Arrival Time Calculation Technology for Prompt Detection of Sudden Hypertensive Episodes During Laryngeal Microsurgery: Retrospective Observational Study (e13156)
Yong-Seok Park, Sung-Hoon Kim, Yoon Lee, Seung-Ho Choi, Seung-Woo Ku, Gyu-Sam Hwang. 694

Using Biosensors and Digital Biomarkers to Assess Response to Cardiac Rehabilitation: Observational Study (e17326)
Hélène De Cannière, Christophe Smeets, Melanie Schoutteten, Carolina Varon, Chris Van Hoof, Sabine Van Huffel, Willemijn Groenendaal, Pieter Vandervoort. 706

A Brief Music App to Address Pain in the Emergency Department: Prospective Study (e18537)
Peter Chai, Emily Schwartz, Mohammad Hasidianda, Desiree Azizoddin, Anna Kikut, Guruprasad Jambaulikar, Robert Edwards, Edward Boyer, Kristin Schreiber. 720

Detection of Atrial Fibrillation Using a Ring-Type Wearable Device (CardioTracker) and Deep Learning Analysis of Photoplethysmography Signals: Prospective Observational Proof-of-Concept Study (e16443)
Soonil Kwon, Joonki Hong, Eue-Keun Choi, Byunghwan Lee, Changhyun Baik, Euijae Lee, Eui-Rim Jeong, Bon-Kwon Koo, Seil Oh, Yung Yi. 727

What Medical Crowdfunding Campaigns Can Tell Us About Local Health System Gaps and Deficiencies: Exploratory Analysis of British Columbia, Canada (e16982)
Jeremy Snyder, Marco Zenone, Valerie Crooks, Nadine Schuurman. 747

Exploring the Vast Choice of Question Prompt Lists Available to Health Consumers via Google: Environmental Scan (e17002)
Marguerite Tracy, Heather Shepherd, Pinika Patel, Lyndal Trevena. 756

Adopting Patient Portals in Hospitals: Qualitative Study (e16921)
Pauline Hulter, Bettine Pluut, Christine Leenen-Brinkhuis, Marleen de Mul, Kees Ahaus, Anne Weggelaar-Jansen. 767

Effects of a Web-Based Patient Portal on Patient Satisfaction and Missed Appointment Rates: Survey Study (e17955)
Timothy Graham, Samina Ali, Melita Avdagovska, Mark Ballermann. 780

Tracing the Decisions That Shaped the Development of MyChart, an Electronic Patient Portal in Alberta, Canada: Historical Research Study (e17505)
Melita Avdagovska, Tania Stafinski, Mark Ballermann, Devidas Menon, Karin Olson, Pauline Paul. 788

Willingness of Patients Prescribed Medications for Lifestyle-Related Diseases to Use Personal Health Records: Questionnaire Study (e13866)
Ryoma Hirano, Satoko Yamaguchi, Kayo Waki, Yoshiko Kinura, Keiichi Chin, Yasuhiro Nannya, Masaomi Nangaku, Takashi Kadowaki, Kazuhiro Ohe. 807

A Blended Learning System to Improve Motivation, Mood State, and Satisfaction in Undergraduate Students: Randomized Controlled Trial (e17101)
The Korean Version of the Academic Cyberincivility Assessment Questionnaire for Nursing Students in South Korea: Validity and Reliability Study (e15668)
Minjoo Hong, Jennie De Gagne, Hyewon Shin, Suhye Kwon, Gum-Hee Choi ................................................................. 834

Transfer Learning for Risk Classification of Social Media Posts: Model Evaluation Study (e15371)
Derek Howard, Marta Maslej, Justin Lee, Jacob Ritchie, Geoffrey Woollard, Leon French ............................................ 845

Privacy Protection in Online Health Communities: Natural Experimental Empirical Study (e16246)
Yuanyuan Dang, Shanshan Guo, Xitong Guo, Doug Vogel ....................................................................................... 859

Mental Health–Related Behaviors and Discussions Among Young Adults: Analysis and Classification (e17224)
Ryan Rivas, Moloud Shahbazi, Renee Garett, Vagelis Hristidis, Sean Young ............................................................ 873

Multidimensional Feature Classification of the Health Information Needs of Patients With Hypertension in an Online Health Community Through Analysis of 1000 Patient Question Records: Observational Study (e17349)
Aijing Luo, Zipui Xin, Yifeng Yuan, Tingxiao Wen, Wenzhao Xie, Zhuqing Zhong, Xiaojing Peng, Wei Quyang, Chao Hu, Fei Liu, Yang Chen, Haiyan He ........................................................................... 890

Distinguishing Obstructive Versus Central Apneas in Infrared Video of Sleep Using Deep Learning: Validation Study (e17252)
Sina Akbarian, Nasim Montazeri Ghahjaverestan, Azadeh Yadollahi, Babak Taati ................................................................ 903

The Role of Health Concerns in Phishing Susceptibility: Survey Design Study (e18394)
Mohamed Abdelhamid ................................................................................................................................................... 917

Cost-Effectiveness of Virtual Reality Cognitive Behavioral Therapy for Psychosis: Health-Economic Evaluation Within a Randomized Controlled Trial (e17098)
Roos Pot-Kolder, Wim Veling, Chris Geraets, Joran Lokkerbol, Filip Smit, Alyssa Jongeneel, Helga Ising, Mark van der Gaag ................................................................................................................ 950

An Informatics Framework to Assess Consumer Health Language Complexity Differences: Proof-of-Concept Study (e16795)
Biyang Yu, Zhe He, Aiwen Xing, Mia Lustria .................................................................................................................. 971

Internet-Based Health Information–Seeking Behavior of Students Aged 12 to 14 Years: Mixed Methods Study (e16281)
Emanuel Maitz, Katharina Maitz, Gerald Sendhofer, Christina Wolfsberger, Selma Mautner, Lars-Peter Kamolz, Barbara Gasteiger-Klicpera, Lenka Knapova, Adam Klocek, Steriani Elavsky ........................................................................ 997

The Role of Psychological Factors in Older Adults’ Readiness to Use eHealth Technology: Cross-Sectional Questionnaire Study (e14670)
A User-Friendly, Web-Based Integrative Tool (ESurv) for Survival Analysis: Development and Validation Study (e16084)
Kyoungjune Pak, Sae-Ock Oh, Tae Goh, Hye Heo, Myeong-Eun Han, Dae Jeong, Chi-Seung Lee, Hokeun Sun, Junho Kang, Suji Choi, Soohwan Lee, Eun Kwon, Ji Kang, Yun Kim ........................................................................... 1009

Using Machine Learning to Predict Early Onset Acute Organ Failure in Critically Ill Intensive Care Unit Patients With Sickle Cell Disease: Retrospective Study (e14693)
Akrum Mohammed, Pradeep Podila, Robert Davis, Kenneth Ataga, Jane Hankins, Rishikesan Kamaleeswaran, 1019
Association Between Web-Based Physician Ratings and Physician Disciplinary Convictions: Retrospective Observational Study (e16708)
Jessica Liu, Hanna Goldberg, Eric Lentz, John Mateisli, Asim Alam, Chaim Bell. .......................................................... 1029

Disparities in Secure Messaging Uptake Between Patients and Physicians: Longitudinal Analysis of Two National Cross-Sectional Surveys (e12611)
Dawn Hiese y-Grove, Henry Carretta .......................................................... 1040

Secure Asynchronous Communication Between Smokers and Tobacco Treatment Specialists: Secondary Analysis of a Web-Assisted Tobacco Intervention in the QUIT-PRIMO and National Dental PBRN Networks (e13289)
Rajani Sadasivam, Ariana Kamberi, Kathryn DeLaughter, Barrett Phillips, Jessica Williams, Sarah Cutrona, Midge Ray, Gregg Gilbert, Thomas Houston, QUITPRIMO, National Dental PBRN Collaborative Group. .......................................................... 1058

Health Care Employees' Perceptions of the Use of Artificial Intelligence Applications: Survey Study (e17620)
Rana Abdullah, Bahjat Fakieh .......................................................... 1074

An Exploration Into the Use of a Chatbot for Patients With Inflammatory Bowel Diseases: Retrospective Cohort Study (e15589)
Aria Zand, Arjun Sharma, Zack Stokes, Courtney Reynolds, Alberto Montilla, Jenny Sauk, Daniel Hommes .......................................................... 1082

Usability, Acceptability, and Effectiveness of Web-Based Conversational Agents to Facilitate Problem Solving in Older Adults: Controlled Study (e16794)
Matthew Bennion, Gillian Hardy, Roger Moore, Stephen Kellett, Abigail Millings .......................................................... 1094

The Effect of a Customized Nutrient-Profiling Approach on the Glycated Hemoglobin Levels of Patients With Type 2 Diabetes: Quasi-Experimental Study (e15497)
Mayda Alrige, Riad Alharbey, Samir Chatterjee .......................................................... 1106

Online Impact and Presence of a Specialized Social Media Team for the Journal of Neurosurgery: Descriptive Analysis (e17741)
Joseph Linzey, Faith Robertson, Ali Haider, Christopher Grafeo, Justin Wang, Gillian Shasby, Naif Alotaibi, Aaron Cohen-Gadol, James Rutka. .......................................................... 1131

Internet of Things Smart Sunscreen Station: Descriptive Proof-of-Concept Study (e17079)
Helen Ford, Jeremy Herbert, Caitlin Horsham, Alexander Wall, Elke Hacker. .......................................................... 1146

Chinese Public's Attention to the COVID-19 Epidemic on Social Media: Observational Descriptive Study (e18825)
Yuxin Zhao, Sixiang Cheng, Xiaoyan Yu, Huilan Xu. .......................................................... 1159

Conversations and Medical News Frames on Twitter: Infodemiological Study on COVID-19 in South Korea (e18897)
Han Park, Sejung Park, Miyoung Chong .......................................................... 1170

Containing COVID-19 Among 627,386 Persons in Contact With the Diamond Princess Cruise Ship Passengers Who Disembarked in Taiwan: Big Data Analytics (e19540)
Chi-Mai Chen, Hong-Wei Jyan, Shih-Chieh Chien, Hsiao-Hsuan Jen, Chen-Yang Hsu, Po-Chang Lee, Chun-Fu Lee, Yi-Ting Yang, Meng-Yu Chen, Li-Sheng Chen, Hsiu-Hsi Chen, Chang-Chuan Chan .......................................................... 1179

Creating COVID-19 Stigma by Referencing the Novel Coronavirus as the “Chinese virus” on Twitter: Quantitative Analysis of Social Media Data (e19301)
Henna Budhwani, Ruoyan Sun. .......................................................... 1179
Impact of Online Information on Self-Isolation Intention During the COVID-19 Pandemic: Cross-Sectional Study (e19128)
Ali Farooq, Samuli Laato, A Islam. 1186

COVID-19 and the 5G Conspiracy Theory: Social Network Analysis of Twitter Data (e19458)
Wasim Ahmed, Josep Vidal-Alaball, Joseph Downing, Francesc López Seguil. 1201

Measures Undertaken in China to Avoid COVID-19 Infection: Internet-Based, Cross-Sectional Survey Study (e18718)
Yu Huang, Pingqiang Wu, Ping Wang, Yan Xu, Lei Wang, Yusui Zhao, Dingming Yao, Yue Xu, Qiaohong Lv, Shuyang Xu. 1215

Analysis of Public Perception of the Israeli Government’s Early Emergency Instructions Regarding COVID-19: Online Survey Study (e19370)
Anat Gesser-Edelsburg, Ricky Cohen, Rana Hijazi, Nour Abed Elhadi Shahbari. 1227

Mining the Characteristics of COVID-19 Patients in China: Analysis of Social Media Posts (e19087)
Chunmei Huang, Xinjie Xu, Yuyang Cai, Qinmin Ge, Guangwang Zeng, Xiaopan Li, Weide Zhang, Chen Ji, Ling Yang. 1240

The Impact of Social Media on Panic During the COVID-19 Pandemic in Iraqi Kurdistan: Online Questionnaire Study (e19556)
Araz Ahmad, Hersh Murad. 1251

Measuring the Outreach Efforts of Public Health Authorities and the Public Response on Facebook During the COVID-19 Pandemic in Early 2020: Cross-Country Comparison (e19334)
Aravind Sesagiri Raamkumar, Soon Tan, Hwee Wee. 1262

Telehealth Home Support During COVID-19 Confinement for Community-Dwelling Older Adults With Mild Cognitive Impairment or Mild Dementia: Survey Study (e19434)
Jessica Goodman-Casanova, Elena Dura-Perez, Jose Guzman-Parra, Antonio Cuesta-Vargas, Fermin Mayoral-Cleries. 1274

Use of a Real-Time Locating System for Contact Tracing of Health Care Workers During the COVID-19 Pandemic at an Infectious Disease Center in Singapore: Validation Study (e19437)
Hanley Ho, Zoe Zhang, Zhilian Huang, Aung Aung, Wei-Yen Lim, Angela Chow. 1287

Public Engagement and Government Responsiveness in the Communications About COVID-19 During the Early Epidemic Stage in China: Infodemiology Study on Social Media Data (e18796)
Qiuyan Liao, Jiehu Yuan, Meihong Dong, Lin Yang, Richard Fielding, Wendy Lam. 1302

Complex Reporting of the COVID-19 Epidemic in the Czech Republic: Use of an Interactive Web-Based App in Practice (e19367)
Martin Komenda, Vojt ch Bulhart, Mat j Karolyly, Ji i Jarkovsky, Jan Mu zik, Ond ej Majeck, Lenka Šnajdrová, Petra Ržíková, Jarmila Ražová, Roman Prymula, Barbora Macková, Pavel B ezovský, Jan Marounek, Vladimir erný, Ladislav Dušek. 1315

Using Reports of Symptoms and Diagnoses on Social Media to Predict COVID-19 Case Counts in Mainland China: Observational Infoveillance Study (e19421)
Cuihua Shen, Anfan Chen, Chen Luo, Jingwen Zhang, Bo Feng, Wang Liao. 1329

Early Detection of Mild Cognitive Impairment With In-Home Sensors to Monitor Behavior Patterns in Community-Dwelling Senior Citizens in Singapore: Cross-Sectional Feasibility Study (e16854)
Iris Rawtaer, Rathi Mahendran, Ee Kua, Hwee Tan, Hwee Tan, Tih-Shih Lee, Tze Ng. 1339
**Viewpoints**

All Our Data Will Be Health Data One Day: The Need for Universal Data Protection and Comprehensive Consent (e16879)
Christophe Schneble, Bernice Elger, David Shaw. ......................................................... 124

Telemedicine During the COVID-19 Pandemic: Experiences From Western China (e19577)
Zhen Hong, Nian Li, Dajiang Li, Junhua Li, Bing Li, Weixi Xiong, Lu Lu, Weimin Li, Dong Zhou. ................................................................. 1210

Agile Health Care Analytics: Enabling Real-Time Disease Surveillance With a Computational Health Platform (e18707)
Wade Schulz, Thomas Durant, Charles Torre Jr, Allen Hsiao, Harlan Krumholz. ......................................................... 1325

**Tutorial**

Using Intervention Mapping to Develop a Digital Self-Management Program for People With Type 2 Diabetes: Tutorial on MyDESMOND (e17316)
Michelle Hadjiconstantinou, Sally Schreder, Christopher Brough, Alison Northern, Bernie Stribling, Kamlesh Khunti, Melanie Davies. ....................... 132

**Short Paper**

Augmented Reality Learning Environment for Basic Life Support and Defibrillation Training: Usability Study (e14910)
Pier Ingrassia, Giulia Mormando, Eleonora Giudici, Francesco Strada, Fabio Cartagna, Fabrizio Lamberti, Andrea Bottino. ................................. 963

**Corrigenda and Addenda**

Correction: The Effect of Narrative on Physical Activity via Immersion During Active Video Game Play in Children: Mediation Analysis (e20134)
Caio Sousa, Austin Fernandez, Jungyun Hwang, Amy Lu. ......................................................... 1144

**Proposal**

A Global Digital Citizen Science Policy to Tackle Pandemics Like COVID-19 (e19357)
Tarun Katapally. .................................................................................................................. 1295
Review

Patients’ Experiences of Telehealth in Palliative Home Care: Scoping Review

Simen A Steindal¹, PhD; Andrée Aparecida Goncalves Nes¹, PhD; Tove E Godskesen²,³, PhD; Alfhild Dihle⁴, PhD; Susanne Lind², PhD; Anette Winger⁴, PhD; Anna Klarare⁵, PhD

¹Lovisenberg Diacanal University College, Oslo, Norway
²Palliative Research Centre, Department of Health Care Sciences, Ersta Sköndal Brücke University College, Stockholm, Sweden
³Centre for Research Ethics & Bioethics, Uppsala University, Uppsala, Sweden
⁴Oslo Metropolitan University, Oslo, Norway
⁵Clinical Psychology in Healthcare, Department for Women’s and Children’s Health, Uppsala University, Uppsala, Sweden

Corresponding Author:
Simen A Steindal, PhD
Lovisenberg Diaconal University College
Lovisenberggt 15B
Oslo
Norway
Phone: 47 92660422
Email: simen.alexander.steindal@ldh.no

Abstract

Background: Telehealth is increasingly being used in home care and could be one measure to support the needs of home-based patients receiving palliative care. However, no previous scoping review has mapped existing studies on the use of telehealth for patients in palliative home care.

Objective: The aim of this study was to map and assess published studies on the use of telehealth for patients in palliative home care.

Methods: A scoping review was conducted using the methodological framework of Arksey and O’Malley. Reporting was guided by Preferred Reporting Items for Systematic Reviews and Meta-Analyses extension for Scoping Reviews. A systematic and comprehensive search of Medical Literature Analysis and Retrieval System Online, EMBASE, PsycINFO, and Cumulative Index to Nursing and Allied Health was performed for studies published between January 2000 and October 2018. Two authors independently assessed eligibility and extracted data.

Results: The review included 22 papers from 19 studies. Four thematic groupings were identified among the included papers: easy and effortless use of telehealth regardless of the current health condition, visual features that enhance communication and care via telehealth, symptom management and self-management promotion by telehealth, and perceptions of improved palliative care at home.

Conclusions: The use of telehealth in palliative home care seems to be feasible, improving access to health care professionals at home and enhancing feelings of security and safety. The visual features of telehealth seem to allow a genuine relationship with health care professionals. However, there are contradicting results on whether the use of telehealth improves burdensome symptoms and quality of life. Future research should investigate the experiences of using telehealth among patients with life-limiting illness other than cancer and patients aged 85 years or older. More research is needed to increase the body of knowledge regarding the effectiveness of telehealth on symptoms and quality of life.

(J Med Internet Res 2020;22(5):e16218) doi:10.2196/16218
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**Introduction**

The preferred place of care for most patients in need of palliative care is their own home, and many of them are able to spend time at home and receive the needed care [1,2]. Patients want, as usual, to feel meaning and to maintain governance of their lives; thus, they prefer independent access to health care professionals when needed. Moreover, patients in need of palliative care express preferences for continuity of care and for health care professionals to provide coordinated care [2,3], which may be challenging in home care. Patients who receive care at home report unmet palliative care needs, such as the lack of regular communication with nurses and physicians and between primary and secondary health care professionals [4]. Furthermore, patients may feel uncertain about the urgency of their problems, whom they should contact in times of need, what the response may be, and the legitimacy of their needs, in addition to perceptions of poor continuity in home follow-up and coordination of services [4-6]. Physicians, nurses, physiotherapists, and social workers are often involved in the care and follow-up of patients in need of palliative care at home [7].

Telehealth is increasingly being used in home care [8] and could be one measure to meet the reported challenges and support the needs of home-based patients receiving palliative care. Telehealth is defined as “the provision of healthcare remotely by means of a variety of telecommunication tools” [8]. Telehealth can be delivered in an interactive mode, which invites an exchange of information or messages between patients and health care professionals, or in a passive mode, which is a form of communication that does not require an immediate response by the recipient [9].

Telehealth may be useful for conditions that require close monitoring, clinical assessment, and early intervention to prevent adverse events, such as unwanted emergency hospitalization [10]. The potential benefits of telehealth could include increased quality of life by improving independence and self-management with increased choice, improved access to community palliative care services for those wishing to die at home, and reduction in unnecessary hospital admissions [11]. Moreover, telehealth could be used to reduce patient travel burdens and provide access to services after regular clinic hours [12]. The use of telehealth appears to be promising as a help to meet patients’ expectations and needs related to maintenance of their care at home. However, challenges also exist. Head et al [13] claimed that palliative care has been characterized as high touch rather than high tech, which could limit the interest of health care professionals in applying technological advancements when developing and honing interventions [14].

Several systematic reviews have examined home-based telehealth in palliative care settings. One systematic review examined the evidence for home-based telehealth in pediatric care by including studies identified in two databases, focusing on children, adults, and health care professionals [14]. Other systematic reviews have examined patient outcomes [13] and caregiver outcomes [14,15] on telehealth interventions. Head et al [13] found heterogeneity regarding patient population and technology use. The outcome measures showed that all the included studies, except one, reported improvement in quality of life or symptom management. Another systematic literature review assessed the effectiveness of electronic health interventions for patients in palliative care or stakeholders such as health care professionals or caregivers [16]. Some of the included studies indicated positive results regarding quality of care, communication, and cost development. However, no randomized controlled trials (RCTs) were found.

Other literature reviews have been limited to geographical areas and have explored the use of telehealth in palliative care in the United Kingdom [17,18] and the development and use of mobile devices in palliative care services in sub-Saharan Africa [19]. In addition, the review by Johnston [17] was limited to older people. Kidd et al [18] found that telehealth was used by patients, relatives, and health care professionals in several contexts related to palliative care: oncology settings, specialist palliative care, primary care, and nursing homes. Telehealth applications including videoconferencing; consultations; symptom assessments; and advice for patients, relatives, and health care professionals were deemed usable and acceptable for patients and health care professionals.

Telehealth is increasingly being used in patients’ homes [8], and new technologies are being developed and implemented rapidly. Furthermore, as previously mentioned, some of the previous literature reviews are older and limited by geographical areas and to older patients. Consequently, there is a need to conduct an updated and broader literature review to develop an overview of the body of knowledge within this field and to identify gaps in knowledge for evidence-based practice. To our knowledge, no scoping review has mapped existing studies on the use of telehealth for patients in palliative home care. Consequently, this scoping review aimed to map and assess published studies on the use of telehealth for patients in palliative home care. The specific research question was as follows: What is known from the existing research literature about patients’ experiences of the use of telehealth in palliative home care?

**Methods**

**Design**

This scoping review used the framework of Arksey and O’Malley [20], which comprises five stages: identifying the research question; identifying relevant studies; study selection; charting the data; and collating, summarizing, and reporting the results. The reporting of the scoping review was guided by the Preferred Reporting Items for Systematic Reviews and Meta-Analyses extension for Scoping Reviews (PRISMA-ScR) checklist [21]. The protocol for this scoping review has not been registered or published.

**Identifying Relevant Studies**

A systematic broad search was performed in October 2018 using the databases Medical Literature Analysis and Retrieval System Online (MEDLINE), PsycINFO, EMBASE, and Cumulative Index to Nursing and Allied Health (CINAHL) for studies published between January 1, 2000, and October 16, 2018. The
Search strategy was built in MEDLINE by 4 of the authors (SS, AAGN, AW, and AK) and a librarian using Medical Subject Headings and text words. The search was adopted for each subsequent database. The search strategy is described in Multimedia Appendix 1. In addition, a hand search was performed to screen the reference lists of the included papers.

### Study Selection

On the basis of the inclusion and exclusion criteria (see Table 1), pairs of authors independently screened titles, abstracts, and full-text papers for inclusion in the study. When there was disagreement, an independent assessment of whether or not a publication met the inclusion criteria was conducted by a third author.

<table>
<thead>
<tr>
<th>Criterion</th>
<th>Inclusion</th>
<th>Exclusion</th>
</tr>
</thead>
<tbody>
<tr>
<td>Types of studies</td>
<td>Qualitative, quantitative, and mixed method studies on the phenomenon published in peer-reviewed journals</td>
<td>Letters, comments, conference abstracts, editorials, doctoral thesis, or any type of review</td>
</tr>
<tr>
<td>Period</td>
<td>January 1, 2000, until October 16, 2018</td>
<td>Before January 1, 2000, and after October 16, 2018</td>
</tr>
<tr>
<td>Language</td>
<td>English, Portuguese, Spanish, or Scandinavian</td>
<td>All other languages</td>
</tr>
<tr>
<td>Type of participants</td>
<td>Patients in a palliative care trajectory regardless of diagnosis, aged 18 years or older, and living at home</td>
<td>Patients who are not in a palliative care trajectory; patients aged 17 years or younger; and patients who use telehealth in a hospital, nursing home, or hospice setting</td>
</tr>
<tr>
<td>Phenomenon of interest</td>
<td>Patients’ experiences of using telehealth at home with follow-up from health care professionals</td>
<td>Patients’ experiences of using telehealth at home without follow-up from health care professionals or experiences of using telehealth in a hospital, nursing home, or hospice setting</td>
</tr>
<tr>
<td>Type of outcomes</td>
<td>Patients reported subjective and objective outcomes</td>
<td>Proxy-reported (next of kin or health care professional) outcomes</td>
</tr>
</tbody>
</table>

### Charting the Data

Pairs of authors extracted data from the included publications, using a standardized data-charting form and maintaining the wording and terminology from the papers. The form included the following information: authors, year of publication, country of origin, aim, population and sample size, telehealth application, delivered mode, design and method, and results (see Multimedia Appendix 2). Any disagreements were resolved by a third author.

### Collating, Summarizing, and Reporting the Results

An inductive approach was used to thematically organize and summarize the results from the included papers to answer the research question [20]. The extracted results from each paper were read several times to identify frequent patterns, similarities, and differences in patients’ experiences of using telehealth, regardless of the type of technology. The identified emerging patterns were organized in four thematic groupings. The first, second, and last author discussed the results and agreed upon the final groupings of the results. A frequency table illustrating which articles were included in which grouping was made (see Table 2).

<table>
<thead>
<tr>
<th>Theme</th>
<th>Study</th>
<th>Number of articles</th>
</tr>
</thead>
<tbody>
<tr>
<td>Easy and effortless use regardless of the current health condition</td>
<td>Aoki et al [22], Hochstenbach et al [23], McCall et al [24], Pinto et al [25], Whitten et al [26], Besse et al [27], Lind and Karlsson [28], Passik et al [29], Tieman et al [30], Reineke et al [31], Lind [32], Lind et al [33], Stern et al [34], Hennemann-Krause et al [35], van Gurp et al [36]</td>
<td>15</td>
</tr>
<tr>
<td>Visual features enhance communication and care via telehealth</td>
<td>Hebert et al [37], Miyazaki et al [38], Whitten et al [39], Whitten et al [26], Passik et al [29], Wilkinson et al [40], Reineke et al [31], Stern et al [34], Hennemann-Krause et al [35], van Gurp [36]</td>
<td>10</td>
</tr>
<tr>
<td>Symptom management and self-management promotion by telehealth</td>
<td>Bonsignore et al [41], Hebert et al [37], Hochstenbach et al [23], McCall et al [24], Miyazaki et al [38], Pinto et al [25], Whitten et al [30], Besse et al [27], Hoek et al [42], Lind and Karlsson [28], Wilkinson et al [40], Lind [32], Lind et al [33], Hennemann-Krause et al [35]</td>
<td>14</td>
</tr>
<tr>
<td>Perceptions of improved palliative care at home</td>
<td>Aoki et al [22], Bonsignore et al [41], Hochstenbach et al [23], McCall et al [24], Pinto et al [25], Whitten et al [39], Whitten et al [26], Lind and Karlsson [28], Wilkinson et al [40], Lind [32], Lind et al [33], Stern et al [34], van Gurp et al [43], van Gurp et al [36]</td>
<td>14</td>
</tr>
</tbody>
</table>
Results

The database and hand searches yielded 3471 publications. After 937 duplicates were removed, titles and abstracts for 2532 publications were screened. On the basis of the inclusion and exclusion criteria, full text of 100 publications were read; 78 publications were excluded and 22 publications from 19 studies were included in the review (see Figure 1).

Figure 1. Summary of the selection of studies.

Description of Included Studies

A total of 22 papers from 19 studies were included. The included studies were conducted in Australia (n=1), Brazil (n=1), Canada (n=2), Japan (n=1), the Netherlands (n=4), Portugal (n=1), Sweden (n=1), United Kingdom (n=3), and United States (n=5). The sample size of the included studies ranged from 2 to 187 participants, and in 6 papers, the samples consisted of 11 participants or fewer. Papers included patients with cancer (n=13); chronic obstructive pulmonary disease (COPD; n=1); cystic fibrosis (n=1); and a mix of different life-limiting illnesses such as cancer, COPD, multiple sclerosis, and amyotrophic lateral sclerosis (n=4). Three papers did not report diagnoses. Six papers included patients aged 85 years and above (oldest-old patients). Nine papers used mixed method or multimethod design, combining qualitative and quantitative methods [22-26]; 7 papers used quantitative design [27-31]; 3 papers used case study design [32-34]; 1 paper used case series design [35]; and 2 papers used qualitative design [36,43]. Three papers included an RCT [37,40,42]. The characteristics of the included studies are shown in Multimedia Appendix 2.

In 15 papers, telehealth was delivered using an interactive mode, whereas the passive mode was used in 7 papers (see Multimedia Appendix 2).

Video-based technology (n=14) was the most frequently used telehealth application in palliative home care. In 10 papers, teleconsultation with patients, relatives, and health care professionals was used to discuss patients’ needs, concerns, symptoms, and other problems and to give patients advice [22,26,30,35,39,42]. When possible, patients’ general practitioners participated from patients’ homes [36,42,43]. In four papers, videotelephone was used for individual contact between patients and health care professionals for support, symptom management [34,37,38], and dignity psychotherapy [29]. Webinar technology without video was used to enhance patients’ knowledge and skills about end-of-life issues and conversations [31].

Mobile devices such as mobile phones [27]; PDAs [24]; apps on smartphones, tablets, or PCs [23,25,41]; and digital pens and diaries [28,32] were used for pain education and the monitoring and management of pain and other symptoms.
Two studies described a theoretical framework for telehealth intervention: self-monitoring [23] and dignity psychotherapy [29].

To answer the research question regarding what is known about patients’ experiences of the use of telehealth in palliative home care, the results of this scoping review are presented in four thematic groupings: easy and effortless use of telehealth regardless of the current health condition, visual features that enhance communication and care via telehealth, symptom management and self-management promotion by telehealth, and perceptions of improved palliative care at home (see Table 2).

**Easy and Effortless Use of Telehealth Regardless of the Current Health Condition**

Fifteen papers reported patients’ experiences of using the telehealth apps. In 10 papers, patients were able to use telehealth despite declining or poor health conditions. The apps were perceived as simple, clear, easy, effortless, and not too time consuming to use. Patients felt comfortable using the technology [23,25,27-34]. Although it was easy to use a digital pen and diary, because of the amount of information the patients received about the equipment, the diary, assessment, and the reporting of symptoms, the app was perceived as confusing [32,33]. App simplicity was seen as a prerequisite, especially for older people, in using the technology [22].

In four papers, patients were unable to use the apps because of their poor health condition, physical limitations, or unfamiliarity with the telehealth equipment, and they required assistance from their family [24,25,34,35]. Patients experienced challenges related to the design of the equipment, such as small font size on smartphones, the small size of videophones, or the lack of equipment portability [25,26,34,36]. The required use of a desktop device prevented teleconsultations for bedbound patients and reminded some of approaching death, which was not the case when the desktop device was replaced with a tablet device [36].

**Visual Features that Enhance Communication and Care via Telehealth**

Patients experienced that telehealth including video was useful for communication and interaction with health care professionals [26,29,34-36,38-40]. Across these studies, patients noted that the visual features allowed them to see the health care professionals they were interacting with, which provided assurance and comfort as well as enhanced care and nursing assessments. The use of video enabled nonverbal communication, such as body language, facial expressions of happiness or suffering, and other emotions, in addition to the situational context [35,36]. According to van Gurp et al [36], this allowed patients and health care professionals to be immersed in a digital connectedness. Communication via video helped health care professionals to discern how patients felt, even when they tried to maintain a facade and pretend that everything was fine [36,39]. Moreover, a physically distant professional listener provided the freedom and privacy that patients needed to talk about difficult issues; thereafter, they continued as usual [36].

In 1 study in which patients were coached on end-of-life communication using webinars, patients reported that this format lacked interpersonal dynamics such as social presence as well as aural and visual communication cues that were considered important because of the sensitive nature of the topic. Nevertheless, patients stated that having the live video of the discussion facilitator and the ability to see other participants could have made it easier to follow the discussions [31]. In another study, although patients indicated a higher level of readiness to use video technology than home care nurses, patients preferred fewer visits overall and preferred to see the home care nurses in person [37].

**Symptom Management and Self-Management Promoted by Telehealth**

There were equivocal results of whether the use of telehealth improved burdensome symptoms and quality of life. A study testing the feasibility of SMS and interactive voice response found a significant reduction in mean pain score using the European Organization for Research and Treatment of Cancer Quality Questionnaire, but the study found no change while using the Numeric Rating Scale for pain. Furthermore, there was no change in overall quality of life [27]. Another study, using TapCloud for remote monitoring of symptoms, found improved symptom management for moderate to severe dyspnea, moderate to severe depression, and poor well-being [41]. Two RCTs using teleconsultation found no significant differences between the telehealth group and the control group regarding symptom management and quality of life [37,40]. In contrast, an RCT investigating whether weekly teleconsultations from a hospital-based specialist palliative care team improved patients’ symptom burden found significantly higher symptom burden in the intervention group than the control group after 12 weeks [42].

Patients perceived that use of telehealth improved quality of care, enhanced self-management of pain, and contributed to more sincere pain reporting [23,26,28,32,38]. Patients who tended to forget which medication they had taken regarded the medication overview on the app as supportive, and those who took their analgescics based on the clock found the visual and sound reminders useful [23]. Patients perceived that the symptoms included in the app were too general [24], and they wanted the possibility to elaborate on their answers that were primarily related to pain, such as multiple localizations, type of pain, and why or how pain changed [24,33]. Furthermore, patients did not agree on how often the app for symptom monitoring should be used [25]. In 1 study, patients assessed symptoms using the Edmonton Symptom Assessment System, both at the hospital and at home via teleconferencing with a multidisciplinary team [35]. This study suggested that teleconferencing allowed improved symptom control.

**Perceptions of Improved Palliative Care at Home**

Patients felt that the use of telehealth increased and improved their access to health care professionals at home [22-24,26,28,33,34,36,39,43] and perceived that they had increased access to health care professionals in case of emergency, during the night, or on an as-needed basis [26,39].
Furthermore, patients noted that contact with nurses was the most valuable component of the app [23].

It was important for the patients to know that health care professionals were available for them, were looking after them, and were monitoring them by means of telehealth. This contributed to feelings of being cared for at home, connectedness, relief, tranquility, and enhanced security [24,25,33,36,40]. Symptom monitoring at home facilitated communication of symptoms to hospital-based health care professionals [24,28,33], and remote home follow-up was perceived as less intrusive than a phone call [33,40]. During teleconsultations with their palliative care team and general practitioner, patients experienced concentrated responsiveness and possibilities for direct agreement on the division of responsibilities for future actions. However, patients felt insecure and needed to act as mediators when there was disagreement among health care professionals [43].

**Discussion**

**Principal Findings**

This scoping review mapped and assessed published studies on patients’ experiences of using telehealth in palliative home care. The results showed that telehealth apps seemed to be feasible for use in palliative care, increased and improved access to health care professionals at home, and enhanced feelings of security and safety. The visual features of telehealth allowed a close connectedness with health care professionals, although there were contradicting results on whether the use of telehealth improved burdensome symptoms and quality of life.

Telehealth apps seem to be feasible for use in palliative care and do not seem to add further burden to most patients. The prerequisites for patients’ willingness to use telehealth seem to be app simplicity and telehealth services being perceived as valuable to the patients [44]. However, the results indicate that the design issues of the apps had negative consequences of usability and user friendliness for some patients. Design issues may increase the dependency on help from others or act as a reminder of declining health and approaching death. Moreover, experiences of usability and other concerns related to telehealth may differ among patients with different illnesses [45]. To design and deliver apps and telehealth services that are even more closely aligned with patient needs, participation of users in the design process of technical solutions is crucial [46].

The results indicate that the use of telehealth improved access to health care professionals, although patients remained at their own homes. The use of telehealth seems to support the patient’s choice of living at home for as long as possible, which is important for many patients [2]. Patients may feel more comfortable, in control, and in a safer place at home compared with being in hospitals. In addition, the home environment seems more conducive to engaging in meaningful activities and relationships [2,36,47]. Patient choice and autonomy are essential in palliative care [48]. Promoting patients’ choice about where and how health care is provided may contribute to patients retaining stewardship over their lives, which is often compromised by illness [49].

The use of telehealth apps may strengthen the relationship between patients and health care professionals [50]. Our results suggest that in using telehealth, patients experienced a genuine relationship with health care professionals who looked after them and provided care according to their needs. This promoted feelings of being cared for and feeling secure. Trust is an important element of the health care professional-patient relationship, and it has been described as “a belief that good will be taken care of, or an attitude bound to time and space in which one relies with confidence on someone or something, and as willingness to engage in oneself in a relationship with acceptance of that vulnerability may arise” [51]. Trust may be regarded as something health care professionals must earn and work hard to attain. Availability and access to health care professionals and feeling physically and emotionally safe are described as important in this scoping review, in addition to respectful communication. These are some of the prerequisites for trust in the health care professional-patient relationship [51].

Patient awareness and the trust in the fact that health care professionals are watching over them may reduce feelings of loneliness with their health condition [52,53]. However, palliative care nurses have expressed concerns that technical issues with telehealth apps could jeopardize the relationship of trust with patients [54].

The finding that the use of video-based technology enhances communication and care is supported by previous reviews [55,56]. In line with a meta-ethnography on the experience of telehealth in patients with COPD [57], visual features using video images contributed to experiences of closeness, despite the remote contact. Although patients seem to highly value the use of telehealth, many simultaneously underline the importance and value of the physical presence of health care professionals at their home [58,59]. This may be especially important for those with limited social networks or poor social relations [2,57,59]. In addition, it may be more challenging to create a trusting relationship remotely than in person [8], and a caring touch, which patients in need of palliative care may appreciate [2], is impossible with remote contact. Some found that it may not be appropriate to discuss serious diagnoses or end-of-life issues via video because of the lack of physical closeness [60,61], whereas others found that the lack of physical closeness helped them address difficult issues with health care professionals. Consequently, health care professionals need to distinguish the appropriateness of using telehealth for communication and, in turn, individually tailor patient care [56,57].

Contradicting results were found on whether the use of telehealth improved burdensome symptoms and quality of life. Two one-group pre-post studies reported some improvements, whereas two of the RCTs found no significant differences between the groups. This is in line with a previous systematic review [13]. RCTs are considered the gold standard for investigating the effectiveness of interventions, as the design minimizes the risk of bias [62]. However, RCTs in palliative care research are often limited by poor recruitment, small sample size, and attrition, and consequently, quasi-experimental and observational design may be justified when randomization is considered inappropriate [63,64]. In the last RCT [42] included...
in this scoping review, a significantly higher symptom burden was reported in the experimental group compared with the controls. The patients in the experimental group may have had a higher awareness of symptoms leading to worsening symptom experience, or their symptoms may have been more precisely registered compared with controls, because of weekly teleconsultations [42]. Another explanation could be the increase in patients’ honesty in reporting their symptoms when using telehealth [32]. Nevertheless, this may also suggest that improving the symptom burden in these patients is complex.

A theoretical framework for understanding the mechanism of an intervention is recommended when conducting palliative care research on complex interventions [53]. Therefore, it was surprising that none of the studies that investigated whether the use of telehealth improved symptoms or quality of life applied such a framework. The use of theory in the development phase of the intervention is imperative to be able to explain eventual achieved effects [65]. The use of theory seems to be associated with positive results and large effect sizes [66].

Patients’ experiences of using telehealth in palliative home care have mostly been studied in populations comprising patients with cancer. Although the origins and the development of palliative care are closely linked to oncology, early integration of palliative care is increasingly emphasized [67,68]. Patients with life-limiting illnesses other than cancer also experience various problems and care needs early in the illness trajectories [69,70]. However, these patients may have a more unpredictable illness progression than patients with cancer, which presents a challenge in identifying the optimal time for introducing palliative care [71,72] and telehealth. However, patients with a life-limiting illness other than cancer may have been included in other studies, without the interventions being classified as palliative home care interventions.

Notably, few studies included the oldest-old patients, although this population increases continuously and also lives longer with life-limiting illness because of improvement in treatments [61,73]. There may be challenges to including the oldest-old patients in telehealth research. The oldest-old patients may not perceive telehealth as an appealing form of interaction with health care professionals, or health care professionals may inadvertently act as gatekeepers believing that old age and rapidly deteriorating health conditions make participation in telehealth research unfeasible [73].

This scoping review indicates that patients’ experiences of telehealth in palliative home care has mostly been studied in populations comprising patients with cancer, and few papers included the oldest-old patients. Mixed method is most frequently used for study design, whereas a limited number of papers used an RCT design. Furthermore, none of the papers that investigated whether the use of telehealth improved symptoms or quality of life applied a theoretical framework for their intervention.

A strength of this review was that we used an acknowledged framework for conducting scoping reviews, in addition to the PRISMA-ScR for guiding the reporting of the review. We performed a broad comprehensive and systematic search to identify published studies. Furthermore, the study selection process and data extraction were conducted independently by pairs of authors.

Considering the limitations of this review, different terms and synonyms are used for telehealth and palliative care in the literature [11,74]. There may be terms that we have not been able to identify and include in our search strategy. Patients with life-limiting illnesses other than cancer may have been included in studies without the intervention being classified as a palliative care intervention. Finally, our search strategy had language restrictions as we only included studies in English, Nordic, Spanish, and Portuguese. Owing to these choices, the results may be affected by information bias. Furthermore, only 6 of the 22 included papers were recent papers. Potential sources for heterogeneity in our scoping review are different study populations, diverse use of technologies, and different study designs across the included papers. Consequently, the results related to the patients’ experiences of telehealth should be interpreted with caution.

Conclusions
The use of telehealth in palliative home care does not seem to add further burden to most patients. Telehealth increased and improved access to health care professionals at home, and it enhanced the feelings of security and safety. Furthermore, the visual features of telehealth allowed a close connectedness with health care professionals, which seemed to be highly valued. There were contradicting results on whether the use of telehealth improved burdensome symptoms and quality of life. The results further suggest that telehealth apps may be a positive addition to palliative home care, and patients’ reports thereof are in favor. However, health care professionals need to individually tailor the telehealth app to enhance usability and user friendliness for patients. Technology including video was preferable to patients.

To make solid inferences and suggest recommendations for practice and policy, more systematic reviews and studies highlighting the negative aspects of telehealth should be conducted. Future studies also need to address the experiences of using telehealth among patients with life-limiting illnesses other than cancer and the oldest-old patients. It is important to investigate whether other populations have different experiences of usability or other concerns regarding telehealth, as compared with patients with cancer and younger patients. Furthermore, studies including RCTs, when appropriate, are required to increase the body of knowledge regarding the effectiveness of telehealth on symptoms and quality of life. The involvement of health care professionals, or health care professionals may inadvertently act as gatekeepers believing that old age and rapidly deteriorating health conditions make participation in telehealth research unfeasible [73].

This scoping review indicates that patients’ experiences of telehealth in palliative home care has mostly been studied in populations comprising patients with cancer, and few papers included the oldest-old patients. Mixed method is most frequently used for study design, whereas a limited number of papers used an RCT design. Furthermore, none of the papers that investigated whether the use of telehealth improved symptoms or quality of life applied a theoretical framework for their intervention.
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Abstract

Background: Owing to increasing access to Web-based pornography and concerns about its impact on viewers, many researchers have attempted to systematically analyze the content of pornography.

Objective: We aimed to systematically review the results of quantitative content analyses of video-based pornography and identify the degree to which the following behaviors are depicted: (1) sexual behaviors and themes, (2) condom use during sexual behaviors, and (3) aggression and violence.

Methods: Inclusion criteria for article eligibility were (1) peer-reviewed publications, (2) articles in the English language, (3) articles describing a quantitative content analysis of video pornography, and (4) articles quantitatively examining at least one variable of interest.

Results: A total of 23 studies met the eligibility criteria. Studies varied in scope and definitions of behavioral variables. Condom use was rare, although more commonly depicted in gay male pornography (36%-64% videos) compared with heterosexual pornography (2%-3% videos). Normative sexual behaviors were most frequently depicted in pornography samples (eg, vaginal intercourse in 48%-90% and fellatio in 52%-90% of heterosexual videos; fellatio in 66%-100% and anal intercourse in 70%-80% of gay male videos). Extreme acts of violence (1%-3% videos) and rape (0%-6% videos) were relatively rare. However, more subtle forms of aggression, such as spanking (5%-75% videos), were more common, and unequal sexual relations (eg, domination) were also common. Although estimates varied by study, dominating and violent behaviors were nearly always directed toward women.

Conclusions: Condom nonuse and gender inequalities are common in pornography, which has implications for the development of healthy sexual relationships among pornography viewers. Higher quality research, including study replication and consistent methodological choices, is needed.

(Keywords: pornography; content analysis; sexual media; sexual violence; sexual behavior)

Introduction

Background

Pornography, in various forms, has existed throughout human history. Different concerns about the content of pornography have periodically emerged over history as social and sexual norms shift. For example, some earlier concerns related to the controversy of depicting nudity and sexual acts in an uncensored manner, whereas more recently concerns in some areas have shifted to “extreme” or “hard-core” violence and its impact on the viewer. These concerns have driven studies of pornographic content and informed their analytical framework.
In the internet age, pornography use is more popular and accessible than ever before; for example, in one survey of young people aged 15 to 29 years, 100% of young men and 81% of young women had ever viewed pornography [1]. With consideration of its nearly ubiquitous nature, pornography is argued to influence the sexual socialization of its viewers, impacting upon beliefs of what is normal and desirable in sexual contexts [2]. Young people have reported that viewing pornography can allow exploration and education around sexuality via exposure to new and appealing behaviors [3,4]. Regardless, it is most likely that pornography’s effect on the viewer, be it positive or negative, are at least partially impacted by the types of behaviors that they are viewing [2].

Research has found links between pornography use and potential harms. For example, a large body of research indicates that pornography use is associated with greater unsafe sexual practices and more sexual partners [5,6], and condomless sex among men who have sex with men [7]. Around half of men who have sex with men have reported perceptions that pornography has contributed to their engagement in “riskier” sexual behaviors, while over 90% have fantasized about engaging in similar acts to those seen in pornography [7]. Young people have reported a perception that pornography impacts their sexual relationships, including influencing their understandings of what is normal and desirable, leading to pressure from partners to perform certain acts (eg, young women have reported feeling pressured to engage in anal intercourse with their male partners [8]).

Many individuals have expressed concerns that with the rise of the internet, pornography is becoming more extreme as well as more accessible. Estimates indicate that while 18% of adolescents have been exposed to affection-themed pornography, 18% have been exposed to pornography with themes of dominance, and 10% have been exposed to violent pornography, with exposure to more extreme genres increasing with age [9]. With consideration of the abundance of free pornography currently available, pornography producers have described a competitive climate in which films must show increasingly extreme or niche acts across multiple mediums in order to stand out from other pornography films and appeal to as many sexual desires as possible [10]. In qualitative research, young people have described acts that some people would describe as degrading or violent as being common and normalized in pornography, such as ejaculating on women’s faces and apparently nonconsensual bondage, dominance, and sadomasochism (BDSM) [11,12]. Frequency of pornography use and the number of pornography genres viewed have both been associated with higher sexual preferences for types of sexual practices presented in pornography [6]. Of particular concern, a recent meta-analysis has found that using pornography is associated with increased sexual aggression for both men and women, with stronger associations for verbal than physical aggression [13]. The relationship between sexual aggression perpetration and intentional exposure to pornographic material appear to be stronger for violent pornography compared with nonviolent pornography [14]. Pornography use has also been associated with stronger attitudes supporting violence against women [15].

In response to these arguments, several studies have attempted to quantify what pornography depicts in order to determine the messages viewers may be internalizing. These content analyses, which aim to be systematic and replicable analyses of media [16], have ranged in scope, methodology, and complexity. This means that there are various results which can inform policy, but also risk being misinterpreted. For example, one content analytic study [17] reported that 88% of pornographic scenes depicted physical aggression in their analysis; this statistic is frequently used in articles and opinion pieces arguing that pornography is violent and harmful [18,19]. However, other studies have found much smaller estimates of physical violence, such as 13% of internet videos [20] or 1% of video and DVD scenes [21]. This relates to differences in sampling methodology (eg, sampling “popular” pornography, subgenres, or different mediums) and issues with behavioral definitions (eg, only coding aggressive acts that researchers interpret as being nonconsensual [22]). Therefore, there is a need to systematically synthesize content analyses of pornography to provide more accurate estimates of behaviors depicted in pornography.

**Objectives**

This systematic review aimed to review and synthesize the results of content analysis study designs that quantitatively analyzed content of video-based pornography. The outcomes measured were the frequency with which the following types of behaviors are depicted: (1) sexual behaviors and themes, (2) condom use, and (3) aggression and violence.

**Methods**

**Study Design**

This systematic review was conducted in accordance with Cochrane methodologies [23]. Methods and results are presented in accordance with the Preferred Reporting Items for Systematic Reviews and Meta-Analyses statement [24]. A protocol was developed by the authors prior to the study to guide the search and data extraction; this protocol has not been published.

**Eligibility Criteria**

Inclusion criteria for article eligibility were (1) peer-reviewed publication in an academic journal; (2) English language; (3) described a quantitative content analysis of video pornography, and (4) quantitatively examined at least one variable of interest (Table 1). A quantitative content analysis was understood to be an analysis “which involves the creation and use of pre-determined categories for the purpose of understanding and describing media messages in a way that can be counted and quantified” [25]. Quantitative content analyses were chosen over qualitative or narrative approaches as they are the most common type of content analysis and the use of systematic categories allows relatively easy comparison [25]. Video pornography is understood here as video-based material containing the explicit display of sexual organs or activity, intended to stimulate sexual excitement, thereby eliminating solely still image, written or audio erotica from the review.
Table 1. Variables included in the systematic review.

<table>
<thead>
<tr>
<th>Category, variables, and subvariables</th>
<th>Example description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sexual behaviors</td>
<td></td>
</tr>
<tr>
<td>Kissing</td>
<td>Kissing between actors on mouth</td>
</tr>
<tr>
<td>Oral sex</td>
<td></td>
</tr>
<tr>
<td>Fellatio</td>
<td>Oral-penile contact between actors</td>
</tr>
<tr>
<td>Cunnilingus</td>
<td>Oral-vulva or oral-vaginal contact between actors</td>
</tr>
<tr>
<td>Anilingus</td>
<td>Oral-anal contact (a.k.a. rimming) between actors</td>
</tr>
<tr>
<td>Intercourse</td>
<td></td>
</tr>
<tr>
<td>Vaginal intercourse</td>
<td>Penetration of one actor’s vagina by another’s penis</td>
</tr>
<tr>
<td>Anal intercourse</td>
<td>Penetration of one actor’s anus by another’s penis</td>
</tr>
<tr>
<td>ATM</td>
<td>“Ass-to-mouth”; where an actor inserts their penis into the mouth of another actor after engaging in anal intercourse</td>
</tr>
<tr>
<td>Bondage, domination, and sadomasochism (BDSM)</td>
<td></td>
</tr>
<tr>
<td>BDSM (any)</td>
<td>Group category—sexual interaction between two or more people involving domination (one person clearly leading the sexual activity with another person clearly following or submitting) and bondage (physical confinement) of one or more actors</td>
</tr>
<tr>
<td>Domination and submission</td>
<td>Depiction of dominating or submissive behaviors (without specifying the presence of bondage)</td>
</tr>
<tr>
<td>Bondage</td>
<td>Depiction of bondage behaviors (without specifying the presence of domination or submission)</td>
</tr>
<tr>
<td>Group sex</td>
<td></td>
</tr>
<tr>
<td>Group sex (any)</td>
<td>Sexual contact between three or more actors, including threesomes or orgies</td>
</tr>
<tr>
<td>Vaginal-anal double penetration</td>
<td>Simultaneous penetration of one actor’s vagina and anus with two actors’ penises</td>
</tr>
<tr>
<td>(vaginal-anal DP)</td>
<td></td>
</tr>
<tr>
<td>Anal double penetration (anal DP)</td>
<td>Simultaneous penetration of one actor’s anus with two actors’ penises</td>
</tr>
<tr>
<td>Paraphilias</td>
<td></td>
</tr>
<tr>
<td>Bestiality</td>
<td>Sexual interaction between an actor and an animal</td>
</tr>
<tr>
<td>Incest</td>
<td>Sexual interaction between actors explicitly described or depicted as relatives</td>
</tr>
<tr>
<td>Pedophilia</td>
<td>Sexual interaction involving children</td>
</tr>
<tr>
<td>Condom use</td>
<td>Any depiction of condom use by actors, by type of sexual behavior</td>
</tr>
<tr>
<td>Orgasms</td>
<td></td>
</tr>
<tr>
<td>Any orgasm</td>
<td>Presence of visible ejaculate or other indicators of orgasm, by gender of actor (eg, shuddering and verbal statements communicating orgasm)</td>
</tr>
<tr>
<td>Ejaculation location</td>
<td>Ejaculation by one actor onto another (eg, on face or in mouth)</td>
</tr>
<tr>
<td>Aggression and violence</td>
<td></td>
</tr>
<tr>
<td>Verbal aggression</td>
<td></td>
</tr>
<tr>
<td>Name calling or insulting</td>
<td>One actor calling another names or slurs, or otherwise insulting verbally</td>
</tr>
<tr>
<td>Physical aggression</td>
<td></td>
</tr>
<tr>
<td>Hair pulling</td>
<td>One actor pulling or tugging another’s hair</td>
</tr>
<tr>
<td>Spanking</td>
<td>One actor slapping another on buttocks (open-handed)</td>
</tr>
<tr>
<td>Slapping</td>
<td>One actor open-handed slapping another on other location on body (not buttocks)</td>
</tr>
<tr>
<td>Gagging</td>
<td>One actor inserting their penis very far into another actor’s mouth; may or may not stimulate gag reflex</td>
</tr>
<tr>
<td>Choking</td>
<td>One actor places hands around another actor’s neck; may or may not squeeze</td>
</tr>
<tr>
<td>Punching</td>
<td>One actor strikes another with closed fist</td>
</tr>
<tr>
<td>Kicking</td>
<td>One actor strikes another with foot or feet</td>
</tr>
<tr>
<td>Torture</td>
<td>Infliction of severe or excruciating physical pain by one actor to another</td>
</tr>
</tbody>
</table>
Variables included in this systematic review are described in Table 1. Variables were chosen using first a deductive approach, focusing on sexual behaviors, condom use and various indicators of aggression and violence. These variables were identified a priori in accordance with public health concerns relating to the prevalence of certain sexual scripts and violence against women [26]. After immersion in the literature, further sexual behavior variables (including those relating to domination of one person over another) and behaviors often conceptualized as illegal, deviant, or socially unacceptable (eg, bestiality, pedophilia, and incest) were chosen. The authors of 3 studies were contacted to provide additional data, which was able to be provided by the authors of one study [27].

### Search Procedure and Data Sources

A systematic search of 7 databases, covering all years until the search date, was conducted over a one-week period in March 2016. The search was applied to MEDLINE, PsyclINFO, Scopus, EMBASE, CINAHL, Plus, Communication and Mass Media Complete, and Cochrane Library databases. Past research has identified challenges searching for content analyses as not all studies use the term “content analysis” [25]. To increase the likelihood of finding articles, search terms were developed by all 3 authors and included a combination of a term for pornography and a term indicative of a content analysis [25]. For example, the Medline search was [(porn* or “sexually explicit” or erotic*) OR Erotica/ AND (content ADJ2 analy* OR content ADJ2 review*OR “descriptive study” OR descri* ADJ2 content OR evaluat* ADJ2 content OR map* ADJ2 content)]. The search was repeated in September 2017, to identify any newly published articles.

### Data Collection Process

Inclusion of articles was determined in three stages. At each stage, if the authors did not agree on the inclusion of an article, it was discussed and the senior author (ML) was consulted if necessary. First, two authors (EC and AD) each screened all studies use the term “content analysis” [25]. To increase the likelihood of finding articles, search terms were developed by all 3 authors and included a combination of a term for pornography and a term indicative of a content analysis [25]. For example, the Medline search was (porn* or “sexually explicit” or erotic*) OR Erotica/ AND (content ADJ2 analy* OR content ADJ2 review*OR “descriptive study” OR descri* ADJ2 content OR evaluat* ADJ2 content OR map* ADJ2 content). The search was repeated in September 2017, to identify any newly published articles.

### Data Extraction and Risk of Bias

No best-practice tools are available for assessing bias in systematic reviews of content analyses that are known to the authors. A customized risk of bias tool was created by the authors, based on the Johanna Briggs Institute Critical Appraisal Checklist [28] with reference to content analysis best practice recommendations [29-31]. The 16 checklist items included the reporting of clear inclusion and exclusion criteria, appropriate sampling strategies, development of coding procedures, characteristics of coders, use of appropriate measures of interrater reliability, and measurement of outcomes. At least two authors completed the checklist for each article, with results discussed to reach a conclusion. Risk of bias was deemed “low” if “yes” was selected for 13 to 16 items, “medium” if 9 to 12 items, and “high” if 0 to 8 items (ie, less than half of the criteria were met). A copy of this checklist is available from the corresponding author upon request.

### Synthesis of Results

No meta-analyses were conducted due to the heterogeneity of designs, samples, definitions, analyses, and outcome measures. Performing a meta-analysis for such heterogeneous data increases the risk of making erroneous conclusions [32]. Instead, a narrative approach was taken to describe the results [33]. Results were grouped and presented based on the behaviors studied within the sample (eg, sexual behaviors), with consideration of the year of the study, the medium of the pornography (eg, DVD) and the genre (eg, heterosexual). To simplify the presentation of data, frequencies are rounded to the nearest integer, unless less than 1% or greater than 99%. Means are presented rounded to one decimal point. Results are only discussed if providing a specific descriptive statistic for relevant variables (eg, results are not included if the authors described behaviors as simply “rare” or “frequent”).

### Results

#### Study Selection

The study selection procedure is illustrated in Figure 1. The initial database search was conducted in March 2016, producing 1035 articles, and repeated in September 2017, identifying 38 new citations. After removal of duplicates, 982 articles remained. A total of 155 articles were included in the abstract review and 69 articles for the full-text review. In all, 17 studies met the inclusion criteria through database searching. Reference lists of full-text articles were screened, with 1536 articles identified, and 5 articles included. One additional article [34] was located which was not identified through these searches, presumably due to the recent nature of its publication. A total of 23 articles thereby met all the inclusion criteria across both searches.

### Table 1. Variables were chosen using first a deductive approach, focusing on sexual behaviors, condom use and various indicators of aggression and violence. These variables were identified a priori in accordance with public health concerns relating to the prevalence of certain sexual scripts and violence against women [26]. After immersion in the literature, further sexual behavior variables (including those relating to domination of one person over another) and behaviors often conceptualized as illegal, deviant, or socially unacceptable (eg, bestiality, pedophilia, and incest) were chosen. The authors of 3 studies were contacted to provide additional data, which was able to be provided by the authors of one study [27].

<table>
<thead>
<tr>
<th>Category, variables, and subvariables</th>
<th>Example description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Murder</td>
<td>Killing of an actor by another</td>
</tr>
<tr>
<td>Rape</td>
<td>One actor forces another to engage in sexual intercourse in the absence of consent</td>
</tr>
</tbody>
</table>

*aThese are example definitions; definitions were not always provided within studies, or sometimes differed slightly between studies. Author discretion was used when comparing categories across studies based on definitions. Behaviors included within each variable may be real or simulated by actors.
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Sample Characteristics
Table 2 provides a summary of study characteristics. Dates of publication ranged from 1986 to 2017, with the oldest film extracted from 1961 [35] and the most recent in 2015 [34]. Studies varied with regards to the medium of pornography studied, and how data were summarized. Most studies described data using frequencies or percentages (eg, percentage of scenes depicting an act), while some provided means (eg, mean number of acts per video). Studies which provided data by time (eg, amount of time in videos dedicated to an act) are not included in the synthesis due to difficulty comparing with other studies. As seen in Table 2, the most common medium was VHS, followed by internet videos, and DVDs. Most studies were appraised as having a medium risk of bias (11/23, 47.8%), while 8 studies (37.8%) had a low risk of bias and 4 studies had a high risk of bias (17.4%).
Table 2. Characteristics of content analyses identified in the review, by year of publication.

<table>
<thead>
<tr>
<th>Sr. No.</th>
<th>Year of publication</th>
<th>First author</th>
<th>Content type</th>
<th>Genre (author defined)</th>
<th>Sampling</th>
<th>Unit of analysis</th>
<th>Data type</th>
<th>Behaviors studied relevant to review</th>
<th>Risk of bias</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1986</td>
<td>Palys [35]</td>
<td>VHS (XXX-rated and “adult” videos)</td>
<td>Unspecified, but intentionally included an “extreme” violent subset</td>
<td>Two videos randomly selected from various video home systems (VHS) rental stores until 125 titles chosen. A further 25 violent videos chosen based on a list of videos that had been charged based on obscenity.</td>
<td>Scenes with either sex or aggression (n=2102)</td>
<td>Frequencies</td>
<td>Ejaculation, cunnilingus, vaginal intercourse, incest, bondage, punching, kicking, torture, rape, murder, domination</td>
<td>Medium</td>
</tr>
<tr>
<td>2</td>
<td>1988</td>
<td>Cowan [36]</td>
<td>VHS</td>
<td>Unspecified but predominantly heterosexual (“none seemed targeted at a homosexual population”)</td>
<td>Purposive selection 45 “widely available” videos from 7 VHS rental stores.</td>
<td>Sex scenes (n=443)</td>
<td>Frequencies</td>
<td>Ejaculation, incest, name calling, bondage, rape, domination</td>
<td>Low</td>
</tr>
<tr>
<td>3</td>
<td>1991</td>
<td>Garcia [37]</td>
<td>VHS</td>
<td>Unspecified</td>
<td>Students in a human sexuality class selected the first video they saw in a VHS rental store.</td>
<td>Videos (n=20)</td>
<td>Means</td>
<td>Ejaculation,-orange, bestiality, incest, murder</td>
<td>High</td>
</tr>
<tr>
<td>4</td>
<td>1990</td>
<td>Prince [38]</td>
<td>VHS</td>
<td>“Classic” “Popular” films</td>
<td>Purposive selection of popular or well-known feature films produced between 1972 and 1985.</td>
<td>Sex scenes (n=248), actors (n=325), violent acts (n=44)</td>
<td>Frequencies</td>
<td>Ejaculation, orgasm, bestiality, incest, murder</td>
<td>High</td>
</tr>
<tr>
<td>5</td>
<td>1990</td>
<td>Yang [39]</td>
<td>VHS (X-rated and XXX-rated)</td>
<td>Unspecified</td>
<td>Randomly selected 30 X- and 30 XXX-rated videos from a VHS rental catalogue.</td>
<td>1639 behavioral sequences (n=984 in X rated, n=655 in XXX rated)</td>
<td>Frequencies</td>
<td>Incest, rape</td>
<td>Medium</td>
</tr>
<tr>
<td>6</td>
<td>1991</td>
<td>Duncan [40]</td>
<td>VHS</td>
<td>Unspecified</td>
<td>Randomly selected 50 videos (10% of total available) in a local VHS rental store.</td>
<td>Scenes (n=822)</td>
<td>Frequencies</td>
<td>Incest, bondage, rape</td>
<td>Medium</td>
</tr>
<tr>
<td>7</td>
<td>1993</td>
<td>Brosius [41]</td>
<td>VHS</td>
<td>Unspecified but “predominantly heterosexual”</td>
<td>Randomly selected 50 videos from archives of a German copyright firm.</td>
<td>Sex scenes (n=436)</td>
<td>Frequencies</td>
<td>Ejaculation, cunnilingus, vaginal intercourse, anal intercourse, group sex, orgasms, domination</td>
<td>Low</td>
</tr>
<tr>
<td>8</td>
<td>1994</td>
<td>Cowan [36]</td>
<td>VHS (Interracial)</td>
<td>Purposive selection of 54 videos in a VHS rental store based on the presence of interracial themes.</td>
<td>Actors (n=476)</td>
<td>Frequencies</td>
<td>Kissing, fellatio, intercourse, cunnilingus, ejaculation, name calling, rape, submission</td>
<td>Medium</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>1999</td>
<td>Monk-Turner [42]</td>
<td>VHS (X and XXX-rated)</td>
<td>Heterosexual</td>
<td>Randomly selected 40 videos from a list of all videos available from a national chain. Only analyzed videos around 2 hours in length and excluded videos with all male or all female actors.</td>
<td>Vignettes (n=209)</td>
<td>Frequencies</td>
<td>Ejaculation, bestiality, name calling, torture, rape, murder</td>
<td>High</td>
</tr>
<tr>
<td>10</td>
<td>2000</td>
<td>Barron [43]</td>
<td>VHS</td>
<td>Unspecified</td>
<td>Randomly selected 10 videos in each of 5 stores.</td>
<td>Scene (n=364)</td>
<td>Frequencies</td>
<td>Choking, bondage, punching, kicking, torture, murder, domination</td>
<td>Medium</td>
</tr>
<tr>
<td>Sr. No.</td>
<td>Year of publication</td>
<td>First author</td>
<td>Content type</td>
<td>Genre (author defined)</td>
<td>Sampling</td>
<td>Unit of analysis</td>
<td>Data type</td>
<td>Behaviors studied relevant to review</td>
<td>Risk of bias</td>
</tr>
<tr>
<td>--------</td>
<td>---------------------</td>
<td>--------------</td>
<td>--------------</td>
<td>------------------------</td>
<td>----------</td>
<td>-----------------</td>
<td>-----------</td>
<td>-------------------------------------</td>
<td>-------------</td>
</tr>
<tr>
<td>11</td>
<td>2005</td>
<td>McKee [21]</td>
<td>DVDs and VHS</td>
<td>“Mainstream”</td>
<td>Selected 50 most popular videos across two large video or DVD mail-order companies.</td>
<td>Sex scenes (n=642)</td>
<td>Frequencies, length of scene</td>
<td>Name calling, spanking, slapping, bondage, rape, dominance</td>
<td>Low</td>
</tr>
<tr>
<td>12</td>
<td>2008</td>
<td>Sun [44]</td>
<td>DVDs</td>
<td>Unspecified</td>
<td>Sampled 44 videos from a list of most frequently rented VHS and DVDs from a leading trade journal, including 11 female-directed films and 33 male-directed films. Random sample of 61 male-directed scenes selected to match the 61 scenes directed by women.</td>
<td>Scenes (n=61 male directed, n=61 female directed)</td>
<td>Frequencies</td>
<td>Kissing, fellatio, cunnilingus, vaginal intercourse, anal intercourse, double penetration (DP), ass-to-mouth (ATM), group sex, ejaculation, condom use, name calling, spanking, slapping, hair pulling, choking, gagging, bondage, punching, kicking, torture.</td>
<td>Low</td>
</tr>
<tr>
<td>13</td>
<td>2009</td>
<td>Grudzen [45]</td>
<td>DVDs</td>
<td>Heterosexual and gay male</td>
<td>Randomly selected DVDs from the largest US distributor of pornographic films, then randomly selected one sex scene from each film.</td>
<td>Sex scenes (n=50 heterosexual, n=50 gay male)</td>
<td>Frequencies</td>
<td>Fellatio, cunnilingus, vaginal intercourse, anal intercourse, anilingus, ATM, group sex, ejaculation, condom use.</td>
<td>Low</td>
</tr>
<tr>
<td>14</td>
<td>2010</td>
<td>Bridges [17]</td>
<td>DVD</td>
<td>Unspecified “popular”</td>
<td>Randomly selected 50 videos from the bestselling and most rented lists.</td>
<td>Scenes (n=304), aggression-level acts (n=3375)</td>
<td>Frequencies</td>
<td>Fellatio, cunnilingus, vaginal intercourse, anal intercourse, DP, ATM, group sex, ejaculation, bestiality, condom use, name calling or insulting, spanking, slapping, choking, gagging, bondage, punching, kicking, torture, murder.</td>
<td>Low</td>
</tr>
<tr>
<td>15</td>
<td>2010</td>
<td>Gorman [20]</td>
<td>Internet videos</td>
<td>Popular free videos (professional and amateur)</td>
<td>Searched Google.com for free pornographic websites, randomly sampled every 5th video from the first five websites per search term.</td>
<td>Videos (n=45)</td>
<td>Frequencies</td>
<td>Kissing, fellatio, cunnilingus, vaginal intercourse, anal intercourse, group sex, ejaculation, condom use, name calling, dominance</td>
<td>Medium</td>
</tr>
<tr>
<td>16</td>
<td>2012</td>
<td>Salmon [46]</td>
<td>DVDs</td>
<td>Heterosexual and homosexual bestselling DVDs</td>
<td>30 heterosexual and 30 homosexual DVDs selected from bestselling or top rental lists available through an Web-based adult DVD rental service.</td>
<td>DVD films (n=30 heterosexual, n=30 homosexual)</td>
<td>Means</td>
<td>Fellatio, cunnilingus, vaginal intercourse, anal intercourse, ejaculation, coercion.</td>
<td>High</td>
</tr>
<tr>
<td>17</td>
<td>2014</td>
<td>Downing [47]</td>
<td>Internet videos</td>
<td>Gay male (amateur and professional) from highly trafficked websites</td>
<td>Selected most recently watched or uploaded video from gay male section of five purposefully chosen websites at various times.</td>
<td>Videos (n=302)</td>
<td>Frequencies</td>
<td>Kissing, fellatio, anal intercourse, anilingus, group sex, ejaculation, condom use, spanking, bondage.</td>
<td>Low</td>
</tr>
<tr>
<td>Sr. No.</td>
<td>Year of publication</td>
<td>First author</td>
<td>Content type</td>
<td>Genre (author defined)</td>
<td>Sampling</td>
<td>Unit of analysis</td>
<td>Data type</td>
<td>Behaviors studied relevant to review</td>
<td>Risk of bias</td>
</tr>
<tr>
<td>--------</td>
<td>---------------------</td>
<td>--------------</td>
<td>--------------</td>
<td>------------------------</td>
<td>----------</td>
<td>-----------------</td>
<td>-----------</td>
<td>---------------------------------</td>
<td>-------------</td>
</tr>
<tr>
<td>18</td>
<td>2014</td>
<td>Peters [48]</td>
<td>Internet videos</td>
<td>Popular teen</td>
<td>Identified three popular pornographic websites through Google.com and Alexa.com. Randomly selected 50 videos from “teen” section of each website. Excluded amateur, animated, non-English videos.</td>
<td>Videos (n=150)</td>
<td>Frequencies</td>
<td>Kissing, fellatio, cunnilingus, vaginal intercourse, anal intercourse, anilingus, spanking, bondage, rape</td>
<td>Medium</td>
</tr>
<tr>
<td>19</td>
<td>2014</td>
<td>Vannier [49]</td>
<td>Internet videos</td>
<td>Teen compared with mother(s) I’d like to fuck (MILF)</td>
<td>Using Google.com search, identified pornographic websites and excluded those requiring payment, were interactive, or did not have teen and MILF categories. Selected five MILF and five teen videos randomly from each website over a 2-month period.</td>
<td>Videos (total n=100; MILF=50, teen=50).</td>
<td>Frequencies</td>
<td>Kissing, fellatio, cunnilingus, vaginal intercourse, anal intercourse, anilingus, ejaculation, condom use, spanking, domination</td>
<td>Medium</td>
</tr>
<tr>
<td>20</td>
<td>2015</td>
<td>Klaassen [27]</td>
<td>Internet videos</td>
<td>“Popular,” “mainstream” heterosexual</td>
<td>Selected most 100 viewed videos on four popular pornographic websites and coded first scene of each video. Excluded cartoons, nonsexual videos.</td>
<td>First sex scenes (n=400)</td>
<td>Frequencies</td>
<td>Fellatio, cunnilingus, orgasms, spanking, slapping, pulling hair, choking, gagging, bondage, punching, kicking, torture, rape, murder, domination</td>
<td>Low</td>
</tr>
<tr>
<td>21</td>
<td>2016</td>
<td>Zhou [50]</td>
<td>Internet videos</td>
<td>“Asian women” videos compared with other popular categories (eg, teen, MILF, blonde, big tits)</td>
<td>Selected videos from top 10 categories (including “Asian women” category) on xvideos.com, a popular pornographic website. Used systematic, stratified sampling method.</td>
<td>Scenes (n=3132 total, including 172 “Asian women” scenes)</td>
<td>Frequencies</td>
<td>Kissing, fellatio, cunnilingus, vaginal intercourse, anal intercourse, ATM</td>
<td>Medium</td>
</tr>
<tr>
<td>22</td>
<td>2017</td>
<td>Fritz [51]</td>
<td>Internet videos</td>
<td>“Feminist,” “for women” and “mainstream” pornography</td>
<td>Randomly selected videos from Lust Cinema, a website nominated for the Feminist Porn Awards. Also selected content from CrashPad Series, a “queer” feminist site, to diversify selection. Randomly selected videos from “For Women” category on PornHub. Also, randomly selected videos from five largest categories on PornHub to form “mainstream” sample (from categories “teen,” “big tits,” “brunette,” “amateur,” “blonde”).</td>
<td>Scenes (n=300 total –100 feminist, 100 “for women,” 100 “mainstream”).</td>
<td>Frequencies</td>
<td>Vaginal intercourse, ejaculation, orgasm, bondage, dominance, and sadomasochism (BDSM), domination</td>
<td>Medium</td>
</tr>
<tr>
<td>23</td>
<td>2017</td>
<td>Séguin [34]</td>
<td>Internet videos</td>
<td>Popular</td>
<td>Selected 50 most viewed videos of all time from pornhub.com across all categories.</td>
<td>Videos (n=50) and instances of orgasms (39 male; 20 female).</td>
<td>Frequencies</td>
<td>Orgasms</td>
<td>Medium</td>
</tr>
</tbody>
</table>
Content of interest varied across studies. Types of pornography studied, when specified, were typically heterosexual or “general” or “popular” or “mainstream” videos. Some studies did not specify a genre but noted that their data collected was predominantly aimed at a heterosexual audience. For the purpose of data synthesis, studies are grouped as either “heterosexual” or “gay male.” Other analyses specifically studied pornography labeled as interracial [36], “Asian women” [50], feminist/ “for women” [51], teen or youth [48,49], and MILF (“mother(s) I’d like to fuck”) [49]. As these genres were likely to be predominantly aimed at a heterosexual audience, these categories were also included in the “heterosexual” group for the purpose of discussion. The authors of this study recognize this is a limitation collapsing broad genres into an overall category and urge readers to seek individual studies for more detailed discussions of their findings. Older studies typically analyzed pornography on a scene by scene basis, whereas internet studies typically analyzed by video, presumably because most internet pornography videos typically involve only one sex scene compared with a feature film or movie interspersed with sex scenes [27].

Sexual Behaviors and Themes
Most studies examined at least one sexual behavior variable. Data for key variables of interest are summarized in Figures 2 and 3 by genre and medium. Where a study presented results by different types or genres of pornography (eg, teen vs MILF [49]), estimates are presented separately here.

Kissing
In all, 7 studies examined kissing. Among heterosexual genre videos, the proportion of scenes depicting kissing ranged from 8% to 50%. Only 1 study specifically examined gay male pornography [47], finding that 34% of Web-based videos included kissing.

Oral Sex
A total of 10 studies specifically examined female to male (F-M) fellatio. The oldest study, an analysis of VHS sex scenes [41], found 54% depicted F-M fellatio. A study of DVDs found that 93% of male-directed scenes involved F-M fellatio, compared with 67% of female-directed scenes [44]. In other pornographic DVD studies, estimates ranged from 84% [45] to 90% [17] of sex scenes, or a mean of 7.0 instances per film [46]. Among 5 studies examining internet videos, F-M fellatio was depicted in 52% to 90% of videos [20,27,48,50].

In all, 2 studies examined male to male (M-M) fellatio in gay male DVDs, with 1 study finding a mean of 11.3 instances per film [46] and another finding 100% of films depicting M-M fellatio [45]. Another study found 66% of gay male internet videos depicted M-M fellatio [47]. Meanwhile, 2 studies examined M-M fellatio in heterosexual or general pornography, with estimates ranging from 0% to 2% of DVD sex scenes [17,44].

Cunnilingus was coded similarly, with estimates differing based on whether the study provided a general overview of cunnilingus or broke behavior down by the gender of actors. The 7 studies that provided a general “cunnilingus” category are presented first. Among VHS studies, cunnilingus was found in 40% to 72% of sex scenes [35,41], or a mean of 4.8 incidents per video [37]. In a DVD study, Salmon and Diamond [46] found a mean of 6.5 instances per heterosexual film, and a mean of zero acts in gay male films. Internet studies found cunnilingus in 41% to 48% of videos [27,48,49].

Some studies broke cunnilingus down by gender. In 2 DVD studies, M-F cunnilingus was found in 43% to 56% of scenes [17,44]. The same 2 studies found that F-F cunnilingus was depicted less frequently [17,44]. Only one study has examined gendered cunnilingus in internet pornography, finding M-F cunnilingus in 18% of scenes and F-F cunnilingus in 6% of scenes [50]. In all, 3 studies specifically examined anilingus, all using internet samples, and 2 studies examined general or heterosexual pornography; 1 study found that 14% of internet videos depicted anilingus [49] while another study found M-F anilingus in 5% scenes and F-F anilingus in 1% scenes [50]. Another study [47] examined internet gay male pornography, finding that 17% of Web-based videos include anilingus.
Figure 2. Percentage of general/heterosexual samples depicting key sexual behaviors, by medium of pornography (VHS, DVD, or internet-based video). Notes: Results are only presented in this graph if the study presented results by percentage of scenes or videos (i.e., studies that presented results by time, mean, character excluded from graph). Paraphilias not presented due to sparse data. BDSM and group sex–related behaviors not presented due to variance in definitions and categories between studies. Ejaculation variable is presented in accordance with any estimate of ejaculation; if reporting multiple positions, the highest estimation is provided in this graph. VHS: video home system; MILF: mother(s) I’d like to fuck; BDSM: bondage, dominance, and sadomasochism.
Vaginal Intercourse
Vaginal intercourse was examined by eleven studies, predominantly in general or heterosexual samples. One VHS study [37] finding a mean of 4.2, 2.4 and 4.2 acts for positions “male above,” “female above,” and “rear entry” respectively per film. Another found that 31.7% of characters began sexual activity with intercourse but did not provide an overall estimate of its prevalence [36]. One study found vaginal intercourse in 61% of scenes, or 81% of scenes that involved at least one male and one female actor [35,41], while another study found it in 52% [35] of videos. DVD specific studies found vaginal intercourse in 66% to 86% [17,44,45] of sex scenes, while Salmon and Diamond [46] found a mean of 8.5 instances per DVD film. Studies of internet videos have found that vaginal intercourse appears in 48% to 90% [20,48-50] of videos.

Anal Intercourse
A total of 12 studies examined anal intercourse. In all, 11 studies examined anal intercourse in heterosexual pornography. One VHS study [37] reported a mean of 1.2 and 4.2 instances in pornographic videos; meanwhile, other VHS studies reported anal intercourse in 10% [35], 13% [41], and 53% [36] of videos. DVD specific studies found 42% to 56% [17,44,45] of sex scenes in DVD films included anal intercourse, while another DVD study [46] found a mean of 1.9 acts per film. Internet studies found estimates of 13% to 32% [20,48-50] of videos [20,48-50].

There were 3 studies that examined anal intercourse within gay male pornography. In DVD pornography, anal intercourse was depicted in 80% of sex scenes in one study [45] and 6.8 instances per film in another [46]. Downing et al found that 70% of internet gay male videos depicted anal intercourse [47].

Meanwhile, 4 studies examined ass-to-mouth (ATM). In their study of DVDs, Sun et al [44] found ATM in 44% of male-directed DVD scenes and 41% of female-directed scenes. Specific DVD studies found 22% [45] to 41% [17] of heterosexual scenes depicting ATM, compared with 0% [45] of gay male scenes. One study found ATM in 4% internet video scenes [50].

Group Sexual Activity
Overall, 8 studies examined group sex behaviors. Garcia and Milano [37] found a mean of 1.2 multimale and single female acts, 1.3 multifemale and single male acts, and 0.4 multimale and multifemale acts per VHS film. Brosius et al found 13% of sex scenes featured a man with 2 women, 6% involved 2 men
and 1 woman, and 5% had more than 2 persons of each gender [41]. DVD studies found group sex in 0% to 15% of scenes [17,44]. One study examined gay male pornography, finding 20% of Web-based videos [47] involved 3 or more performers. Brosius et al [41] found a mean of 2.3 actors per VHS sex scene, while other studies found a mean of 1.2 men and 1.2 women actors for general or heterosexual DVDs [45], and 2.5 actors for general or heterosexual internet videos [20]. Gay male studies found a mean of 2.7 men and 0.4 women for DVDs [45], and a mean of 2.4 actors (gender unspecified) for internet videos [47].

Three studies specifically examined a specific group sexual act, double penetration (DP). In their study of DVDs, Sun et al [44] found the highest prevalence of vaginal-anal DP (20% of male-directed scenes, 10% female-directed), while 3% of male-directed scenes and 0% female-directed scenes involved anal DP. In their DVD study, Bridges et al [17] found vaginal-anal DP in 18% of scenes and anal DP in 2% of scenes. Only one internet study [51] examined this act, finding DP in 22% feminist videos, 8% queer feminist videos, 21% “for women” videos, and 17% of mainstream videos.

**Bondage and Domination**

Bondage, domination, and sadomasochism (BDSM) behaviors were examined by 13 studies. Two studies found BDSM in 10% of gay male internet videos [47], 18% queer feminist scenes [51], and 3% mainstream scenes [51].

Domination was specifically examined by 6 studies. Cowan et al [36] found a general dominance theme occurred in 28% of VHS scenes, and noted that among the scenes characterized by themes of dominance, 78% involved the man in a dominant role and 22% involved women in this role (of these, 37% were women dominating women). Another VHS study found dominance in 14% of sex scenes, with men and women in the dominant role about equally as often (43% depicted dominant men, 45% dominant women, 12% depicted both men and women jointly dominating others) [35]. Another VHS study found 19% of scenes involved dominance, of which 74% had a man in the dominant position while 33% had a woman in this position [43]. A final VHS study found that 39% of vignettes, a male actor ordered a female actor to perform in a certain way [42]. No studies examined dominance in DVD samples.

In all, 3 studies examined dominance in internet videos, with Klaassen et al [27] finding that 56% of scenes involved a dominant individual, with 39% involving a dominant man and 13% involving a dominant woman. Vannier et al [49] found that in 24% of videos, the male actor had control of the pace and direction of the sexual encounter, while 10% had the woman in control and 66% had shared control. Gorman et al [20] found a male dominance theme in 33% of internet videos (dominance by a woman was not presented in the article). Finally, Fritz and Paul [51] found that male actors instructed the action or behavior of a partner in 25% feminist videos, 19% “for women” videos, and 46% mainstream videos. Comparatively, female actors instructed or directed others in 18% feminist videos, 26% “for women” videos and 33% mainstream videos.

Overall, 5 studies specifically examined submissive behaviors. Palys [35] found that in VHS sex scenes depicting domination, 38% depicted men were in the submissive role, 58% depicted submissive women, and 5% involved men and women jointly dominated by others. Cowan et al [36] found submission in 14% of VHS sex scenes. Another study [49] found that when videos depicted nonegalitarian relations (19% total scenes), 27% involved a man in the submissive position while 78% depicted a woman in this position. An internet study [27] found that 43% of videos involved a submissive female actor, compared with 10% depicting a submissive male actor, while another found that in 47% of videos when at least 2 actors were present, a woman was in a submissive role (results were not provided for prevalence of male submission) [20].

Bondage was examined by 8 studies. Studies of video cassettes indicated bondage was infrequent, present in 2% to 3% [36,40,43] of VHS sex scenes, or 38% of sexually aggressive scenes [35]. Cowan et al [36] also found that only 4 out of 14 bondage scenes depicted a bound man (29%); noting that when men were bound, the tone was typically playful and reciprocal, whereas when women were bound the tone was generally aggressive. In a study of VHS and DVDs, McKee [21] found no instances of bondage, although this was only coded if nonconsensual. Sun et al [44] found that in a sample of DVDs, bondage was seen in 5% of male-directed versus 15% of female-directed scenes, while another DVD study found bondage in 7% of scenes [17]. One internet study [48] found 3% of videos depicted bondage, while another [27] found 0% of internet scenes had men being bound or confined while 1% depicted women in this situation.

**Paraphilias**

Paraphilias of bestiality, incest, and child pornography were examined, although no studies specifically examined these genres. In all, 3 studies examined bestiality, finding no instances in their samples of video cassettes [38] and DVDs [17,42]. One DVD study reported no instances of pedophilic acts in their sample [17,42]. A total of 4 studies examined incest, prevalent in 0% to 3% of scenes [35,36,39,40].

**Orgasms**

Several studies provided information about male orgasms or ejaculation, although the focus differed by study. A study of VHS found visible ejaculation in 61% [38] of sex scenes. Vannier et al [49] found that 55% to 58% of Web-based heterosexual videos depicted visible ejaculation, whereas Downing et al [47] found that 47% of Web-based gay male videos depicted any ejaculation.

Some studies specifically identified ejaculation on the face or in the mouth. One DVD study [41] found that in 30% DVD sex scenes, men ejaculated onto a woman’s face or into her mouth. In all, 5 studies specified ejaculation onto the face of a partner. Studies of general or heterosexual DVDs found estimates ranging from 0% to 5% scenes [17,44], a mean of 4.3 instances per DVD film [46]. Gorman et al [20] found that 45% of Web-based videos depicted ejaculation on the face of a woman by a man. Meanwhile, studies of gay male pornography found a mean of <1% instances of ejaculation on the face of a partner in DVD films [46], or 9% of internet videos [47]. Overall, 3
studies specifically examined ejaculation on or in the mouth of a partner. Studies of general or heterosexual DVDs and videos found this in 48% to 62% of sex scenes [17,44]; meanwhile, Downing et al [47] found this in 8% of gay male internet videos. A total of 5 studies provided details on female orgasms. Brosius et al [41] noted that less than 1% of women clearly experienced an orgasm in VHS pornography. Prince [38] found that 15% of scenes featured a female orgasm, compared with 61% featuring visible male ejaculation. In video and DVD, a male actor had an orgasm 80% of scenes, compared with 15% for female actors [21]. Similarly, in internet pornography, Klaassen and Peter [27] found that 76% of sex scenes depicted a man having an orgasm, compared with 17% of sex scenes depicting female orgasms. Fritz and Paul [51] found female orgasms in 20% feminist videos, 10% “for women” videos and 15% mainstream videos. Comparatively, they found male orgasms in 53% feminist videos, 63% “for women” videos and 61% mainstream videos.

Condom Use
In all, 6 studies explicitly examined condom use in pornography. For heterosexual pornography, condom use was typically rare. Studies of DVDs found condom use in of 5% to 11% [17,44,45] of sex scenes. In internet samples, 2 studies found condom use in 2% of videos [20,49].

Studies specifically studying gay male pornography had higher rate of condom use than heterosexual pornography. For anal intercourse, condom use was found in 78% of DVD sex scenes [45], while another study found anal intercourse with a condom in 34% of Web-based videos [47]. Only 1 study [47] examined condom use during oral sex between men, finding that nearly 100% was unprotected.

Aggression and Violence
Several studies examined aggression and violence. Of note, only 1 study [35] intentionally included a subsample of violent pornography to form their total sample. Although many studies present summary variables of both verbal and physical violence, for the purpose of data synthesis, violence is broken down by types of behavior and gender of perpetrator and recipient, when presented. This aims to avoid problems associated with heterogeneity of definitions and behaviors included in these summary statistics. For example, some studies specifically exclude aggressive behaviors which appear to be consensual [21], whereas others purposefully included behaviors regardless of the presence of consent (eg, Garcia and Milano [37]). Most did not specify whether consent was included in their definition. Violent behaviors identified by Monk-Turner and Purcell [42] and Yang and Linz [39] are not presented here as these studies only presented summary statistics. Data are presented graphically in Figure 4.
Figure 4. Percentage of samples depicting key violent behaviors, by medium of pornography (VHS, DVD, or internet-based video). Notes: Results are only presented in this graph if the study presented results by percentage of scenes or videos (i.e., studies that presented results by time, mean, character excluded from graph). Only results for specific acts are presented, not for summary variables, due to heterogeneity of these categories. Downing et al’s study is presented here as no other gay male/queer studies examined violent behaviors. Palys’s (1986) study is not presented here as it purposefully oversampled violent pornography, skewing data. VHS: video home system.

Name Calling and Insulting
A total of 6 studies examined name calling and insulting. Name calling was demonstrated by 6% to 9% of actors [36] and presented toward women in 15% [42] of vignettes in VHS studies. McKee’s [21] VHS and DVD study identified no instances of nonconsensual name calling. DVD studies found name calling in 49% to 51% of scenes [17,44]. Name calling was found in 7% of internet videos [20].

Hair Pulling
In all, 4 studies examined hair pulling. In VHS, Cowan and Campbell [36] found that 3% of actors engaged in hair pulling. Two studies examined DVDs; with hair pulling depicted in 31% to 37% of scenes [17,44]. The only internet study [27] found...
that 1% of sex scenes involved men having their hair pulled, while 3% involved this for women.

**Spanking, Hitting, and Kicking**

Spanking was specifically examined by 7 studies. One VHS study found that spanking occurred in 33% of sexually aggressive scenes [35]. McKee’s [21] VHS and DVD study identified no instances of nonconsensual spanking. DVD studies found spanking in 71% to 75% scenes [17,44]. Studies of internet pornography had more heterogeneous results. Estimates within general or heterosexual pornography ranged from 5% to 28% [48,49] of videos, while one study found that 27% of sex scenes had women being spanked compared with 1% having men being spanked [27]. Downing et al [47] found spanking in 16% of gay male videos.

In all, 4 studies examined open-handed slapping. McKee’s [21] VHS and DVD study identified no instances of nonconsensual slapping. DVD studies found slapping in 34% to 48% of scenes [17,44]. Klaassen and Peter [27] indicated that, in internet videos, 1% of videos involved men being slapped and 4% of videos involved women being slapped.

Punching and kicking were also examined. Overall, 2 studies combined punching and kicking into one variable, with Barron and Kimmel [43] finding this occurred in <1% of VHS scenes, and Palys [35] finding punching or kicking in 24% of aggressive VHS scenes. The 2 studies that specifically examined punching did not find any occurrences in either sample (DVD or internet) [17,27]. In all, 3 studies specifically examined kicking; findings for videos and DVDs ranged from 0% to 2% of scenes [17,44] and, for internet pornography, 0% of videos [27].

**Choking and Gagging**

A total of 3 studies examined gagging. Of these studies, 2 examined DVDs, finding gagging in 54% to 59% of scenes [17,44]. The remaining study examined internet videos, finding gagging of women occurred in 19% of sex scenes, while gagging of men occurred in 3% of scenes [27].

In all, 4 studies examined choking. Within a VHS sample, Barron and Kimmel [43] found choking occurred in <1% of scenes. Two studies examined DVDs, finding gagging in 21% to 28% of scenes [17,44]. Klaassen and Peter [27] found that, for internet videos, 0% of scenes involved men being choked while 1% involved women being choked.

**Torture and Murder**

Among 4 studies which examined torture, the oldest study found torture in 2% of aggression scenes [35], and other studies found torture in 0% to 1% of their sample [17,27,42,43]. A total of 5 studies examined attempted or actual murder. For VHS, frequencies ranged from 0% to 3% of scenes [42,43], to 5% [38] of violent acts and 16% of aggression scenes [35]. Other estimates include 0% of DVD scenes [17] and 0% to 1% of internet videos [27].

**Rape**

The role of consent was examined across several studies. To simplify data synthesis, instances of rape are categorized in accordance with definitions provided by the authors of the studies in the sample. Although not specifically defined by the authors as “rape,” estimates by Garcia and Milano [37] and McKee [21] are included in this category due to descriptors including “force” and “nonconsensual” sexual relations. Coercive behaviors are not synthesized due to differences in definitions and conceptual overlap across studies [35-37,39,46].

A total of 10 studies examined rape. Most VHS and DVD studies found rape to be uncommon; depicted in 0% to 8% of scenes [17,21,36,39,40,42] or 0.17 instances per film [37]. However, 1 VHS study, which oversampled violent films, found rape in 31% of sexually violent scenes [35]. Cowan et al [36] found that rape occurred in 51% of videos within their sample, and Garcia and Milano [37] found rape in 20% of videos in their sample. One internet study found that “explicit rape” (not defined) occurred in <1% of teen videos [48] while another internet study found rape in 6% scenes [27].

When studies explored rape by gender, most studies found that perpetrators of rape were typically men while victims were typically women. Specifically, Cowan et al [36] found that 90% of VHS instances involving a man raping a woman, while there were 3 instances (<1% scenes) of homosexual rapes (gender unspecified). Another study found that within sexually violent VHS scenes, 29% to 42% involved individual or group heterosexual rape, 3% to 10% involved female homosexual rape and 0% to 3% involved male homosexual rape [39]. Garcia and Milano [37] found 0.2 instances per film of men forcing women into sexual acts, 0.1 instances of female perpetrators and male victims, no instances of male perpetrators with male victims, and 0.1 instances of female perpetrators and female victims. McKee’s [21] VHS and DVD study found that among the 1.2% scenes involving rape, there were 5 instances of men forcing women, 2 instances of women forcing men, and one instance of a man and a woman forcing another woman. The only internet study which examined rape by gender found that instances of rape occurred equally for male and female actors [27].

**Discussion**

**Principal Findings**

The aim of this study was to systematically review quantitative content analyses of video pornography. The 23 studies reviewed indicate that the pornography in these samples is diverse in terms of behaviors and themes; it is therefore impossible to make definite statements about the content of pornography in general. However, certain trends were noticed when synthesizing these samples.

First, the most common sexual behaviors observed in these are those that some argue to be mainstream, normative or nondeviant in Western culture. For example, in heterosexual pornography, the most common behaviors were fellatio and vaginal intercourse, whereas in in gay male pornography, the most common behaviors were fellatio and anal intercourse. Kissing and cunnilingus were also common (but not universally depicted) in heterosexual pornography, although estimates varied significantly by study. This content is most likely reflecting current sexual norms.

Of note, heterosexual anal intercourse was related exclusively in the sample, depicted in 15% to 32% of Web-based videos.
and up to half of DVD sex scenes, depending on the sample. A pattern was observed indicating the depiction of heterosexual anal intercourse may have increased since the mid-1980s and the early 1990s, but it has not necessarily increased since the 2000s or with the internet age of pornography. Meta-analytic evidence indicates significant increases in reports of anal intercourse prevalence since the 1970s in some populations [52]. This may be due to lessening of social stigma around anal intercourse [52] but may also be related to the depiction and normalization of anal intercourse in pornography [53]. While heterosexual anal intercourse is enjoyable for many people, for some it is unpleasant and painful; although not studied in this review, it is presumed that pornography does not often show negotiations of consent or preparations for safe anal intercourse.

Paraphilias were very rarely observed in the sample. Bestiality and sexual acts depicting children were not observed in any of the samples. This suggests that these types of acts are very rarely found in general pornography samples, unless specifically searching for this content. While this content is known to be available Web-based, access may require use of the “dark web” or “deep web,” parts of the internet not accessible via standard search engines. It is unlikely that people who view easily accessible, free samples (such as those generally included in the content analysis literature) are going to stumble across such content. Regardless, people have reported being exposed to this content; for example, in one study, 18% to 32% of young people reported ever being exposed to child pornography, and 9% to 15% reported ever being exposed to bestiality. However, the number of times participants had seen such images in their lifetime was very low on average, indicating they may have been accidentally exposed [54]. Interestingly, incest was more common than the other paraphilias in the sample, found in three-quarters of the studies which examined it. According to pornography websites, family role play or “faux-cest” videos (note that pornography actors are typically unrelated) increased in popularity between 2014 and 2015, particularly in certain US states [55]. However, Pornhub data indicate that “incest” is not among the most popular search terms, but “step mom,” “mom,” and “step sister” were among the top 20 search terms of 2016 [56]. The implications of this are worth examining in future research.

The results of this study support the public health concern that condoms are rarely depicted in pornography, implying that some actors are at risk of sexually transmitted infection [57]. Condoms were nearly absent in heterosexual samples, and present more frequently in gay or male pornography. Of concern, research has demonstrated that seeing condomless sex in pornography is associated with higher incidence of condomless sex among both populations of heterosexual men [13,58] and men who have sex with men [7]. Although pornography producers have reported concerns that viewers do not wish to see condoms in pornography and are concerned about condoms making sex painful for actors [59], research suggests that most heterosexual men and men who have sex with men are supportive of condom use in pornography [60]. Further research is needed to determine whether such measures would result in meaningful changes in real-life behavior, with considerations of other factors such as perceptions of peers’ use of condoms [61].

Contrary to concerns cited by many commentators [19,62], some types of aggression and violence appear to be more common in older forms of pornography compared with the internet pornography. Explicit acts of violence, including rape, appear to be rare in internet mainstream pornography based on the available data. Most studies found that forms of violence such as punching, kicking, torture or murder were only observed a handful of times in the pornography they sampled. However, it is important to note that certain authors (eg, Palys [35]) were able to seek out violent genres of pornography, suggesting that more violent pornography is readily accessible. One study not included in this review demonstrated that it is easy to access internet rape videos if specifically searching for such content [63].

Other forms of aggression appear to be reasonably common, although there was significant variability across estimations. An interesting pattern was observed with spanking, with it not being studied in any VHS studies, being common in 2 DVD studies (ie, Sun et al [44] and Bridges et al [17], who both found spanking in the majority of popular DVDs), while internet studies found spanking in up to a third of content. This pattern suggests that spanking is fairly normalized in mainstream content, although it is difficult to interpret whether spanking is becoming more or less common. Regardless of the nature and frequency of these behaviors, a clear pattern emerged indicating that in general or heterosexual pornography, when aggression and violence occurs, it is more commonly directed toward women, by men. This pattern has also been observed across several studies which used summary measures of violence, which could not be synthesized in this review [17,20,42,44,50]. Other gender inequalities were observed in studies of heterosexual pornography. Orgasm inequalities were universally observed across the literature, with many scenes involving visible male ejaculation and female orgasms rarely depicted (even if they appeared to be fake). Cunnilingus was less common than fellatio, suggesting a pleasure divide. Most dominant actors were men and most submissive actors were women. This suggests that pornography may contribute toward the heterosexual stereotypes that men should dominate or lead sexual activity, that women should be willing to engage in whichever acts are desired by the man, and that both men and women will find such roles normal and enjoyable. Although not able to be systematically reviewed due to differences in definitions and paucity in the literature, studies also noted that unequal power dynamics were fairly common the samples. For example, Monk-Turner and Purcell [42] found that 19% of VHS vignettes involved marked status inequalities based on age, role or occupation in a manner that favors the man. An internet study found that men were more likely to be depicted as having sex for their own pleasure and enjoyment than were women (94 vs 85% of Web-based video scenes) [27]. More studies are needed to explore these dynamics systematically. Further, acts that have been argued to be degrading or demeaning [64] were not uncommon. Ejaculation onto a woman’s face or into her mouth was often observed. Ass to mouth penetration was observed in around a third of DVD studies that examined this behavior.
Context of Findings

The varied prevalence of violence and degrading acts in this sample is at least partially influenced by different definitions of violence. The role of consent, which was not systematically studied in this review, is somewhat controversial in the literature. For example, McKee [21] only counted aggressive acts if they appeared to be consensual, arguing that as acts are consensual acts if they do not intend to do another person harm, and the recipient is not motivated to avoid such acts. A distinction is drawn between explicit consent versus coercion happening another participant into submission [21]. However, Bridges [17] argues that representations of consensual aggressive acts may lead viewers to engage in such acts in a real life, nonconsensual manner. Further, Dines [65] argues that pornography may “hijack” a viewer’s sexuality. Despite claims perpetuated by the industry that female actors experience pleasure when participating in a range of sexual acts, the representation of pleasure in pornography can be both complex and ambiguous [22]. Debates about the agency versus exploitation of actors make interpreting these images difficult for audiences and researchers alike [66]. This is important when interpreting findings of content analysis studies to support hypotheses about the impacts of mainstream pornography.

These findings can be considered within the context that pornography viewers are not necessarily passive consumers; opinions of pornography range from extremely negative to extremely positive [4,12,54]. Viewers generally set standards about what they find appropriate or objectionable and likely expose themselves to media that is congruent with their values [67]. For example, it is unlikely that someone opposed to violence against women will purposefully seek out pornography depicting such acts. Regardless, it is possible that some viewers may unintentionally be exposed to and internalize the messages described below, and pornography may subtly shift ideas about which sexual acts are normal, pleasurable, and what their partners expect and desire.

Many viewers are critical consumers of pornography and distinguish between pornography and real-life behaviors. However, other studies have acknowledged that some young people do not demonstrate such critical awareness. For example, one qualitative study [12] of young men identified that many young men have seen pornography depicting violence, even if they did not deliberately seek it out. These viewers may continue watching these videos if they perceive the recipient of the violence is consenting. However, these participants perceived extreme acts of violence and degradation to be normal in this media, speaking about them with detachment and acceptance. The study’s authors argued that pornography potentially reinforcing these viewers’ understandings of masculine and feminine sexual roles [12].

Limitations

This systematic review only synthesizes a small portion of available pornography. In total, the content analyses in our sample analyzed over 8000 scenes and over 5000 videos. It is difficult to estimate how much pornography is available, although it is estimated that 4% to 15% of internet use involves pornography [68]. The types of pornography analyzed in the studies do not necessarily reflect the types of pornography consumed by viewers. Studies that purposefully sampled more “popular” videos may thereby be more relevant than those that did not, particularly for viewers who purposefully seek out certain videos instead of using random searching to find pornography to watch.

Although most studies in the sample were of moderate to high quality, differences in definitions and methodologies across studies made synthesis challenging. Few details were provided regarding coder characteristics and many studies did not use best practice estimates of interrater reliability [31]. Several studies, particularly older studies, used nonrandom sampling or studied very limited populations. This is understandable as collecting a random sample of VHS pornography would have been very difficult at this time. Sampling methodologies will continue to be a challenge in the future if trends in pornography use and mediums change. Without clear estimates about the number of pornographic videos available, or one source of all videos, it will be impossible to ever obtain a true random sample of internet pornography.

Some studies reported much higher estimates of certain behaviors than others. For example, 2 DVD studies by Bridges et al [17] and Sun et al [44] reported much higher estimations of violent and aggressive behaviors than other DVD studies, or internet-based studies. Further, one study reported a very high prevalence of rape in their sample of video cassettes due to oversampling violent videos [35]. This illustrates how different operationalizations and sampling methodologies can result in very high estimations of certain acts [22].

The authors acknowledge the limitations of this systematic review. It was difficult to identify all pornography content analyses, particularly as some older studies do not use this term. Although the bibliography search attempted to compensate for this, it is possible that the systematic search missed some studies. However, any articles not identified in the search would have been missed systematically [25]. Further, the authors created a custom risk of bias assessment tool due to no appropriate existing tool being identified. Although this tool was based on a pre-existing tool and adapted collaboratively by the authors, it has not been published.

Conclusions

The major implication of this study is that video-based pornography is diverse in its depiction of sexual behaviors and relationships. Owing to there being only being a small number of studies, and inconsistent methodologies, it is difficult to ascertain whether video-based pornography has substantially changed over time. The results tentatively suggest that heterosexual anal intercourse is more common in DVD and internet pornography compared with VHS pornography, several aggressive behaviors (name calling, spanking, hair pulling, gagging, choking, and slapping) are more common in DVD samples than internet and VHS samples, and rape is more common in VHS pornography than newer mediums.

This systematic review indicates that “normative” sexual behaviors are the most frequently depicted in pornography, while extreme violence is rare. Condom use was rare, although...
more commonly depicted in gay male pornography. More minor forms of aggression, such as spanking, were more common, and unequal sexual relations (eg, bondage and domination) were also common in general or heterosexual pornography. These behaviors were nearly ubiquitously directed toward women and men were usually depicted as dominant over women. This suggests that gender inequalities are common in pornography, which has implications for the development of healthy sexual relationships among pornography’s viewers. Higher quality research, including study replication and consistent methodologies between studies, is needed.
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Abstract

Background: Electronic health (eHealth) is a rapidly evolving field informed by multiple scientific disciplines. Because of this, the use of different terms and concepts to explain the same phenomena and lack of standardization in reporting interventions often leaves a gap that hinders knowledge accumulation. Interventions focused on self-management support of cardiovascular diseases through the use of remote monitoring technologies are a cross-disciplinary area potentially affected by this gap. A review of the underlying frameworks, models, and theories that have informed projects at this crossroad could advance future research and development efforts.

Objective: This research aimed to identify and compare underlying approaches that have informed interventions focused on self-management support of cardiovascular diseases through the use of remote monitoring technologies. The objective was to achieve an understanding of the distinct approaches by highlighting common or conflicting principles, guidelines, and methods.

Methods: The metaethnography approach was used to review and synthesize researchers’ reports on how they applied frameworks, models, and theories in their projects. Literature was systematically searched in 7 databases: Scopus, Web of Science, EMBASE, CINAHL, PsycINFO, Association for Computing Machinery Digital Library, and Cochrane Library. Included studies were thoroughly read and coded to extract data for the synthesis. Studies were mainly related by the key ingredients of the underlying approaches they applied. The key ingredients were finally translated across studies and synthesized into thematic clusters.

Results: Of 1224 initial results, 17 articles were included. The articles described research and development of 10 different projects. Frameworks, models, and theories (n=43) applied by the projects were identified. Key ingredients (n=293) of the included articles were mapped to the following themes of eHealth development: (1) it is a participatory process; (2) it creates new infrastructures for improving health care, health, and well-being; (3) it is intertwined with implementation; (4) it integrates theory, evidence, and participatory approaches for persuasive design; (5) it requires continuous evaluation cycles; (6) it targets behavior change; (7) it targets technology adoption; and (8) it targets health-related outcomes.
Conclusions: The findings of this review support and exemplify the numerous possibilities in the use of frameworks, models, and theories to guide research and development of eHealth. Participatory, user-centered design, and integration with empirical evidence and theoretical modeling were widely identified principles in the literature. On the contrary, less attention has been given to the integration of implementation in the development process and supporting novel eHealth-based health care infrastructures. To better integrate theory and evidence, holistic approaches can combine patient-centered studies with consolidated knowledge from expert-based approaches.

Trial Registration: PROSPERO CRD42018104397; https://tinyurl.com/y8ajyajt

International Registered Report Identifier (IRRID): RR2-10.2196/13334

(J Med Internet Res 2020;22(5):e16157) doi:10.2196/16157
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Introduction

Holistic Electronic Health Research and Development

Electronic health (eHealth) is the use of technology to support health, well-being, and health care [1]. Research and development approaches in this field are derived from multiple disciplines such as computer, medical, behavioral, and design sciences [2]. Because of this, the use of different terms and concepts to explain the same phenomena [3] and the lack of standardization in reporting interventions [4] often leaves a gap that hinders accumulation of knowledge across the field.

A holistic approach—to recognize the importance of the whole and the interdependence of its parts [5]—to eHealth development could bridge this gap. In practice, this proposes that the interaction and reciprocal influence between contextual, technological, and human factors should be emphasized early and often during eHealth development and be informed by multidisciplinary perspectives [5,6].

Frameworks, Models, and Theories for Development and Design

Researchers and practitioners of eHealth are frequently engaged in iterative phases of development that entail various activities aimed at increasing the success of an intervention (eg, exploring user preferences or assessing usability). These approaches to development are often grounded in a wide and overwhelming variety of frameworks, models, theories, guidelines, or methods [2] that extend across and within scientific disciplines. For example, a recently published framework for development of digital behavior interventions in health care outlines a process of conceptualization, development, implementation, and promotion [7]. In terms of holistic approaches, guidelines have also been used for research and development of eHealth [5,6]. Similarly, some frameworks focus on specific aspects or outcomes such as the adoption, scalability, and sustainability of health care technologies [8]. System development approaches like these are characterized by key ingredients that inform or guide eHealth research, development, implementation, or evaluation. Key ingredients can be principles, guidelines, assumptions, constructs, quality criteria, or grounding themes and ideas.

However, eHealth development is not just about the system’s development but also the decision-making process of designing intervention content or features. To this end, system development approaches are often paired with models or theories that, through their own key ingredients, describe knowledge or phenomena or propose predicted relations of constructs. Such theoretical models can be used to understand what mechanism of the intervention works best for whom, instead of evaluating the intervention as a whole (ie, as in traditional effectiveness trials). Key ingredients from theoretical models often relate to behavior change, technology adoption, or the improvement of health [9,10]. While behavior change and improvement of health are typical ingredients of face-to-face interventions, technology adoption is seen as an important outcome of eHealth implementation (because the mode of delivery is often unfamiliar to the user and continued use must be promoted). For example, the persuasive systems design model proposes means for selecting persuasive technology features (ie, promoting adoption) that work best to help users reach their own personal goals (eg, change behavior or improve health) [11]. Considering this type of knowledge, it is plausible that analyzing the use of frameworks, models, or theories applied to system development or intervention design could be a way to understand the potential of eHealth applications to complex health care issues. This focus could enable an understanding of how different approaches can interplay to increase the impact and uptake of health care technology.

Case Study: Supporting Self-Management of Cardiovascular Diseases Through Remote Monitoring Technologies

The integration of self-management support for cardiovascular diseases (CVDs) in technology-based interventions is a case study of interest because it is a contemporary phenomenon, with boundaries not yet clearly evident, in need of answers to questions of how (ie, how does it work?) and why (ie, why does it work?) [12]. In general, CVDs constitute an alarming worldwide health care challenge [13,14] where the provision of remote self-management support is proposed to lessen their burden [15]. Because of the dynamic and continuous (daily) nature of self-management [15,16], monitoring technologies such as internet-enabled blood pressure monitors and weight scales have arguably become a prerequisite of remote care interventions. This approach can also go beyond simply...
monitoring by integrating mobile apps or wearables that provide coaching on self-management [17].

The potential of technology-supported remote care relies on real-time monitoring by health care teams, which could facilitate the early detection of symptom deterioration and provision of personalized and timely feedback [15] and also create a feeling of safety for patients who know they are being monitored [18]. Accumulated evidence backs up this potential, as meta-reviews have shown that technology-supported interventions can be at least as effective as usual care in the promotion of self-management for chronic conditions [19,20].

The complexity of CVD self-management as a health care problem and the required adaptability of the proposed technological solutions [21] naturally cause research in this area to be spread across literature from medical, behavioral, and other disciplines. For example, the expert assessment and recommended treatment of a health care provider (medical science) must be translated into motivational prompts or messages that promote adherence to a desired behavior (behavioral science) and delivered in a salient and understandable way to the patient (human-technology interaction science). Thus, the multidisciplinary gap that characterizes eHealth could also be present in the case of CVD applications.

By and large, it can be recognized that much is generally known about eHealth development processes, based on the many examples that exist, and that research in self-management and CVD is at least equally extensive. Frameworks, models, and theories can be valuable sources of knowledge but are numerous and difficult to compare. Therefore, what is lacking at this point is an analysis that relates the knowledge across different disciplines, the variety of development approaches, and their operationalization in specific settings such as eHealth applications to self-management of CVD.

**Aim and Focus**

The aim of this review was to identify and compare the underlying approaches that have contributed to the research and development of interventions focused on self-management support of CVDs through the use of remote monitoring technologies. The focus was on frameworks, models, and theories and the reported operationalization of their key ingredients in published studies. The review aimed to create a synthesis that highlighted common (or conflicting) principles, guidelines, and methods to create an understanding of the distinct approaches that have been used for the case at hand.

The review seeks to answer the following research questions. First, what frameworks, models, or theories have been used to develop, implement, or evaluate interventions to support self-management of patients with CVD through the use of remote monitoring technologies? Second, what are the key ingredients of these frameworks, models, or theories that inform or guide the system’s (1) development, implementation, or evaluation; (2) content design to promote behavior change and technology adoption; and (3) proposed effects in terms of health-related outcomes? Third, to what extent do the key ingredients of these frameworks, models, or theories fit with the principles of the holistic research and development approach of eHealth [5,6]?

**Selecting Metaethnography**

The review was based on metaethnography, a qualitative evidence synthesis method originally developed by Noblit and Hare [22]. Metaethnography is an interpretive approach that seeks to generate a new understanding of a topic. In practice, it involves open coding and constant comparison of key metaphors, which can be phrases, ideas, concepts, perspectives, organizers, or themes identified across the reviewed studies [22]. Metaethnography was selected by following guidelines on choosing qualitative evidence synthesis methods [23]. Mainly, metaethnography was preferred because it aims for an interpretive examination of themes, relationships, and contradictions in the literature, while preserving the social and theoretical contexts of the original findings [24-27]. Additionally, metaethnography fits perfectly with the study aims because it explicitly compares and analyzes texts with the intention to build a holistic interpretation [22]. The aims and methods of the review were described in more detail in a protocol that was preregistered [CRD42018104397] and published [28], complying with best-practice recommendations [24].

**Methods**

**Review Phases**

Figure 1 visualizes the phases and key output of this review in relation to the research questions. Phase 1 generated the published protocol [28]. Phases 2 and 3 sought to answer the first research question regarding the identification of frameworks, models, and theories [28]. Phases 4 to 6 operationalized an answer to the second and third research questions through an interpretive characterization of the key ingredients of frameworks, models, and theories [28]. This paper adheres to the recently developed Meta-Ethnography Reporting Guidance (eMERGe) [27].
Search Strategy

A comprehensive search was conducted to find published studies (articles) of interest [28]. The search consisted of a systematic database search. Seven databases were used: Scopus, Web of Science, EMBASE, CINAHL, PsycINFO, Association for Computing Machinery Digital Library, and Cochrane Library. The databases were chosen based on their coverage of various fields of science related to eHealth. Multiple key terms were used as part of a highly structured query consisting of four sets aiming for results about frameworks, models, and theories (set 1), eHealth interventions (set 2), self-management (set 3), and cardiovascular diseases (set 4) [28]. The database search was conducted by the main reviewer (RRCM). The search results were uploaded to EndNote X8 (Clarivate Analytics), and duplicates were eliminated.

Study Selection

The selection was performed using the Covidence Web-based software platform (Veritas Health Innovation Ltd). Records were screened by two reviewers, first by title and abstract, and then by full text. The main reviewer conducted the screening throughout all stages. A co-reviewer (RAA) screened at least 15% of the records at each stage and also those tagged as maybe in Covidence by the main reviewer. While 100% dual review would be ideal [29], the approach taken strived for a balance between thoroughness and speed, which is a common strategy for systematic reviews [30] (for full details about study selection see the protocol [28]). Discrepancies between reviewers were discussed and resolved at every stage. Multimedia Appendix 1 presents the selection criteria.

Reading Studies and Extracting Data

The included articles were uploaded to the qualitative software package ATLAS.ti version 8 (ATLAS.ti Scientific Software Development GmbH). Their content was coded according to the elements of a highly detailed data extraction form created to fit the scope of this review (see Multimedia Appendix 1). The data extraction form was based on the Consolidated Standards of Reporting Trials of Electronic and Mobile Health Applications and Online Telehealth (CONSORT-EHEALTH) checklist v.1.6 [31,32]. The form was piloted and iteratively refined throughout all phases. All coded data were also translated to a single form per study. The main reviewer iteratively read, coded, and updated all of the data extraction output based on input from three co-reviewers (RAA, JW, and JGP). The main reviewer also appraised the quality of studies using items from the Critical Appraisal Skills Program’s checklists. These checklists were employed because they are a suggested and frequently used tool for metaethnographies [25,26,33-38]. Quality appraisal is not a strict requirement for metaethnography because the richness and relevance of the content is more important [36], but it is considered good practice and was used to get further familiarized with the studies [26].

Determining How Studies Are Related

The relation of studies was performed at three levels with the aim to provide a deep analysis of the data and its context. At the first level, the frameworks, models, theories, and their key
ingredients were compared in tabular form, along with their definitions and occurrence in studies. Additionally, conceptual networks were created in ATLAS.ti using key metaphors as nodes to visualize and explore potential relations (see example in Multimedia Appendix 2).

At the second level, the characteristics of included studies and their overarching projects were compared in tabular form. Moreover, the general context of the underlying approaches was compared. To do this, a matrix was created to visualize the perceived level of clarity and extent of the extracted data [28].

The third level focused on the sources of the underlying approaches identified or cited in included studies (eg, the cited reference of a framework applied in a study). This approach used an explorative bibliometric analysis to assess the multidisciplinary range of such literature and investigate any potential relationships or trends. The references were snowballed and accompanied with co-citation analysis and topic modeling [39-41]. Snowballing can be an alternative to traditional systematic review methods used to identify literature pertaining to a topic of interest by scanning reference lists of studies [42].

Translating Studies

Key metaphors were systematically translated across studies in order to arrive at concepts that embodied more than one study [43]. The translation in a metaethnography is idiomatic (translating the meaning of the text) rather than literal (word for word), and it must take into account the context of the study [22,43]. This stage is characterized by two types of translation: reciprocal and refutational. Reciprocal translations aim to identify or generate metaphors that can better enable holistic accounts of phenomena [22]. On the other hand, refutational translations aim to give explicit attention to incongruities and inconsistencies in the data [43].

To avoid missing valuable insights, the review collected two types of metaphors distinguished by their source. Primary key metaphors were the key ingredients of frameworks, models, or theories operationalized by the authors of a study. Secondary key metaphors were remarkable phrases, concepts, ideas or perspectives by the authors of a study but not apparently derived from a structured underlying approach. Moreover, to assist the translation process it was decided to use the principles of the Center for eHealth Research (CeHReS) roadmap [5,6]. The roadmap is a guideline for holistic eHealth development that is itself based on a review of multiple frameworks and grounded in the integration of persuasive technology design [11], human-centered design, and business modeling [6]. It proposes five principles: (1) eHealth development is a participatory development process; (2) eHealth development creates new infrastructures for improving health care, health, and well-being; (3) eHealth development is intertwined with implementation; (4) eHealth development is coupled with persuasive design; and (5) eHealth development requires continuous evaluation cycles. The roadmap was only used to confront what has been done in the literature with an initial assumption of principles for a holistic approach. This step was operationalized by collectively characterizing both types of metaphors under one or several principles. This process created five clusters, each representing a principle. In the same manner, metaphors were also characterized to clusters of behavior change, technology adoption, or health-related outcomes if they were identified as potential enablers of intervention effectiveness. Clustering the metaphors allowed reviewers to deal with a smaller amount of metaphors at a time so idiomatic translations were performed under each cluster.

Synthesis Process

The relation and translation of studies as well as the synthesis process are considered complex analytical and highly overlapping phases of a metaethnography without a one-size-fits-all recipe [43]. To clarify the resulting approach of this review, Multimedia Appendix 2 includes an overview of the activities undertaken in phases 4 to 6 (see Figure 1). From the interpretive findings of the previous phases, a textual line-of-argument synthesis was created. A line-of-argument synthesis is a new storyline or overarching explanation of a phenomenon [43] (the third type of relation after reciprocal and refutational analysis). The synthesis was structured by revising the assumed holistic principles and emphasizing the key metaphors that extended over several themes. Each key metaphor could either contribute to the understanding of specific approaches, highlight important relations across multidisciplinary literature, or even suggest new knowledge derived from integrating unrelated approaches.

Results

Selected Studies

The initial search resulted in 1224 eligible records after removing duplicates. During the title and abstract screening, 1122 records were excluded; 85 more articles were excluded during full-text screening. Of articles excluded by full-text, 41% (35/85) had no relevant content for the synthesis (eg, no apparent framework applied), 40% (34/85) described an intervention that was out of scope (eg, not focused on self-management), and 19% (16/85) had an irrelevant target population or context (eg, not focused on CVD). Multimedia Appendix 3 lists all articles excluded by full-text. In the end, 17 articles were included for the review. Figure 2 summarizes the selection process via the Preferred Reporting Items for Systematic Review and Meta-Analyses (PRISMA) flowchart [44]. The keywords, search string, and any additional settings used for the database search are reported as preliminary results in the protocol of this review [28].
Study Characteristics

An overview of the characteristics of included articles can be found in Table 1 (see full table in Multimedia Appendix 4). The articles address 10 different overarching projects, identified as HeartMapp [45-47], Home and Online Management and Evaluation of Blood Pressure (HOME BP) [48-50], Seamless User-Centered Proactive Provision of Risk-Stratified Treatment for Heart Failure (SUPPORT HF) [51-53], PATHway [54,55], Congestive Heart Failure—Personalized Self-Management System (CHF PSMS) [56], MedFit [57], Smartphone Medication Adherence Stops Hypertension (SMASH) [58], Engage [59], MyHeart [60], and a mock-up [61] standalone study. The year of publication of the articles ranged from 2009 to 2018. The United Kingdom (n=7) and United States (n=5) were the most common affiliations of the authors. The most frequent journals in which the articles were published are the Journal of Medical Internet Research (3/17), BMC Medical Informatics and Decision Making (2/17), and Applied Nursing Research (2/17).

The articles were also divided across three target conditions: heart failure (9/17), hypertension (4/17), and CVDs in general (4/17).

Study design classification was done according to the Oxford Centre for Evidence-Based Medicine [62]. Analytic experimental studies are those in which the researcher manipulates the exposure, allocating subjects to the intervention or exposure group. Analytic observational studies are those in which the researcher simply measures the exposure or treatments of the groups without manipulating the exposure or allocation of subjects. Descriptive (qualitative) studies do not try to quantify the relationship but try to give a picture of what is happening in a population.

A total of 35% (6/17) of articles [46,48,49,52,54,60] focused on describing the development process of an intervention and often generally discussed results from more than one study. In these cases, classification by study design was not applicable. For the remaining articles, study design classification revealed
three types of study designs used for eHealth research: analytic observational [45,51,56,59,61], descriptive qualitative [47,50,53,55,57], and analytic experimental [58]. Multimedia Appendix 5 presents the quality appraisal of selected studies.

### Table 1. Characteristics of included articles.

<table>
<thead>
<tr>
<th>Project</th>
<th>Author; countrya; year</th>
<th>Journal</th>
<th>Target</th>
</tr>
</thead>
<tbody>
<tr>
<td>MyHeart</td>
<td>Villalba et al [60]; Spain; 2009</td>
<td>Conference publication; International Conference on eHealth, Telemedicine, and Social Medicine</td>
<td>HFb</td>
</tr>
<tr>
<td>SMASHF</td>
<td>McGillicuddy et al [58]; US; 2012</td>
<td>Conference publication; Wireless Health</td>
<td>HTNd</td>
</tr>
<tr>
<td>CHF PSMS⁶</td>
<td>Bartlett et al [56]; UK; 2014</td>
<td>BMC Medical Informatics and Decision Making</td>
<td>HF</td>
</tr>
<tr>
<td>SUPPORT HF²</td>
<td>Rahimi et al [51]; UK; 2015</td>
<td>European Heart Journal—Quality of Care and Clinical Outcomes</td>
<td>HF</td>
</tr>
<tr>
<td>SUPPORT HF</td>
<td>Trianthafyllidis et al [52]; UK; 2015</td>
<td>International Journal of Medical Informatics</td>
<td>HF</td>
</tr>
<tr>
<td>HOME BP⁷</td>
<td>Chanter et al [53]; UK; 2016</td>
<td>Digital Health</td>
<td>HF</td>
</tr>
<tr>
<td>HOME BP</td>
<td>Band et al [48]; UK; 2016</td>
<td>BMJ Open</td>
<td>HTN</td>
</tr>
<tr>
<td>HOME BP</td>
<td>Band et al [49]; UK; 2017</td>
<td>Implementation Science</td>
<td>HTN</td>
</tr>
<tr>
<td>HOME BP</td>
<td>Bradbury et al [50]; UK; 2017</td>
<td>BMC Medical Informatics and Decision Making</td>
<td>HTN</td>
</tr>
<tr>
<td>HeartMapp</td>
<td>Athilingam et al [45]; US; 2016</td>
<td>Applied Nursing Research</td>
<td>HF</td>
</tr>
<tr>
<td>HeartMapp</td>
<td>Athilingam et al [46]; US; 2018a</td>
<td>CIN: Computers, Informatics, Nursing</td>
<td>HF</td>
</tr>
<tr>
<td>HeartMapp</td>
<td>Athilingam et al [47]; US; 2018b</td>
<td>Applied Nursing Research</td>
<td>HF</td>
</tr>
<tr>
<td>MedFit app</td>
<td>Duff et al [57]; Ireland; 2018</td>
<td>JMIR Formative Research</td>
<td>CVDsb</td>
</tr>
<tr>
<td>no project</td>
<td>Back et al [61]; South Korea; 2018</td>
<td>JMIR Cardio</td>
<td>CVDs</td>
</tr>
<tr>
<td>PATHway</td>
<td>Walsh et al [54]; Ireland, Belgium, Italy, Greece; 2018a</td>
<td>Translational Behavioral Medicine</td>
<td>CVDs</td>
</tr>
<tr>
<td>PATHway</td>
<td>Walsh et al [55]; Ireland, Belgium; 2018b</td>
<td>Journal of Medical Internet Research</td>
<td>CVDs</td>
</tr>
</tbody>
</table>

aCountries are included according to the reported affiliations of the authors.
bHF: heart failure.
cSMASH: Smartphone Medication Adherence Stops Hypertension.
dHTN: hypertension.
eCHF PSMS: Congestive Heart Failure—Personalized Self-Management System.
fSUPPORT HF: Seamless User-Centered Proactive Provision of Risk-Stratified Treatment for Heart Failure.
gHOME BP: Home and Online Management and Evaluation of Blood Pressure.
hCVD: cardiovascular diseases (in general).

### Frameworks, Models, and Theories Applied to Research and Development

In total, 43 frameworks, models, or theories were identified as underlying approaches of the included studies.Textbox 1 and 2 present all of the identified approaches. Multimedia Appendix 6 includes the list of all key ingredients with their definitions per study. Multimedia Appendix 7 and 8 present the full relation between each underlying approach and the operationalized key ingredients by the included studies. In total, 27 different approaches were used to inform the system's development, implementation, or evaluation [52,58,63-92] (Textbox 1 and Multimedia Appendix 7). In contrast, 16 theoretical models were used to inform the system's content [50,93-113] (Textbox 2 and Multimedia Appendix 8).

Multimedia Appendix 7 shows that approaches to system development undertaken by the included studies often promote a participatory, user-centered approach—for example, the development and evaluation process for mHealth [71] or the person-based approach [81,82]. Several types of user-centered models were also identified [61,87,88,90]. Similarly, some frameworks were used to broaden the designer’s perspective. For example, the systems engineering initiative for patient safety 2.0 [85] and the patient work lens for consumer-facing health [80] "encouraged the design team to ‘think systems’ and ‘think bigger,” which in this case meant consideration of patients’ long-term goals, overall workload, and integration of self-care recommendations into daily life” [59]. Among some focused approaches were, for example, the business-oriented frameworks applied in the HeartMapp project [47].
### Textbox 1. Frameworks and models that informed the system’s development, implementation, or evaluation.

- 5E usability approach \[63\]
- Action research \[64,65\]
- Agile software development \[66\]
- Behavior change wheel/capability, opportunity, motivation, and behavior model \[68,69\]
- Business model canvas
- Business research method \[70\]
- Development and evaluation process for mHealth \[71\]
- Goal-directed design \[72\]
- Holistic patient interaction model \[73\]
- Intervention mapping \[74\]
- Iterative design model \[58\]
- Iterative refinement and patient participatory approach \[52\]
- Iterative software design process \[73\]
- Iterative software development \[75\]
- Medical Research Council’s guidance for developing and evaluating complex interventions \[76-78\]
- Multiphase optimization strategy \[79\]
- Patient work lens for consumer-facing health \[80\]
- Person-based approach \[81,82\]
- Practical guide to usability testing \[67\]
- Realistic evaluation framework \[83,84\]
- Startup owner’s manual \[86\]
- Systems engineering initiative for patient safety 2.0 \[85\]
- User-centered design (ad hoc) \[87,88\]
- User-centered design \[89\]
- User-centered design of consumer-facing health information technology \[90\]
- User-centered design (International Organization for Standardization 1999) \[91\]
- Usability framework \[92\]
Textbox 2. Theoretical models that informed the system’s content.

- Cognitive load theory [93]
- Cognitive theory of multimedia learning [94]
- Common sense model of self-regulation [95]
- Congratulate, ask, reassure, encourage approach [50]
- Control theory framework for personality—social, clinical, and health psychology [96]
- Domestication of technology theory [97,98]
- Information, motivation, behavioral skills model [99]
- Instructional design approach using a pedagogical agent [100]
- Multidimensional framework for patient and family engagement in health and health [113]
- Normalization process theory [101-103]
- Problem-based learning [104]
- Self-determination theory [105,106]
- Social cognitive theory [107-109]
- Social ecological model
- Technology acceptance model [110]
- Unified theory of acceptance and use of technology model [111,112]

Multimedia Appendix 8 shows the wide variety of theoretical models that were used to inform the system’s content in the included studies. For instance, social cognitive theory [107-109] was used to outline the behavioral perspective of three different projects. Additionally, some theories were used to understand the process of technology adoption as an outcome, such as the domestication of technology theory [97,98] or the normalization process theory [101-103]. Comparably, technology acceptance was also analyzed through the unified theory of acceptance and use of technology model [111,112] and the technology acceptance model [110].

In general, the integration of multidisciplinary frameworks was frequent in the included studies and their overarching projects. Multimedia Appendix 9 presents how the overarching projects of included studies and their underlying approaches were compared across several levels. Multimedia Appendix 7 and 8 make evident that the HeartMapp [45-47], HOME BP [48-50], SUPPORT HF [51-53], PATHway [54,55], CHF PSMS [56], MedFit [57], SMASH [58], and MyHeart [60] projects were all informed by a combination of approaches from different areas of science. In contrast, the Engage [59] project focused on macroergonomic sociotechnical frameworks while the mock-up [61] study concentrated on a user-centered design research process. However, comparability across projects was influenced by the clarity and extent of the reported data in the selected articles. Multimedia Appendix 10 exemplifies the differences in clarity across studies and projects, while the full comparative analysis can be observed in Multimedia Appendix 9.

The multidisciplinary-based approach was sometimes an explicit goal of researchers. For example, the MedFit study aimed to adopt a “multidisciplinary approach to development [...] drawing on theories from engineering, computer science, and health psychology” [57]. In this line, frameworks were sometimes used to inspire tailored approaches. The most remarkable case was the guidance from the Medical Research Council (MRC) for developing and evaluating complex interventions [76-78], which informed four projects and in general was cited repeatedly in the included studies (see also its relative importance identified in the bibliometric analysis in Multimedia Appendix 9). However, sometimes how a framework informed another one was not completely clear. For example, the iterative software design approach of the MyHeart project [60] was stated to be informed by goal-directed design [72] and user-centered design [91] principles, but this statement was not elaborated in the selected article. Another example is the iterative refinement and patient participatory approach of the SUPPORT HF project [52], which is informed by action research [64,65] and agile software development [66] frameworks. Although such approach is clearly described, its explicit relation to the underpinning frameworks is not explicitly established.

Key Ingredients That Inform or Guide Development, Content, or Outcomes

The key ingredients as presented in Multimedia Appendix 7 and 8 facilitate a more detailed comparison of how underlying approaches were used. Mainly, the approaches to system development contain key ingredients that mostly represent stages of development, implementation, or evaluation. The stage-based ingredients that focus on creating a fit between the user and the proposed solution (eg, through co-design and formative evaluation) are eHealth-specific frameworks [71,81,82], guidelines for (software) iterative evaluation [52,58,73], or user-centered design methods [87-91]. On the other hand, some stage-based key ingredients guided systematic exploration, selection, and integration of theory with empirical evidence (eg, establishing why or how the intervention works through theoretical modeling). These ingredients are instead derived from research and intervention-building frameworks from behavioral [74], medical [76-78], or sociological [83,84] areas.
of science. Other key ingredients did not represent stages of development but were constructs used to broaden the designers’ perspectives—for instance, to understand human-technology interaction [73], the patient’s work system [80,85] (ie, the workflow), ecosystem levels in health care [55], or key insights for business modeling [47]. The bibliometric analysis on the cited references of underlying approaches also observed a distinction between topics of intervention development, behavior change, and health care (see Multimedia Appendix 9).

In contrast, theoretical models provide key ingredients that were used to inform the content or outcomes of interventions. These ingredients could be psychological determinants [68,69,95,99,105-109] (eg, self-efficacy), mechanisms of action (self-monitoring [96]), or mediators (engagement [113]) for behavior change. Other key ingredients are about eHealth adoption, such as determinants of technology acceptance [110-112] (eg, ease of use) or processes and mediators of adoption [97,98,101-103] (eg, objectification).

In sum, the included studies highlighted participatory, user-centered, and iterative approaches with multiple perspectives about how to effectively influence the uptake of eHealth at several levels (eg, from individual cognition to the elements of a macroergonomic work system). Multimedia Appendix 6 shows how these ingredients and other insights (metaphors) of the included studies were compared and translated within and across studies. In the sections below, the included studies [45-61] (Multimedia Appendix 4) are mentioned by the first author’s name in the text, their underlying approaches (Textbox 1 and 2 and Multimedia Appendix 7 and 8) are named and referenced when applicable.

Behavior Change

The effectiveness of eHealth systems in the included studies in terms of behavior change was operationalized by their success in improving self-management behaviors. In this regard, the operationalization of key ingredients could be better understood through the sociotechnical perspective which broadly conceptualizes self-management as a complex biopsychosocial process, as proposed by the systems engineering initiative for patient safety 2.0 [85] and the patient work lens for consumer-facing health [80] model. Throughout the included studies, the proposed general solution was the provision of tailored, personalized, or timely support (Band et al [48]), grounded in the potential of eHealth to deliver behavior change techniques that can facilitate long-term sustained behavior change (Duff et al [57]). Key ingredients were mostly informed by psychological theories such as social cognitive theory, which highlights determinants like self-efficacy, outcome expectancy, individual goals, and perceived impediments and facilitators [107-109]. Likewise, information, motivation, behavioral skills, and social opportunity were also parameters used by the selected studies to facilitate behavior change, based on the behavior change wheel [68,69] or the information, motivation, behavioral skills model [99]. Behavior change was also proposed to be at play during the adoption of a technology according to the normalization process theory [101-103]—for example, to explain how patients or health care providers must integrate several behaviors into everyday life (interactional workability) or how patients must be able to adapt their self-care routines when required (reconfiguration). Finally, the review collected a long list of practical applications (translations of behavior change techniques into intervention components) that showcased the similarity of current approaches to support self-management through remote monitoring technologies. For example, a familiarization phase (Walsh et al [54]) with the technology was an approach used by several studies. The most common features of the technologies included assessment, self-monitoring, feedback (during activity and after performance), behavioral change support (eg, goal setting, promoting home exercising), and education (eg, on disease management).

Technology Adoption

The effectiveness of eHealth systems in the included studies in terms of promoting technology adoption during the implementation process was operationalized mainly by the aim to create a fit between the system and the self-management routines of the patients. Primarily, technology adoption was informed in the included studies by the recognition of a diversity of user experiences (Chantler et al [53]), and the predominant strategy to undertake user-centered design [87,89] to address this heterogeneity. Once again, the tailored, personalized, and timely support (Band et al [48]) was the main driver during operationalization. Specifically, the adaptation to the personal routines of patients (Villalba et al [60]) was identified as a common idea across the included literature. In addition, the inclusion of a bidirectional service model (as in Baek et al [61]) or blended care which entailed communication between health care providers and patients was also an important theme across the included studies. This was in part because the sense of connection to a support team that a system provides to a patient could act as a key motivator for the use of the technology (Chantler et al [53]). Guidelines for health care providers to offer patient-centered support within a remote care context were applied by one of the included studies (Bradbury et al [50]). Remarkably, two major challenges of technology adoption were also identified. First, the technology knowledge gap (literacy) between younger and older generations (discussed by Duff et al [57]). Second, the inertia of disengagement, which was proposed to be tackled by the establishment of design goals that promote rather than assume baseline levels of engagement (Srinivas et al [59]). Technology adoption could also be assessed at multiple levels—for example, through a user interaction model (applied by Villalba et al [60]) that investigates the explicit and implicit interaction between the user and the technology or in terms of a multidimensional usability framework (applied by Walsh et al [54]). Notably, technology adoption could be explored through models such as the domestication of technology theory [97,98], which describes the processes of acceptance, rejection, and use of technology by its users (applied in Chantler et al [53]). Likewise, the unified theory of acceptance and use of technology and the technology acceptance model were other models of adoption that offered determinants such as behavioral intention, performance and effort expectancy, experience, and price value [110-112]. Finally, the key insights for building a minimum viable product (eg, value propositions), derived from the business model...
canvas, were also interpreted as key ingredients to enable the desired adoption during implementation of the technology (Athilingam et al [47]).

Health-Related Outcomes

The paths to health improvement of the eHealth systems in the included studies were several. Overall, most of the listed ingredients could be categorized as engagement outcomes (eg, continued use and high usability), behavioral outcomes (eg, improved self-management), or health-related outcomes (eg, reducing admissions or increasing quality of life). In these terms, the operationalization of health-related outcomes in the selected studies focused notably on behavior change as the indirect path to increase health, an approach often grounded in the behavior change wheel and its capability, opportunity, motivation and behavior model [68,69]. For example, technologies were designed to include several intervention functions, such as enablement (increasing means and reducing barriers to perform the behavior), education (increasing knowledge or understanding), and environmental restructuring (changing the physical or social context). Moreover, the sociotechnical perspective of the systems engineering initiative for patient safety 2.0 [85] was used by Srinivas et al [59] to broaden the understanding of the various components of an intervention (eg, work processes) in relation to their impact on potential outcomes (proximal or distal, desirable or undesirable). An important challenge to improve health in the selected literature focused on hypertension (see Table 1 and Multimedia Appendix 4) was clinical inertia [58] (ie, the failure to establish appropriate targets and escalate treatment to achieve treatment goals). Additionally, the accurate measurement of changes in key determinants (eg, knowledge, as approached by Bartlett et al [56]) was also a possible methodological obstacle.

Fit of Key Ingredients With Holistic Principles for Research and Development

Projects at the intersection of self-management, CVD, and eHealth have directly or indirectly applied holistic principles for research and development. Namely, the principle of eHealth as a participatory development process and the principle that eHealth development is intertwined with implementation have been explicitly endorsed in the included studies. On the other hand, the principle that eHealth development creates new infrastructures for improving health care, health, and well-being has been partially operationalized through the use of various frameworks but has remained unacknowledged as a key underlying theme. Similarly, the principle that eHealth requires continuous evaluation cycles has been indirectly addressed by a wide variety of aims and methods operationalized across many phases of the eHealth development process. Ultimately, the principle that eHealth development is coupled with persuasive design was unacknowledged across included studies, although varied and generic approaches to inform design were found. Multimedia Appendix 11 illustrates the terms and definitions (metaphors) that constituted each cluster through conceptual networks.

Development Is a Participatory Process

The principle of participatory development has been widely operationalized as part of a fundamental integration of person-based approaches with theory and evidence (Band et al [49]) and directly grounded in the concept of user involvement, which was promoted throughout the included literature to conform with the guidelines of the MRC [76-78]. Moreover, the participatory approach was complemented with a socioecological perspective to secure inclusion of a diversity of user experiences (Chantler et al [53]) and multiple levels of the target group’s ecosystem (as applied by Walsh et al [55]). The aims and methods for participatory development of the included studies have been extensively underpinned by user-centered design [87,89] and applied to the full extent of eHealth development phases (from planning to deployment [80-82,88]).

Development Creates New Infrastructures for Improving Health Care, Health, and Well-Being

Initially, the principle that eHealth development creates new infrastructures for improving health care, health, and well-being was thought to be self-evident given the scope of the review (remote care). The established aims of researchers and developers in the selected studies endorsed this principle, such as providing tailored, personalized, and timely support (Band et al [48]) or the unobtrusive remote delivery of system refinements (Triantafyllidis et al [52]). Key contextual factors were also highlighted by the included studies, such as the facilitating conditions (perceptions of the resources and support available to perform a behavior) defined by the unified theory of acceptance and use of technology model [111,112]. In this regard, as posed by the behavior change wheel [68,69], context can also include the policy categories surrounding technology-supported interventions (decisions made by authorities that help to support and enact an intervention). An early step to create an infrastructure can be to develop a program plan to describe the scope and sequence of intervention components, its required materials, and the protocols for implementation (as in intervention mapping [74]). In addition, the use of interdisciplinary methods (eg, factorial or fractionated evaluation designs discussed by Walsh et al [54]) and a socioecological perspective (Walsh et al [55]) are approaches that can facilitate the understanding of eHealth infrastructures and ecosystems (ie, identifying what works, who should be involved, and how in remote care support).

Development Is Intertwined With Implementation

An implementation focus such as the one promoted by the development and evaluation process for mHealth [71] was prominent across the selected literature, directly supporting this principle. However, the aims and methods to accomplish this were often vaguely and partially described. For example, business modeling [70,86] approaches have been used for research (Athilingam et al [47]), but only for an initial conceptualization of the technology (a first concept of the solution that still requires validation, as defined by the iterative software design process [73]). A highlighted example of development intertwined with implementation was the aim to provide remote delivery of system refinements as proposed in
the iterative refinement and patient participatory approach applied by Triantafyllidis et al [52]. This approach intended to facilitate continuous system updates without the use of valuable human resources. For this principle, only formative research (eg, focus groups in Duff et al [57]) and field studies (eg, Bartlett et al [56]) have been employed as methods that can be intertwined with the development process to understand and ideally increase the uptake of the technology.

**Development Integrates Theory, Evidence, and Participatory Approaches for Persuasive Design**

The term of persuasive design, prominent in the field of human-computer interaction, was completely omitted in the included literature. However, it was evident that the integration of theory-, evidence- and person-based approaches (Band et al [49]) was used to increase persuasiveness. In other words, the selected studies implicitly set persuasiveness as part of their development aims—for example, by the proposed personalization and tailoring (Chantler al [53]) of the intervention, the creation of habits in the use of a technology, or the leverage on the hedonic (fun, pleasure) (Duff et al [57]) and automatic motivation (emotional reactions) of end users (Band et al [49] or Walsh et al [54]). In this regard, theoretical approaches were often related to theoretical modeling (eg, the logic model of Band et al [49]), while evidence was explored through preclinical or theoretical research (eg, literature reviews) conforming to the MRC’s guidelines [76-78]. As mentioned before, participatory or person-based approaches were more often applied as part of user-centered design. Hence, this revised principle highlighted how the included studies coped with the challenge of knowledge translation across different areas of research and its application to a specific aim (ie, integrating multidimensional ingredients that contribute to a common goal). To exemplify this, the aim for personalization and tailoring was derived from evidence that prioritized “the need to tailor...systems to user’s capacity and preferences” (Chantler et al [53]), rather than preassessing these aspects as key principles to increase technology persuasiveness via the facilitation of task support (as proposed by the persuasive systems design model [11]). One trade-off made apparent by this revised principle and example is that the identified approaches were not related to theory developed specifically for technology-based interventions, and therefore their application to this area seemed to be open to the interpretation of researchers and developers.

**Development Requires Continuous Evaluation Cycles**

The requirement of continuous evaluation cycles in eHealth development revealed a contradiction within the included literature. The contradiction was outlined by the MRC’s [76-78] proposed stepwise development of complex interventions, as opposite to its own practical recommendation to undertake a parallel approach that can integrate stages with distinct aims into larger phases of development. For example, a large phase of development can include preclinical or theoretical research (eg, understanding the users and their environment through literature reviews) [76-78], early solution finding (eg, discussing solutions with the target group as defined by the iterative design model [58]), and an initial theoretical conceptualization (as defined by the development and evaluation process for mHealth [71]) or modeling of the eHealth technology and its components (eg, deciding on the theoretical basis and proposing how an intervention could work) [76-78]. In practical terms, evaluation cycles were often defined by either the choice of an agile (rapid and cyclical stages) or waterfall approach (long and sequential stages) to product development (as discussed by Srinivas et al [59]). This principle also highlighted the importance of integrating interdisciplinary methods (as proposed by Walsh et al [54]) that accommodate to the planned evaluation cycles. In this regard, the creation of an evaluation plan (as in intervention mapping [74]), where variables are defined in a measurable way in relation with the intervention objectives, methods, and strategies, seemed to be a key phase to bridge early design with formative evaluation processes of eHealth. To apply continuous evaluation cycles, the included studies made wide use of user-centered design methods [87,89] such as usability testing but also other frameworks such as realistic evaluation [84], which is a theory-driven approach to evaluate the complexity of social programs (applied by Bartlett et al [56]).

**Discussion**

**Principal Findings**

The findings of this review confirm and exemplify the remarkable challenges posed by the multidisciplinary gap in the field of eHealth. Mainly, the review listed 43 multidisciplinary frameworks, models, theories, and guidelines that have informed interventions within the scope of eHealth applications to self-management of CVD. Multidisciplinary approaches were often integrated and aimed to create a fit between users, the content of an intervention, and its context. The following sections summarize and assess the contributions of the principal findings with prior and related works.

**Bridging the Multidisciplinary Gap in Electronic Health Research and Development**

In terms of development, the findings of this review place the integration of theory-, evidence- and participatory approaches to inform persuasive design as a newly generated overarching principle [49]. To do this, the studies often integrated knowledge from several disciplines, which in general has been argued as positive and desirable for eHealth [2]. However, in terms of design, one downside from the selected studies was that the approaches considered were often constrained to behavioral or sociological perspectives that were not focused on increasing the use and uptake of technology. In terms of implementation, this review suggests the importance of interdisciplinary methods that integrate broad perspectives such as the socioecological, sociotechnical [80,85], or business modeling [70,86] approaches. Specifically, the importance of workflow for the success of eHealth interventions has also been observed in another review [114]. Workflow can be defined as the way people interact with their work, communication pathways, and other people [114]. The inclusion of novel technological tools in the workflow of patients and health care providers was addressed in the reviewed studies through the lens of models such as the systems engineering initiative for patient safety 2.0 [85] framework or the domestication of technology theory [97,98]. For evaluation of eHealth, the reviewed literature acknowledged the iterative approach [114] or modeling of the eHealth technology and its components (eg, deciding on the theoretical basis and proposing how an intervention could work) [76-78]. In practical terms, evaluation cycles were often defined by either the choice of an agile (rapid and cyclical stages) or waterfall approach (long and sequential stages) to product development (as discussed by Srinivas et al [59]). This principle also highlighted the importance of integrating interdisciplinary methods (as proposed by Walsh et al [54]) that accommodate to the planned evaluation cycles. In this regard, the creation of an evaluation plan (as in intervention mapping [74]), where variables are defined in a measurable way in relation with the intervention objectives, methods, and strategies, seemed to be a key phase to bridge early design with formative evaluation processes of eHealth. To apply continuous evaluation cycles, the included studies made wide use of user-centered design methods [87,89] such as usability testing but also other frameworks such as realistic evaluation [84], which is a theory-driven approach to evaluate the complexity of social programs (applied by Bartlett et al [56]).
nature of this process, but some of the identified approaches seemed to still be restrained by fixed stages of postdevelopment testing of effectiveness. It must be noted that these fixed research programs can hinder the adaptability of interventions to the dynamic and flexible reality of the patients [115]. In this light, a previous review on the adoption of self-management solutions has also showed that a broad “consideration of preconceived barriers and facilitators for adoption” might be too simplistic, because what is perceived as a barrier or facilitator for one individual could have the opposite effect for another [116]. To maximize adoption, it is therefore recommended to iteratively reevaluate key social, motivational, cultural, moral, and financial factors [116]. The continuous evaluation of these factors can be matched with participatory and user-centered principles.

**Challenge of Reporting Intervention Content and Design**

Overall, the findings of this review are in line with the general literature addressing several advantages to the use of theoretical frameworks for eHealth development and design and the different ways in which they can be operationalized [3]. However, the major challenge of adequate reporting of intervention design and content was also recognized (as discussed by Walsh et al [54] and Srinivas et al [59]). The lack of specification of the underlying approaches and their operationalization is still “suspected to be an artifact of publishing conventions and space constraints, as much as if not more than the nature of actual research being performed” [59]. All in all, the review included exemplary cases of publications with rich conceptual and descriptive data about eHealth development and design [46,49,54,56,57,59,60].

**Strengths and Limitations**

This is considered to be the first metaethnography focused on bridging knowledge from multidisciplinary fields of science to better understand and improve eHealth research and development approaches. The review made great efforts to follow a thorough, systematic, multilevel approach [28], adhere to recently developed guidelines [27], and be informed by similar studies [22,25,26,33-35,37,38,43,117-121]. Although the number of papers included was relatively low, metaethnography is a complex methodology and synthesis process that entails numerous challenges and limitations [122]. For this review, a main limitation in the search phase was that no efforts were made to contact the authors to request additional information on their studies. This would have added additional time constraints that were not seen as feasible. For the same reason, although reference tracking was originally planned [28], no further inclusions through this method were considered. Although it was an exclusion criterion, it could arguably be seen as a limitation that some studies were excluded because they did not explicitly describe their underlying approaches. Including more papers could have arguably added new perspectives to the synthesis, but the added time to the interpretive task would have been too burdensome. In the translation phase, several concepts and themes required a high level of interpretation and study contextualization acquired by rereading the articles several times and with different intentions (eg, for data extraction, comparison, or verification) [25].

The main reviewer applied this approach, but co-reviewers followed a sequential approach focused on validation or identification of inconsistencies. Finally, it should also be noted that the key ingredients were sometimes extracted from the sources cited by the selected studies. Hence, the review could have missed updates and refined assumptions or principles. For example, the intervention mapping protocol has been continuously upgraded in comparison with the cited source of the selected studies [123].

**Conclusions and Recommendations**

The multidisciplinary gap naturally constrains eHealth research and development to the structures and perspectives of discipline-specific frameworks that often miss key factors of the complex reality in health care. A holistic approach to the problem should consider multidisciplinary principles, such as those outlined by this review, to better define, structure, and report the underlying approaches to research and development of future eHealth interventions. The principles of the CeHRes roadmap mapped fairly well to what has been done in the selected literature. Positively, the use of participatory, user-centered design, and continuous evaluation cycles were commonly applied principles. On the contrary, less attention was given to the integration of implementation in the development process and implications of the new eHealth-based health care infrastructures as a whole. The integration of theory and evidence to inform (persuasive) design was an important principle that arose from the included studies, but the frameworks or models used to this purpose are not focused on creating a fit between human and technology.

Overall, it is recommended that researchers and developers make explicit and concrete statements about their approaches to eHealth. For instance, once a thoughtful decision has been made on guiding frameworks, models, or theories, it would be useful to also underline the holistic principles that are considered valuable by the research team (eg, will the approach consider existing evidence and theory or will it be solely guided by new data?). Unfortunately, there are no gold standards to report the content of eHealth interventions, beyond the CONSORT-EHEALTH checklist v.1.6 [31,32], which is specific to trials, and even less so to report underlying guiding principles. In the future, clearer operationalization (and reporting) of guiding frameworks and theoretical models is seen as vital to advance such knowledge in the field, as better predictive theories could provide an answer to the question “what works, for whom, in what settings, to change what behaviors, and how?” [124]. By and large, both theory and evidence must converge to determine the most effective mechanisms for technology-supported interventions. To accomplish this and move beyond what can be learned from published literature, holistic approaches can integrate patient-centered studies with consolidated knowledge from expert-based approaches (eg, via Delphi or other group decision-making methods [125]).

Finally, many questions still remain regarding the optimal use and advantages of specific frameworks or theories for eHealth development. Future reviews could aim to compare the effectiveness of theory-based eHealth interventions with those that do not make use of any. Moreover, more exploratory work...
is needed to understand how different frameworks or theories are more relevant or useful for specific settings and contexts (eg, which types of theories or frameworks are better suited to inform remote care interventions and why?).
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Abstract

Background: Data from electronic health records (EHRs) are increasingly used in the field of genetic research to further precision medicine initiatives. However, many of these efforts exclude individuals with intellectual disabilities, which often stem from genetic conditions. To include this important subpopulation in EHR research, important ethical, legal, and social issues should be considered.

Objective: The goal of this study was to review prior research to better understand what ethical, legal, and social issues may need further investigation when considering the research use of EHRs for individuals with genetic conditions that may result in intellectual disability. This information will be valuable in developing methods and best practices for involving this group in research given they are considered a vulnerable population that may need special research protections.

Methods: We conducted a scoping review to examine issues related to the use of EHRs for research purposes and those more broadly associated with genetic research. The initial search yielded a total of 460 unique citations. We used an evaluative coding process to determine relevancy for inclusion.

Results: This approach resulted in 59 articles in the following areas: informed consent, privacy and security, return of results, and vulnerable populations. The review included several models of garnering informed consent in EHR or genetic research, including tiered or categorical, blanket or general, open, and opt-out models. Second, studies reported on patients' concerns regarding the privacy and security of EHR or genetic data, such as who has access, type of data use in research, identifiability, and risks associated with privacy breach. The literature on return of research results using biospecimens examined the dissemination in the field, particularly when sharing individualized genetic results. Finally, work involving vulnerable populations highlighted special considerations when conducting EHR or genetic research.

Conclusions: The results frame important questions for researchers to consider when designing EHR studies, which include individuals with intellectual disabilities, including appropriate safeguards and protections.

(J Med Internet Res 2020;22(5):e16734) doi:10.2196/16734
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Introduction

Background

The field of genetics has grown exponentially over the last decade. Advances in whole genome and exome sequencing have made the diagnosis of genetic conditions easier than ever before. Conditions diagnosed through these approaches run the gamut from cancer to rare diseases [1-4]. Genetic testing also is increasingly being integrated into clinical care and viewed as a common practice to detect genetic causes of conditions [5]. Another mechanism for genetic discovery lies with the increasing use of electronic health records (EHRs). EHRs have become a more commonplace tool in genetics, allowing researchers to conduct studies on specific genetic conditions, including observational, epidemiological, descriptive, and comparative effectiveness studies, among others [6,7]. EHRs are also being used to recruit participants for research studies and clinical trials [8].

Adding to their utility, EHRs can be linked with biobank data to answer genotype and phenotype research questions [9]. For example, the Electronic Medical Records and Genomics (eMERGE) network, which began in 2007, uses biorepositories linked to EHRs to conduct electronic phenotyping to identify patterns and diagnose disease [10-12]. More recently, the movement toward precision medicine has inspired other similar initiatives, such as Geisinger’s MyCode Community Health Initiative [13] and All of Us, sponsored by the National Institutes of Health [14]. Other work has focused on phenome-wide association studies that analyze different phenotypes to determine a genetic variant [15].

All of these programs are designed with the promise of providing tailored health interventions based on an individual’s genetic makeup. Ultimately, this may lead to a reduction in health disparities but only if a diverse array of individuals is included [16]. With this in mind, there have been calls to expand enrollment to underrepresented individuals, including those with intellectual disabilities [17,18]. Given that many studies that result in intellectual disability can have genetic underpinnings, the inclusion of this subgroup in EHR research can provide insights into biological causes to various diseases and comorbidities [17].

Objectives

Previous work has examined ethical, legal, and social issues related to EHR use as well as combining EHRs with genetic data. However, research conducted to date has focused on typically developing individuals (ie, individuals with no known or suspected genetic conditions) who wanted to contribute their data to advance science and clinical practice [19], and thus, has predominantly excluded individuals with specific genetic conditions or those with intellectual disabilities. The inclusion of this group of individuals achieves the goal of making research, in particular the precision medicine initiative, more representative and patient-centered, and also aligns with the desires of those with disabilities [20]. Thus, there is a need to further explore the barriers or challenges of including this group of individuals in EHR research.

The goal of this study was to review existing studies to better understand what ethical, legal, and social issues may need further investigation when considering the research use of EHRs for individuals with genetic conditions that may result in intellectual disability. This information will be valuable in developing methods and best practices for involving this group in future research.

Methods

Design

We conducted a scoping review of the literature to examine ethical, legal, and social issues related to the use of EHRs for research purposes or issues more broadly associated with genetic research. We chose a scoping review approach given the breadth of literature in this area. This also enabled us to synthesize information from diverse sources, including theoretical and narrative reviews, qualitative studies, and quantitative research. We first identified our search terms; conducted a search of relevant literature; reviewed, charted, and collated the information; and summarized key findings [21,22].

Search Terms

Given that we were interested in ethical, legal, and social issues related to the inclusion of individuals with genetic conditions that resulted in intellectual disability in EHR research, we conducted searches for the following two topic areas: (1) research use of EHRs and (2) ethical, legal, and social issues of genetics research. The research team developed search terms for each topic area (Textbox 1). Inclusion criteria included peer review articles published in English between 2000 and 2018. We conducted our search using the following databases: PubMed (Medical Literature Analysis and Retrieval System Online, MEDLINE), Cumulative Index to Nursing and Allied Health Literature (CINAHL), Cochrane Review, PsycINFO, and Web of Science.
Textbox 1. Search terms by topic area.

### Research use of electronic health records
- medical record, health record, electronic record, electronic health information, health data, clinical record, clinical data, Health Insurance Portability and Accountability Act, HIPAA, PHR, EMR, EHR, eHealth, or e-Health, and
- outcome, research, measur*, assess*, evaluat*, analy*, study, or studies, and
- cognitive decline, cognitive impairment*, intellectual disabilit*, developmental disabilit*, autism, fragile X, Alzheimer*, genetic*, genomic*, vulnerable population, cognitively impaired, intellectually disabled, developmentally disabled, autistic,

### Ethical, legal, and social implications of genetics research
- ethical issue, legal issue, social issue, ethical implication, ethical requirement, guardian, ethic, or social, and
- consent issue, informed consent, consent, medical record, health record, electronic record, electronic medical record, electronic health record, electronic health information, health data, clinical record, clinical data, Health Insurance Portability and Accountability Act, HIPAA, PHR, EMR, EHR, eHealth, or e-Health, and
- cognitive decline, cognitive impairment, intellectual disabilit*, developmental disabilit*, autism, fragile X, Alzheimer*, genetic*, genomic*, cognitively impaired, intellectually disabled, developmentally disabled, autistic

### Abstract Review
The initial search yielded a total of 447 unique citations (duplicates removed): 206 in the research use of EHRs topic area and 241 in the ethical, legal, and social issues of genetics research topic area. We identified an additional 13 articles outside our initial search parameters, mainly from ethics journals that were not indexed in MEDLINE. The study team developed a coding structure in which each article was scored on a 4-point scale, with 0 being not at all relevant and 3 being extremely relevant. A pair of researchers were assigned the same abstracts and conducted blind coding of each to determine relevance for inclusion and whether a full-text review of the article was appropriate. The pair met to review and compare scores. In cases where scores did not match, researchers discussed and arrived at a consensus score. In total, 243 abstracts were deemed relevant (scored a 2 or 3) to obtain the full text. This included 120 in the research use of EHRs category and 123 in the ethical, legal, and social implications of genetics research category. The full-text articles were then reviewed, key findings were extracted and charted, and themes were categorized. The scoping review culminated in a total of 62 articles: 26 on the research use of EHRs and 36 on the ethical, legal, and social issues of genetics research. These full-text articles were reviewed, and themes were extracted (see Figure 1).
Results

Overview

We grouped the results into four broad ethical, legal, and social issues related to EHRs and genetic research that would applicable to those with intellectual disabilities (see Figure 2). The first section covers issues related to informed consent for the use of EHRs in research. This section includes a review of the legal requirements in the United States and also describes possible models of obtaining informed consent for EHRs and genetics research. The next section provides an overview of issues related to the privacy and security of EHRs and genetics research, including studies that examined preferences for who has access to information in the health record and what information is accessed. The third section examines the return of research results, which is most often considered within the context of genetics and biobank research. The final section discusses unique considerations for conducting research with vulnerable populations.
Informed Consent

Legal Requirements of Informed Consent

The first issue faced when conducting research with EHRs or on genetic conditions is whether informed consent is needed [23,24]. As set forth in the Common Rule and specified in US regulatory requirements, anyone conducting research with human subjects must have an institutional review board (IRB) review their study before initiation. Under the new federal regulations, referred to as the Final Rule [25], the definition of research remains unchanged as “a systematic investigation, including research development, testing, and evaluation, designed to develop or contribute to generalizable knowledge” (see 45CFR46.102(l)). However, the classification of “human subjects” now includes detailed definitions about identifiable private information (ie, “private information for which the identity of the subject is or may readily be ascertained by the investigator or associated with the information”) and identifiable biospecimens (ie, “a biospecimen for which the identity of the subject is or may readily be ascertained by the investigator or associated with the biospecimen;” see 45CFR46.102(e)).

If informed consent is required, it can be obtained directly from the research participant or the participant’s legally authorized representative. A legally authorized representative is determined by law or court authority. Under the Final Rule, individuals with intellectual disabilities or those with genetic conditions are not specifically referenced. However, research participants who may be “vulnerable to coercion or undue influence” or those with “impaired decision-making ability” are mentioned. Examples of these potential participants may include children, prisoners, or those with intellectual disabilities.

In the informed consent form, researchers need to include whether any identifiable private information will be used as part of the study. It is unclear if a specific genetic condition, intellectual disability would fall under the definition of private identifiable information within the Final Rule. The code simply mentions that definition of will be reviewed regularly and updated as needed. Until then it appears that agencies who implement this policy will need to define what falls under the umbrella of identifiable private information. The Health Insurance Portability and Accountability Act (HIPAA) Privacy Rule (see 45CFR160-164), which covers EHRs, does define genetic information and considers it protected health information. Like the Final Rule, HIPAA has specific requirements about sharing information, including data from an individual’s EHR. Thus, EHR research on specific genetic conditions would need to be reviewed by an IRB to determine whether informed consent should be obtained from participants.

There are cases, however, when a waiver of informed consent can be granted. The following criteria must be met to request a waiver: (1) the research involves no more than minimal risk to the subjects; (2) the research could not practicably be carried out without the requested waiver or alteration; (3) if the research involves using identifiable private information or identifiable biospecimens, the research could not practicably be carried out without using such information or biospecimens in an identifiable format; (4) the waiver or alteration will not adversely affect the rights and welfare of the subjects; and (5) whenever appropriate, the subjects or legally authorized representatives will be provided with additional pertinent information after participation (see 45CFR46.116(f)). In general, local IRBs need to interpret the regulations and determine if a study qualifies as research on human subjects, and if so, whether a waiver of consent can be granted when conducting EHR research on genetic conditions.

When researchers meet all the requirements of a waiver of informed consent, it is often under the auspices of conducting research for the common good [26]. Examples include research
aimed at improving public health or the quality of medical care. However, EHR research without consent may violate the ethical principles of autonomy in the hopes of achieving beneficence and justice [27]. However, many bioethicists have argued in favor of EHR research without consent as long as the aforementioned requirements of a waiver are met, and proper privacy and security restrictions are in place [26,28,29].

Models of Informed Consent

If informed consent is not waived, several different models have been proposed for meeting human subject protection requirements and minimizing researcher burden. A tiered, or categorical, consent model that offers research participants options for how and when their data can be used has been espoused as best practice in the field on genetics research [30,31]. A tiered consent model allows participants to choose from many options, such as allowing their data to be used for the current study only, the current study as well as future studies about a specific condition or type of research, or unlimited use of their data [23,32,33]. This type of consent model could also include an option for reconsent, such as when a new subcategory of a genotype or phenotype for a particular condition is discovered that may need an additional level of consent before further research is conducted [34]. Although this approach is in line with the Belmont principle of respect for persons and encourages autonomy among research participants, some have criticized it given that it may be logistically challenging to implement and could potentially diminish the utility and applicability of clinical data, whether information in EHRs or biospecimens, for future research purposes [35,36]. A recent evolution of the tiered consent model is dynamic consent in which researchers and participants have ongoing communication that allows participants to update their consent preferences over time and enables researchers to return results to those interested [37].

A second approach to informed consent is the use of a blanket, or general, consent model [12,23,34]. Blanket consent can be described as an all-or-nothing option for using EHR data or biospecimens in future research. In other words, participants are given the choice to consent to all future research use of their data without being given the details of what that research may entail. The National Institutes of Health now asks funded investigators to include broad data sharing as part of their informed consent forms for genetic research studies [38]. Similar to the tiered consent model, there are advocates and critics of this approach. Proponents cite that it covers all the necessary ethical and legal requirements of informed consent, whereas detractors argue that the lack of specifics on future use means that it is more akin to providing permission than consent that is truly informed [39,40].

The open consent model, used by the Personal Genome Project, takes the blanket consent model a step further by stating up front that participants’ data may be accessed broadly and there are no guarantees of anonymity, privacy, or confidentiality [34]. The goal of this approach is to provide more specifics about the possible ways data may be used and the risks of participating. Advocates of this approach argue that being open and honest about the study design and potential uses of data will promote trust and willingness to participate.

A final model of informed consent that has been proposed involves opting out of research participation. The opt-out model requires a participant to actively withdraw from the research. If they do not withdraw, it is assumed they passively consent to participate. This model was adopted by the Iceland biobank project, a national effort to merge three sources of data—EHR, genealogical, and genetic—into one database for research purposes [23]. The opt-out model, however, was not consistently applied across the data sources and was met with criticism by those who felt it did not offer adequate control for research participants or meet ethical and legal requirements [32]. It seems there is no uniform approach to seeking consent for biobank research [41].

Few studies have focused on informed consent models for accessing only EHR data, without a link to biospecimens. In a commentary on whether it is ethical to access EHR data, even identifiable information, without consent, Miller asserts the answer lies in the balance between risks and benefits [26]. In cases where the public good outweighs the personal risks to an individual, then informed consent can be waived under the auspices of a utilitarian philosophy. However, the objection to this approach is that it violates an individual’s right to privacy.

Ultimately, under the Final Rule and HIPAA Privacy Rule, this decision rests in the hands of IRBs. However, in a study of IRB chairs and administrators that were presented with a hypothetical EHR research protocol, opinions varied widely as to whether informed consent was needed, even when identifying information was not included [42]. IRB chairs and administrators who stated that consent was needed reasoned that there was a risk for reidentification. Even though identifiable information (e.g., last name) was not being extracted, other information such as birth date, postal code, and ethnic origin were included. IRB chairs and administrators who said consent was not needed stated that the data were anonymous or that the identifiability of participants was not relevant to determining if consent was required.

Patient Preferences Related to Informed Consent

Several US-based studies have examined the preferences of patients related to providing informed consent for use of clinical data, including both biospecimens and EHRs. In one large survey study, most patients were willing to participate in a biobank [43]. However, some studies suggest that participants tend to prefer a broad consent model, as long as no personally identifiable information is used [44,45]. In another study, public sharing of deidentified data was favored by the majority of participants when either a tiered or blanket option was given [46]. Sharing of data has not been shown to be related to level of understanding or recall of the informed consent process [47]. However, preferences for models of consent have been shown to vary by some sociodemographic factors, such as race, ethnicity, income, and education [43,45,46].

Consent preferences are also driven by what information is being accessed and how it is being used. Patients favored seeking consent for the use of medical history data and...
treatment-related information [48]. Reconsent was preferred when researchers were investigating a health condition that was unrelated to the one for which they originally gave consent, if deidentified data were shared with an investigator at a different institution, and when a child for whom a parent had previously given consent had reached adulthood [43,49]. Patients’ decision to consent to research use of their biospecimen is also related to personal characteristics, including whether a participant has an existing genetic condition [49].

Studies in Europe and Canada have found similar preferences. Surveys and focus groups with patients in Ireland and the United Kingdom indicated a preference for some level of control over use of EHR data for research, with many favoring a study-by-study or tiered consent model [50-52]. In an Italian study, over half of those enrolled in a national twin registry were against the use of their EHR data without informed consent [53]. Similarly, in Canada, participants preferred to be asked for consent either verbally or in writing before releasing their EHR data to researchers [54].

Privacy and Security

Who Has Access to Data for Research Use

One of the most common ethical, legal, and social issues related to using EHRs for research is who has access [27,33,55]. Patients often had the most concern about health insurance and pharmaceutical companies as well as government agencies using their EHR data for research purposes [44,54,56-58]. Pereira et al [59] found that 66.9% (328/490), 44.9% (220/490), and 40.0% (196/490), respectively, did not want insurance companies, pharmaceutical companies, and the government to have access to their health information. Patients worried that research conducted by pharmaceutical companies would be used to promote products, and there was potential for insurance companies to deny coverage for patients [54]. These companies were seen as less “legitimate” to patients because the research they were likely to conduct was not “pure science,” which aimed to generate knowledge for the common good [58]. Patients were also concerned with unauthorized access to their medical information or sharing of EHR data with noncredible researchers [57]. One example cited was government researchers accessing EHR data but then selling it to a pharmaceutical company [56]. Therefore, patients often desired greater oversight of individuals who conducted EHR research within these organizations [44]. Typically, the amount of trust a patient had in the researcher or organization conducting the research was related to the patient’s views on privacy [44,51,54,56].

What Type of Data Are Accessed for Research

Some patients reported that they would prefer to limit access to certain information in their medical records to maintain privacy [58,60]. Patients were less likely to share sensitive information such as substance abuse history, mental health information, sexual health information, domestic violence records, reproductive health records, and genetic information and would want to be asked permission before sharing this information with researchers [60]. In particular, patients were concerned with the conditions viewed as stigmatizing, such as HIV/AIDS and mental illness, to researchers [56-58]. One study reported that patients viewed reproductive and mental health information as more sensitive than genetic data [58]. To ensure privacy, some patients wanted to limit access to portions of their EHR to their health care provider [61] or not include any sensitive information in their EHR [16,33].

Identifiability of Data

Despite widespread support for research use of EHR data and biospecimens, patients often preferred that their information remain anonymous [49,51]. Hull [62] conducted interviews with patients of academic medical centers to examine attitudes and preferences on the use of anonymous versus identifiable samples for genetic research. On the basis of responses to two hypothetical scenarios, 72.96% (850/1165) preferred to be informed about the use of their anonymous blood samples, whereas 83.35% (971/1165) of patients wanted to be told if it was an identifiable sample. However, only 23.38% (271/1169) of patients responded differently to the two scenarios, with most (196/1159, 16.91%) indicating they wanted to be notified about the use of an identifiable sample and did not need to know if it was done with an anonymous sample.

In biobanking research, similar privacy concerns have been raised about lack of oversight and the potential for biospecimens to be identified [63,64]. Although technology has enabled large-scale genomic studies to be conducted, the sharing of data with outside researchers and linking of biospecimens with EHRs has increased the potential for reidentification of participants [23,63]. Improved data mining technology has also contributed to privacy and identifiability concerns [65]. Despite the fact that some research has shown that reidentification of biospecimens and EHR data is difficult when proper security controls are in place [66,67], concerns about privacy and security are likely to be an ongoing issue.

Risks Associated With Breach of Privacy

Patients voiced concerns about the implications of breaches of privacy. Common fears were discrimination, stigmatization, or psychosocial discomfort if medical information was shared with insurance companies or employers [22,23,51,63]. Similarly, employment and life insurance discrimination concerns were raised by community advisory group members regarding the presence of genomic information in the medical record [68]. In addition, concerns were expressed by some that genetic health information may affect their medical care—specifically the discontinuation or withholding of treatment [68]. In genetics research, patients also cited worries about release of information to family members without their consent [22,63]. Moreover, genetic information about risk for having a late-onset disease, such as Huntington’s, could lead to social stigmatization as well as insurance and employment discrimination [22,65,69].

Factors Related to Patients’ Views on Privacy

Three studies identified some individual factors related to views on privacy. Older people, described as individuals aged 50 years and older, reported less concern with privacy of genetic information than did younger people in a focus group study [58]. Gender differences were found related to the potential consequences of a security breach. Male patients reported
concern about impacts on employment, finances, and insurance, whereas female patients were concerned about risks related to social discomfort and embarrassment [51]. Finally, those who had more experience with using computers were less concerned about security issues [59].

Return of Research Results

Return of Individualized or Aggregate Results

Bioethicists have debated whether to return the results of genetic research to biobank participants. Much of the discussion has focused on the return of individualized versus aggregate results. Most agree that returning aggregate or summary results, through a newsletter or website, is appropriate. This is seen as both a measure of accountability for the researchers conducting the study and a sign of respect for the participants [23]. The provision of individual genetic results from a research study, though, has been a more contentious subject. Ethical arguments in favor of returning results are grounded in the principle of respect for persons and beneficence [23]. Having access to genetic information about oneself may have an impact on one’s health, quality of life, and future decision making. Returning individualized results to participants also prevents researchers from being gatekeepers of important information. However, those against sharing individual results cite that research and clinical care should not be blurred, and an investigator providing genetic results is acting more like a clinician than a researcher. In addition, those opposed state that research and clinical testing are quite different, with the goal of the latter being to provide better care to a patient, whereas the former is concerned with creating generalizable knowledge [23].

Given this debate, several ethics boards and research committees have created recommendations or guidelines for when to share individualized results, including for which genetic conditions [31,70,71]. The eMERGE network has also addressed this issue [72]. Among these guidelines, there is consensus that individual results should only be returned if they are medically actionable, even if they were incidental findings. Researchers are also encouraged to thoughtfully consider the language in the informed consent form that details what types of results will be shared with participants [22]. However, in a recent study that examined informed consent forms, the majority of consent forms did not discuss return of results [73]. The authors acknowledge, though, that many of these forms may have been created years before any guidance was offered on this issue.

Patient Preference for Return of Research Results

When patients have been asked about their preferences for the return of research results, most indicate they want to know. In a survey of patients enrolled in a Health Maintenance Organization (HMO) plan, about two-thirds said they would be willing to participate in research within the HMO if written information about the study was provided to them and almost three-fourths if results were provided [74]. Another study asked participants about their views regarding collection of tissue samples and genetic testing [49]. Return of test results was strongly supported by all participants, with the highest level of support among those who were concerned about having a health condition that may be genetic. In a survey of preferences for return of results using donated tissue samples, just under half (129/271, 47.6%) reported they always wanted to be given individual results, 25.1% (68/271) wanted results only after the researcher had assessed the risks and benefits of sharing the information, and 27.3% (74/271) wanted results if their doctor thought the information would inform decision making related to their care [75]. Respondents who thought genetic information was more sensitive than other types of health information were more likely to want to be told all individual results.

Research on Vulnerable Populations

Genetic Research on Vulnerable Populations

Important ethical, legal, and social issues are raised when vulnerable populations are involved in genetic research [76]. Although similar to the issues already discussed, concerns related to recruitment, informed consent, privacy and security, and disclosure of results are often amplified when conducting research with vulnerable populations [23,77]. A clear example is when children are recruited to be part of genetic studies. One study asked adults whether they would want to be reconsented if their parents enrolled them in a biobank study when they were children. Overall, most respondents (799/1186, 67.37%) said they would be willing to continue participation, but almost half (543/1186, 45.78%) wanted to be reconsented [78]. In a review of procedures used in 6 different birth cohort studies, investigators found that blanket consent was never used. However, the studies varied in their approach to returning research results; although some provided participants and their families with routine clinical information and test results, other studies only informed participants if test results were abnormal for a treatable condition. Finally, all studies recontacted participants when they reached adulthood and allowed them the opportunity to withdraw or reconsent [79]. A recent study, though, examined an alternative consent model. When presented with an opt-out model of enrollment into a study that linked the child’s EHR with biospecimens, most parents were supportive [80]. Parents stated there was little risk given that the data would be deidentified. Although some were concerned about the security of EHR data, none raised reservations about access to genetic information.

Electronic Health Record Research on Vulnerable Populations

Although studies have been conducted using EHRs of vulnerable populations, such as epidemiological research [81-83], very few have examined the ethical, legal, and social issues related to this type of research. Simon and colleagues [84] discussed the risks and benefits of conducting research on individuals with psychiatric conditions using large medical databases. Although privacy risks are of critical concern, the authors argued that these population-based research methods have provided many benefits, including information on prevalence estimates, treatment effectiveness, and impact of health policy. With appropriate safeguards, this research can also lead to reducing stigmatization and discrimination through education and outreach efforts based on research findings.
Discussion

Summary of Findings

In this study, we sought to better understand the ethical, legal, and social issues related to the use of EHRs of individuals with intellectual disabilities by examining similar issues, as well as patients’ preferences, that have been raised in EHR research among the general public and in genetics or biospecimen research. The main themes we highlighted were related to obtaining informed consent, privacy and security of data, and the return of research results. With the push to expand precision medicine initiatives and EHR research to a diverse group of participants, it is important for researchers to consider the implications of these issues for individuals with genetic conditions, particularly those that result in intellectual disabilities. Below, we pose questions about each of these issues that researchers should consider when designing methods to involve those with intellectual disabilities in EHR research.

Given the issues related to informed consent that have been raised in prior studies, what are the best models of informed consent for use with individuals with genetic conditions who have intellectual disabilities? Is a broad or blanket consent model appropriate for this population? Would an opt-out model be ethically acceptable? or is the tiered consent model the only viable option? and would the type of consent model applicable for adults also be applicable for children with genetic conditions that result in intellectual disability? To answer these important questions, researchers should consider the decisional capacity of the individuals being asked to participate in the study. For example, individuals with fragile X syndrome, the most common inherited form of intellectual disability, may present with a range of impairment, from normal or mild delays to severe intellectual disability. Young children with a genetic condition, no matter their level of functioning, will require permission from a parent or guardian to participate in EHR research. However, when children with fragile X syndrome or other genetic conditions that result in intellectual disability reach adulthood, their capacity to consent should be assessed to determine if they adequately understand the study, including the risks and benefits of participating.

A large body of research has examined the capacity to consent in individuals with Alzheimer or other forms of cognitive impairment [85-88], and a handful have examined decisional capacity in individuals with intellectual disability [89-91]. This literature, combined with the ethical, legal, and social issues raised in this study, will help to inform the proper consent models for EHR researchers interested in recruiting participants who have a genetic condition that may result in intellectual disability. Experts agree, though, that a shared decision-making process should be employed to support these individuals to make informed consent choices [92-94].

Another set of questions arise regarding the privacy and security of EHR research conducted with individuals with intellectual disability that stems from a known or suspected genetic condition. Will these individuals have the same concerns as the general public regarding privacy and security of their EHR data, including who has access and what information researchers can see? Will these individuals be more reluctant to participate in EHR research due to the risk of identifiability, even if data have been deidentified? Or will they be less worried given that they may have more to benefit from EHR research? Much of the potential vulnerabilities of individuals with intellectual disabilities is related to the fear of coercion or possible stigmatization or discrimination that could result from misuse of research data [95].

EHR research conducted by pharmaceutical companies may trigger either support or apprehension from individuals with intellectual disability. Pharmaceutical companies play important roles in partnering with researchers to develop and test treatments; however, pharmaceutical companies may also be viewed unfavorably given the high cost of orphan drugs for some rare genetic conditions [95-98]. Similarly, those with an intellectual disability may be more or less willing to share sensitive or identifiable data with EHR researchers. If an individual has already been diagnosed with a genetic condition that results in intellectual disability, the risk of identification may be less significant if the individual’s diagnosis is commonly known. But, for those with very rare genetic diseases, there may be a heightened risk of identifiability, mainly because there are so few patients with a given condition [99]. It is difficult to answer these questions because few studies have examined the preferences of individuals with intellectual disabilities about participating in research more broadly [100], and none have asked about EHR research in particular. More work is needed to understand the implications of privacy and security issues for individuals with intellectual disabilities to help researchers determine how best to address them. At a minimum, the risks and benefits related to privacy and security should be carefully outlined in the informed consent form so individuals with intellectual disabilities and their parents or legally authorized representative can weigh the risks and benefits of participation and make informed decisions. Ideally, EHR research and informed consent forms will continue to evolve as laws and other privacy safeguards for the use of clinical data are updated [101].

The central question about the return of EHR research results for individuals with intellectual disabilities is whether individual or aggregate results should be provided to participants. The same potential for the blurring of the lines between clinical care and research applies here as it does for those in the general public who join biobanks as “healthy” individuals. If a secondary condition related to a genetic condition is discovered through EHR research, is it necessary to notify the participant? The answer may lie in what is contained in the informed consent form. If the secondary finding is medically actionable and participants agree to be informed, then results should be returned. But, if the result does not require immediate medical attention, then researchers may not necessarily need to disclose it. Researchers should carefully consider the types of information they may learn from EHR research involving individuals with intellectual disabilities and determine a priori what types of results would qualify as needing to be returned. Then, participants should be provided with a choice as to whether they wish to be notified. If individual results are not returned, then...
aggregate results in the form of patient-friendly summary reports or newsletters should be considered [102].

Limitations and Future Research

It is important to note there were limitations in our approach. First, although we were broad in our search terms and criteria, we may have missed pertinent articles that should have been included. Similarly, because this was a scoping review and not a systematic review, there may be other ethical, legal, or social issues related to EHR research on individuals with intellectual disabilities that we do not cover. Finally, although we reviewed articles that included both US and non-US studies, our review of informed consent and federal laws were limited to those in the United States.

In conclusion, the issues highlighted in our review of the literature provide a framework for researchers to consider when conducting EHR research with individuals with intellectual disabilities. Future research should focus on further understanding the ethical, legal, and social issues in this type of research by asking individuals with intellectual disabilities, and their parents, for direct input on their preferences. Both qualitative and quantitative approaches will provide valuable information for researchers, so they can design studies that are more inclusive of this population using appropriate safeguards and protections, as needed.
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Abstract

Background: The disproportionately high prevalence of HIV among men who have sex with men (MSM) is a global concern. Despite the increasing utilization of electronic health (eHealth) technology in the delivery of HIV prevention interventions, few studies have systematically explored its effectiveness and association with various intervention characteristics.

Objective: This study aimed to conduct a meta-analysis of the effectiveness of eHealth technology–based interventions for promoting HIV-preventive behaviors among MSM and to determine effectiveness predictors within a framework integrating design and implementation features.

Methods: A systematic literature search using terms related to eHealth technology, HIV, the MSM population, and an experimental study design was performed using 5 databases (ie, MEDLINE, PsycINFO, EMBASE, Web of Science, and ProQuest Dissertations & Theses) and other sources (eg, bibliographies of relevant reviews and JMIR Publications). First, primary meta-analyses were conducted to estimate the effectiveness of eHealth interventions (d) in changing 3 HIV-preventive behaviors among MSM: unprotected anal intercourse (UAI), HIV testing, and multiple sex partnership (MSP). Moderation analyses were then conducted to examine a priori effectiveness predictors including behavioral treatment components (eg, theory use, tailoring strategy use, navigation style, and treatment duration), eHealth technology components (eg, operation mode and modality type), and intervention adherence.

Results: A total of 46 studies were included. The overall effect sizes at end point were small but significant for all outcomes (UAI: d = −.21, P < .001; HIV testing: d = .38, P < .001; MSP: d = −.26, P = .02). The intervention effects on UAI were significantly larger when compared with preintervention groups than with concurrent groups. Greater UAI reductions were associated with the increased use of tailoring strategies, provision of feedback, and tunneling navigation in interventions with a concurrent group, whereas reductions were associated with the use of self-paced navigation in interventions with a preintervention group. Greater uptake of HIV testing was associated with longer treatment duration; computer-mediated communication; and the use of messaging, social media, or a combined technology modality. Higher intervention adherence consistently predicted larger effects on UAI and HIV testing.

Conclusions: This study provided empirical evidence for the effectiveness of eHealth interventions in promoting HIV-preventive behaviors among MSM. Features of treatment content and eHealth technology might best predict the intervention effects on UAI.
and HIV testing, respectively. Most importantly, intervention adherence tended to play an important role in achieving better effectiveness. The findings could help inform the development of efficacious interventions for HIV prevention in the future.

(J Med Internet Res 2020;22(5):e15977) doi:10.2196/15977
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Introduction

Background

In marked contrast to a declining trend in its global burden in the era of potent antiretroviral therapy, the HIV epidemic has continued to expand in the men who have sex with men (MSM) population across countries of all incomes in recent years [1,2]. The disproportionate burden is evidenced to be driven by a stable increase in HIV risk behaviors [3,4], which may offset the benefits of improved treatment coverage and biomedical advances [3,5]. Undiagnosed infections or infections diagnosed late arising from the relatively low uptake of HIV testing also fuel the epidemic by hampering treatment delivery and increasing transmission [6,7]. Therefore, the promotion of HIV-preventive behaviors is an indispensable part of comprehensive prevention efforts to control HIV [8]. Behavioral interventions among MSM have been found to significantly reduce risky sexual behaviors and increase HIV testing [9,10].

The global response to the ongoing epidemic warrants the application of innovative technology to develop efficacious behavioral interventions [7]. Electronic health (eHealth) is well recognized as the use of information and communication technologies for health, including websites, computerized programs or apps, social networking sites or chatrooms, email, or text messaging, that feature internet connectivity or digital interactivity via computer or mobile devices [11-13]. Previous quantitative reviews have shown that the impact of eHealth technology–based interventions on HIV prevention–related behaviors and theoretical correlates was significant but varied as a function of intervention characteristics [14,15].

New technology has been extensively used by MSM to socialize and seek sexual partners and to access information on sexual health [16,17]. An early meta-analysis revealed a significant effect of sexual health interventions delivered via interactive digital media for the overall population but not MSM, although a growing body of evidence has been accumulated since then [12]. Despite recent synthesis attempts focusing on MSM [18,19], the evaluation of effect magnitudes across outcomes and the disentanglement of efficacious components from complex intervention designs have been limited by the qualitative nature of the reviews. There is a lack of meta-analytic reviews that would allow rigorous testing of the a priori factors that predict intervention effectiveness [20] and thus inform the design and implementation of future programs.

Potential Predictors of Electronic Health Intervention Effectiveness

An eHealth technology–based behavioral intervention includes 2 elements: behavioral treatment (what type of intervention is designed and programmed to target behavior change) and eHealth technology (how the treatment is delivered via eHealth platforms). This study proposed a conceptualized framework to capture critical factors that are theoretically and empirically demonstrated to explain the effectiveness of eHealth interventions.

Behavioral Treatment Components

Treatment content is characterized by the use of theory for intervention development, as theoretical constructs can be operationalized into treatment techniques [21]. Significantly greater reductions in unprotected anal intercourse (UAI) among MSM have been observed for interventions reporting any use of theory [9], yet it is unclear whether the extent of use predicts intervention effectiveness, particularly in the eHealth context. A meta-analysis of internet-based behavioral interventions across health domains revealed a significant association between more extensive theory use and increased effect sizes [22].

Treatment content also features the application of tailoring strategies, defined as the integration of recipients’ responses into the intervention system to generate user-driven content [23]. There are 3 tailoring types: (1) feedback: providing unique recommendations derived from an assessment of individual needs or characteristics related to a given behavior; (2) adaptation: matching content to a relevant group based on known behavioral determinants; and (3) personalization: customizing content with personally identifiable information [24]. Computer technology–based interventions with individually tailored content adapted to the stage of change were shown to be more efficacious in increasing condom use in the general population [14].

The programming features of a treatment can strongly determine the intervention intensity. The amount of accessible content per interaction with the intervention differs by navigation style: tunneled interventions deliver treatment through a predetermined sequence of steps, whereas self-paced interventions release content all at once and permit recipients to control the navigation [25-27]. Existing evidence is inconclusive regarding the influence of navigation style on the effectiveness of eHealth interventions [26,28,29]. Treatment duration, referring to the time span of delivery, represents the overall intervention burden. Larger effects and higher adherence have been generally reported for online behavioral interventions of a shorter duration [23].

Electronic Health Technology Components

On the basis of the nature of users’ interaction with eHealth platforms, 2 operation modes of technology use for intervention delivery have been distinguished: (1) human-computer interaction (HCI), featuring direct interaction with a computerized system and automated delivery of a
preprogrammed treatment and (2) computer-mediated communication (CMC), featuring remote delivery through interpersonal communications via eHealth media. These are considered to be inseparable, albeit essentially different aspects of eHealth technology and capable of deploying similar treatment strategies [25,30]. It has been reported that the provision of remote therapeutic support, not fully automated treatment, achieved significantly better psychological outcomes than passive control [31].

Four modality types have been applied to eHealth interventions for HIV prevention, and each of them possesses a unique capacity to facilitate intervention delivery [11,19,32]. The 2 most common modalities are the interactive module, in which users actively engage in an intervention following a preset workflow, and the static site, in which users passively receive prescriptive information [30]. A previous review suggested the superiority of interactive over static interventions in predicting increased condom use and sexually transmitted infection (STI) testing [12]. The strength of text messaging lies in the ubiquitous use of mobile devices to deliver real-time personalized interventions [11,33]. It can incorporate effective communication techniques and has demonstrated its efficacy in promoting health behavior change [33,34]. This study uses the broader term, “messaging,” to encompass related technologies that enable multimedia delivery [33]. Social media has emerged as a novel modality that features the creation and sharing of user-generated content in an online community [32,35], which can effectively promote HIV testing [35].

Exposure to Intervention Components

Intervention effectiveness observed in real-world practice can change with actual exposure to efficacious intervention components, and nonusage attrition is common in eHealth interventions [36]. Intervention adherence is conceptualized as the proportion of participants who engage in the intervention as prescribed to achieve a desired effect [29]. This allows for a comparable measurement of intervention exposure across use parameters, by contrasting the actual usage of an intervention during its implementation with the intended usage predefined at the design stage [25]. Adherence has been found to significantly predict the effectiveness of eHealth interventions [23].

This study aimed to conduct a meta-analysis of the effectiveness of eHealth technology–based interventions for promoting HIV-preventive behaviors among MSM and to provide an in-depth investigation of effectiveness predictors.

Methods

The guidelines of the Preferred Reporting Items for Systematic Reviews and Meta-Analyses were followed [37].

Search and Selection

A systematic search was first performed in the following databases: MEDLINE, PsycINFO, EMBASE, Web of Science, and ProQuest Dissertations & Theses. The search strategy comprised 4 categories of terms related to eHealth technology, HIV or AIDS, the MSM population, and experimental study design, which were tailor-made for each database with restrictions to the English language and human studies (Multimedia Appendix 1). We manually searched bibliographies of relevant reviews, initially retrieved articles, and JMIR Publications to identify additional eligible studies. The eligibility criteria are listed in Table 1.

After removing the duplicates, 3657 relevant articles were identified from all the search sources. The title- and abstract-based eligibility screening was first conducted by 2 independent reviewers, which led to a selection of 143 articles for further full text–based assessment. Finally, 45 articles with a total sample size of 27,704 were deemed eligible and included in this meta-analysis [38-82]. The selection process is shown in Figure 1.
Table 1. Eligibility criteria for elements of a comprehensive search strategy.

<table>
<thead>
<tr>
<th>Element</th>
<th>Inclusion and exclusion criteria</th>
</tr>
</thead>
<tbody>
<tr>
<td>Population</td>
<td>• Included: being exclusively or primarily (accounting for at least 80% of the sample) focused on MSM(^a) or specifically conducting the efficacy evaluation among the MSM subgroup</td>
</tr>
</tbody>
</table>
| Intervention  | • Included: delivering interventions largely via eHealth\(^b\) technologies, including internet-based tools or interactive computerized programs and administering behavior change interventions for the prevention of HIV infection  
  • Excluded: solely using non-eHealth technologies (eg, telephone-based communications); not specifying the role of eHealth components in a multimedia program; or solely adopting biomedical strategies (eg, pre-exposure prophylaxis) or targeting the HIV care continuum after diagnosis (eg, treatment as prevention) or other sexual health topics (eg, contraception)  |
| Comparator    | • Included: using control conditions that are different from interventions in the eHealth components  
  • Excluded: solely aimed at testing a group difference in other factors (eg, sample characteristics or treatment approaches)  |
| Outcome       | • Included: measuring HIV-preventive behaviors as efficacy outcomes and providing necessary statistics to estimate the effect size  
  • Excluded: treating HIV-preventive behaviors as confounders or compensatory outcomes (eg, condom use measured in interventions on promoting monogamy); solely measuring behavioral correlates (eg, intentions) or biomarkers of engagement in HIV risk behaviors (eg, sexually transmitted infection occurrence); or computing a composite score for a group of behaviors  |
| Study design  | • Included: a randomized controlled trial or nonrandomized experiment  
  • Excluded: a single-group posttest-only experiment; an observational study; or a review or commentary  |

\(^{a}\) MSM: men who have sex with men.  
\(^{b}\) eHealth: electronic health.

**Figure 1.** The Preferred Reporting Items for Systematic Reviews and Meta-Analyses flowchart of the screening process. eHealth: electronic health; MSM: men who have sex with men.
Quality Assessment

In all, 44 intervention programs were involved (2 articles reported outcome measures at different follow-up points for the same program). Program quality was evaluated using the assessment tool of Schnall et al [19], which was developed based on the reporting standards for HIV intervention studies established by the HIV Prevention Research Synthesis Team of the US Centers for Disease Control and Prevention [83] and has been well applied in previous reviews [9,19]. An overall percentage score (0%-100%) was computed as the extent to which each program fulfilled the criteria across 7 categories: representativeness, bias and confounding, description of intervention, outcomes and follow-up, statistical analysis, strength of evidence, and group equivalence.

Data Extraction

Program Design

Data were extracted from each eligible program and its supplementary materials by one coder (MX) and double-checked by a second coder (AL). Information was first gathered on factors related to the program design, which were used to define the coding unit and to determine the grouping sets for the primary meta-analysis.

One intervention condition and one comparator were selected to form an independent study (a pairwise comparison) for the meta-analysis. If more than one intervention group was reported, each of them was separately included, given the potential variation in interventions, while the initial control group was proportionally divided among intervention conditions to ensure independence [84]. If more than one control group was reported, the less intensive one was included for ease of interpretation [85]. If an eligible concurrent comparator was not obtained, or independent group contrasts were not the program focus, the preintervention status was treated as the comparator [86]. Finally, for each established comparison, identification items (eg, author) and sample characteristics (eg, age) were coded.

Study design was classified according to the outcome assessment points and comparison status (ie, using a concurrent or preintervention group). Comparator type was coded as (1) passive, including blank, waitlist, and attention controls or (2) active, including non-eHealth and lower tech eHealth treatment. Follow-up period was classified according to the interval between the intervention end and the follow-up points: (1) immediately postintervention; (2) short-term: ≤3 months; or (3) long-term follow-up: >3 months. The outcome measures with adequate studies for effect size pooling were UAI, condom use, HIV testing, and multiple sex partnership (MSP).

Intervention Features

A cluster of prespecified factors that captured the intervention characteristics were coded within the conceptualized framework described earlier. A relative coding rule was applied, that is, where a certain item was identical across the paired conditions, the study was coded as not having that feature, as it could not explain the conditional difference in the effectiveness. With regard to the key features of treatment content, the extent of theory use was first assessed using the modified Theory Coding Scheme [21]. A total of 11 items pertinent to intervention development were used to compute an overall score [22], with a higher value indicating more extensive use of the theory. The second content feature was the use of tailoring strategies, which was coded in both ways, binary (whether adopting the feedback, adaptation, or personalization strategy) and continuous (the number of strategies adopted). The programming-specific treatment features were categorized into mutually exclusive groups: navigation style (self-paced or tunneled) and treatment duration (single session, ≤1 month, >1-3 months, and >3 months).

The utilization of eHealth technology was characterized by the operation mode (ie, HCI and CMC) and the modality type (ie, static site, interactive module, messaging, and social media). For both variables, interventions with the presence of more than one feature were grouped into a combined category to allow for exclusive coding. As indicators of intervention exposure, intended usage was first extracted and varying levels of actual usage were identified accordingly. Intervention adherence was then calculated as the percentage of participants whose actual usage matched the intended usage [25].

Data Synthesis

Effect Size Calculation

Standardized mean differences between conditions (Cohen's d) and their standard error at each follow-up point were derived to represent the magnitude of intervention effects [87,88]. Following Morris and DeShon's [89] procedures, the effect size estimate and its sampling error were computed or transformed to be scaled on a common “raw-score” metric, creating a synthesis across the study design. Unadjusted outcome measurements were retrieved to establish comparability across estimates. For studies in which means and standard deviations were not provided, effect measures reported in other forms (eg, risk ratio) were converted to the Cohen's d statistic using well-developed calculators [90,91]. As recommended, UAI and condom use were combined into one outcome type, “UAI” [14]. For studies that used multiple instruments to measure an outcome, the most common instrument was chosen (eg, the frequency of UAI was prioritized over the count of UAI partners [56]). For studies measuring different subtypes of a certain outcome on the same scale (eg, serostatus-specific UAI [71]) or reporting subgroup effects by significant moderators that were unrelated to intervention components (eg, affect level [44]), all effect sizes were aggregated meta-analytically within the study. Consequently, each study yielded only one Cohen's d value per outcome.

Meta-Analysis

With an assumption of the intervention diversity, pooled effect sizes ($d_{p}$) and 95% confidence intervals were generated using random effects models with the inverse variance weighting method. Values such as 0.2, 0.5, and 0.8 were interpreted as small, moderate, and large, respectively [92]. Primary meta-analyses were performed to combine effect sizes within different study sets for each outcome: (1) an overall estimate at
the end point (one effect arising per study); (2) group-specific estimates of the end point effect by comparison status (nested groupings); and (3) group-specific estimates by follow-up period (a multi-wave study contributing multiple effects). To maximize analytical power, the first type of estimation based on a full data set was used for further analyses.

Heterogeneity across studies was assessed by using the Q statistic with a \( P \) value \(<.05\), indicating the presence of significant heterogeneity, and quantified by using the \( I^2 \) statistic, where a value of 30% to 60% denoted “moderate” and \( \geq 75\% \) denoted “considerable” heterogeneity [93]. Wherever considerable heterogeneity was found, outliers were identified as studies that significantly distorted the pooled effect using influence analyses [94] and were removed to ensure the accuracy and generalizability of the findings. Publication bias was then assessed by visually inspecting the funnel plot of effect sizes and conducting an Egger regression test to examine the plot asymmetry when there were at least 10 estimates [95].

Next, secondary analyses were performed to test the moderation effect of intervention features where adequate studies were available (\( n \geq 10 \)) [96]. Subgroup and meta-regression analyses were applied for dichotomous and continuous measures, respectively; a significant moderator was indicated by a \( P \) value \(<.05\) for the heterogeneity across subgroups (\( Q_b \)) or the regression coefficient (\( \beta \)). All analyses were conducted in R 3.5.2 with the metafor package (Wolfgang Viechtbauer) [97].

**Results**

**Descriptions of Program Characteristics**

Over half of the eligible programs (23/44, 52%) were conducted in the United States, and 10 and 8 programs were conducted in Asia and Europe, respectively. Among programs reporting the respective background characteristics, most of the samples had a mean age below 30 years (24/44, 54%); were multiracial or Asian (29/39, 74%), were mainly (\( \geq 70\% \)) composed of homosexual males or gays (22/28, 78%), and were non-HIV positive or of mixed (both positive and negative) status (33/36, 92%). In addition, the median overall quality score was 84.2%; the assessment results are provided in detail in Multimedia Appendix 2. A total of 46 studies were further identified from these programs; most of them conducted a concurrent comparison (\( n = 29 \)) and used a passive comparator (\( n = 39 \)). The study characteristics are provided in detail in Multimedia Appendix 3.

**Results of Primary Analyses**

**Unprotected Anal Intercourse**

In combing all 35 studies that tested for UAI, a significant and small overall intervention effect was observed at end point (\( d_+ = -0.32; \ P < .001 \)), albeit with considerable heterogeneity (\( I^2 = 83.3\% \)). One study included subjects who reported recent condom-less sex with partners of either gender before enrollment; such a high-risk preintervention status might have contributed to the greatly decreased UAI (\( d = -1.13; \ SE = 0.21 \)) [49]. Moreover, the sample had the highest mean age of 45.1 years among all studies. Another study was focused on MSM sex workers and primarily addressed the context of transactional sex [63]. An extremely positive effect was found for reduced UAI with nonpaying male partners (\( d = -3.95; \ SE = 0.35 \)). Removing both outliers resulted in a smaller effect with moderate heterogeneity (\( d_+ = -0.21; \ P < .001; \ I^2 = 50.8\% \)).

When stratified by the partner-specific outcome, a larger end point \( d_+ \) was shown for UAI with main partners than with nonmain partners. When stratified by the follow-up period, a significant \( d_+ \) was obtained at all points. The nested subgroup analysis found a significantly greater intervention effect when compared with preintervention groups than with concurrent groups (\( Q_b = 13.38; \ P < .001 \)); hence, the meta-analysis was performed separately for the 2 types of comparison status as recommended (Figures 2 and 3) [89].
Similarly, pooling the studies that tested for HIV testing revealed a significant, small overall effect at endpoint ($n=23$; $d=−.32$; $P<.001$). The considerable heterogeneity ($I^2=84.0\%$) identified was largely attributable to the detection of outliers. Bourne et al [40] tested a texting reminder intervention against a blank control group involving participants who had refused such reminders; thus, the extreme effect size ($d=0.80$; SE 0.06) could have been susceptible to volunteer bias. Wang et al [79] promoted a novel self-testing approach and distributed free home-based testing kits; the uptake of any type of testing was found to be considerably higher in the intervention group ($d=1.18$; SE 0.14). Mikolajczak et al [62] unexpectedly found a negative but nonsignificant intervention effect on HIV or STI testing relative to an active comparator ($d=−.13$; SE 0.12). The exclusion of outliers caused a slight change in the effectiveness but substantially reduced heterogeneity ($d=0.38$; $I^2=64.2\%$; Figure 4). A larger $d$ was further shown at postintervention than at short-term follow-up; however, only one sample was followed up for more than 3 months. No significant group difference by comparison status was observed.
A significant, small overall effect was observed on the reduced MSP at endpoint with moderate heterogeneity ($d_+=−.26; P=.02; n=6; I^2=60.2\%$; Figure 5). The largest $d_+$ was shown at medium-term follow-up among all follow-up periods, although only a few studies were available for each grouping. No between-group test was performed for comparison status because of the small number of studies. Publication bias was detected for none of the outcomes. More results of primary analyses are presented in Table 2.

### Multiple Sex Partnership

A significant, small overall effect was observed on the reduced MSP at endpoint with moderate heterogeneity ($d_+=−.26; P=.02; n=6; I^2=60.2\%$; Figure 5). The largest $d_+$ was shown at medium-term follow-up among all follow-up periods, although only a few studies were available for each grouping. No between-group test was performed for comparison status because of the small number of studies. Publication bias was detected for none of the outcomes. More results of primary analyses are presented in Table 2.

### Table 2

<table>
<thead>
<tr>
<th>Study</th>
<th>Cohen $d$</th>
<th>SE</th>
<th>Weight (%)</th>
<th>Standardized mean difference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bowen et al, 2008</td>
<td>−0.43</td>
<td>0.15</td>
<td>19.6</td>
<td>−0.43 (−0.73 to −0.13)</td>
</tr>
<tr>
<td>Greene et al, 2016</td>
<td>−0.33</td>
<td>0.07</td>
<td>28.0</td>
<td>−0.33 (−0.47 to −0.19)</td>
</tr>
<tr>
<td>Mustanski et al, 2013</td>
<td>0.38</td>
<td>0.21</td>
<td>14.6</td>
<td>0.38 (−0.04 to 0.80)</td>
</tr>
<tr>
<td>Schonnesson et al, 2016</td>
<td>−0.77</td>
<td>0.39</td>
<td>6.4</td>
<td>−0.77 (−1.54 to −0.01)</td>
</tr>
<tr>
<td>Uhrig et al, 2012</td>
<td>−0.26</td>
<td>0.29</td>
<td>9.8</td>
<td>−0.26 (−0.84 to 0.32)</td>
</tr>
<tr>
<td></td>
<td>−0.31</td>
<td>0.13</td>
<td>21.6</td>
<td>−0.31 (−0.57 to −0.05)</td>
</tr>
<tr>
<td><strong>Total (95% CI)</strong></td>
<td>100</td>
<td></td>
<td></td>
<td>−0.26 (−0.48 to −0.05)</td>
</tr>
</tbody>
</table>

Heterogeneity: $\tau^2=0.0380; \chi^2=12.56, P=.03; I^2=60\%$
Table 2. Overall effect sizes and stratification by study design features.

<table>
<thead>
<tr>
<th>Studies</th>
<th>Population, n</th>
<th>Cohen d (95% CI)</th>
<th>P value</th>
<th>Q_w (P value)^a</th>
<th>I^2 (%)</th>
<th>Q_b (P value)^b</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>UAIf</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>All studies at endpoint</td>
<td>35</td>
<td>−.32 (−.43 to −.20)</td>
<td>&lt;.001</td>
<td>203.32 (&lt;.001)</td>
<td>83.3</td>
<td></td>
</tr>
<tr>
<td>Studies at endpoint without outliers</td>
<td>33</td>
<td>−.21 (−.28 to −.14)</td>
<td>&lt;.001</td>
<td>65.08 (&lt;.001)</td>
<td>50.8</td>
<td></td>
</tr>
<tr>
<td><strong>Partner-specific UAIf,c,d,g</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>With main partners</td>
<td>6</td>
<td>−.42 (−.57 to −.27)</td>
<td>&lt;.001</td>
<td>5.18 (.39)</td>
<td>3.4</td>
<td></td>
</tr>
<tr>
<td>With nonmain partners</td>
<td>9</td>
<td>−.20 (−.27 to −.13)</td>
<td>&lt;.001</td>
<td>7.78 (.46)</td>
<td>0.0</td>
<td></td>
</tr>
<tr>
<td><strong>Follow-up periodf</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Postintervention</td>
<td>16</td>
<td>−.22 (−.36 to −.08)</td>
<td>.001</td>
<td>48.02 (&lt;.001)</td>
<td>68.8</td>
<td></td>
</tr>
<tr>
<td>≤3 months^e</td>
<td>19</td>
<td>−.21 (−.28 to −.12)</td>
<td>&lt;.001</td>
<td>35.92 (.007)</td>
<td>49.9</td>
<td></td>
</tr>
<tr>
<td>&gt;3 months^e</td>
<td>6</td>
<td>−.26 (−.43 to −.08)</td>
<td>.004</td>
<td>11.60 (.04)</td>
<td>56.9</td>
<td></td>
</tr>
<tr>
<td><strong>Comparison status^c,g</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Concurrent</td>
<td>19</td>
<td>−.10 (−.18 to −.03)</td>
<td>.004</td>
<td>24.29 (.14)</td>
<td>25.9</td>
<td></td>
</tr>
<tr>
<td>Preintervention</td>
<td>14</td>
<td>−.31 (−.40 to −.23)</td>
<td>&lt;.001</td>
<td>18.16 (.15)</td>
<td>28.4</td>
<td></td>
</tr>
<tr>
<td><strong>HIV testing</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>All studies at endpoint</td>
<td>23</td>
<td>.41 (.28 to .54)</td>
<td>&lt;.001</td>
<td>137.43 (&lt;.001)</td>
<td>84.0</td>
<td></td>
</tr>
<tr>
<td>Studies at endpoint without outliers</td>
<td>20</td>
<td>.38 (.27 to .48)</td>
<td>&lt;.001</td>
<td>53.04 (&lt;.001)</td>
<td>64.2</td>
<td></td>
</tr>
<tr>
<td><strong>Follow-up periodf</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Postintervention</td>
<td>15</td>
<td>.46 (.38 to .55)</td>
<td>&lt;.001</td>
<td>23.49 (.05)</td>
<td>40.4</td>
<td></td>
</tr>
<tr>
<td>≤3 months^e</td>
<td>8</td>
<td>.24 (.09 to .40)</td>
<td>.002</td>
<td>12.57 (.08)</td>
<td>44.3</td>
<td></td>
</tr>
<tr>
<td>&gt;3 months^e</td>
<td>1</td>
<td>.47 (.25 to .69)</td>
<td>&lt;.001</td>
<td>N/A</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td><strong>Comparison status^c,g</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Concurrent</td>
<td>11</td>
<td>.39 (.25 to .53)</td>
<td>&lt;.001</td>
<td>36.67 (&lt;.001)</td>
<td>72.7</td>
<td></td>
</tr>
<tr>
<td>Preintervention</td>
<td>9</td>
<td>.33 (.22 to .44)</td>
<td>&lt;.001</td>
<td>9.14 (.33)</td>
<td>12.4</td>
<td></td>
</tr>
<tr>
<td><strong>Multiple sex partnership</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>All studies at endpoint</td>
<td>6</td>
<td>−.26 (−.48 to −.05)</td>
<td>.02</td>
<td>12.56 (.03)</td>
<td>60.2</td>
<td></td>
</tr>
<tr>
<td><strong>Follow-up periodf</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Postintervention</td>
<td>2</td>
<td>−.18 (−.33 to −.03)</td>
<td>.02</td>
<td>0.08 (.78)</td>
<td>0.0</td>
<td></td>
</tr>
<tr>
<td>≤3 months^e</td>
<td>3</td>
<td>−.19 (−.75 to −.37)</td>
<td>.50</td>
<td>11.65 (.003)</td>
<td>82.8</td>
<td></td>
</tr>
<tr>
<td>&gt;3 months^e</td>
<td>2</td>
<td>−.36 (−.56 to −.16)</td>
<td>&lt;.001</td>
<td>0.34 (.56)</td>
<td>0.0</td>
<td></td>
</tr>
</tbody>
</table>

^aQ_w denotes the degree of within-group heterogeneity.
^bQ_b denotes the degree of between-group difference in the pooled effect sizes.
^cUAI: unprotected anal intercourse.
^dN/A: not applicable.
^eStudies with exclusion of outliers.
^fNon-nested groupings: one study could contribute to more than one grouping.
^gEffect sizes at the endpoint were pooled.

Results of Moderation Analyses

**Behavioral Treatment Components**

Most of the studies were designed based on a theory (n=37); the most common one was the information-motivation-behavioral skills model (IMB; n=14). The intervention effects on UAI and HIV testing appeared to be comparable regardless of whether any theory was used. Among the theory-based studies, IMB was significantly associated with greater UAI reductions than other theories for concurrent comparisons (Q_b=4.33; P=.04). The more extensive
use of tailoring strategies was significantly associated with decreased UAI for concurrent comparisons ($\beta=-.08; P=.01$). Specifically, feedback was the only strategy that had a significantly negative effect on UAI ($Q_b=4.00; P=.04$), whereas adopting the personalization strategy tended to have a positive effect on HIV testing ($Q_b=2.76; P=.10$).

Significantly greater UAI reductions were shown for the tunneled ($Q_b=7.23; P=.01$) and self-paced ($Q_b=4.23; P=.04$) treatments relative to concurrent and preintervention groups, respectively. Such a moderating effect of navigation style was not detected for HIV testing. Longer treatments showed a significantly greater increase in HIV testing than those with a single session or those lasting ≤1 month ($Q_b=16.97; P<.001$). However, the effects on UAI did not significantly differ across treatment durations.

Electronic Health Technology Components

Over half of the interventions were operated via HCI ($n=26$), and the others were in a CMC ($n=10$) or combined ($n=8$) mode. More studies used a single modality ($n=32$) than those incorporating multi-modalities in the same intervention albeit with varying combination patterns ($n=14$). No between-group difference was observed in the intervention effects on UAI by operation mode or modality type. The CMC and combined modes tended to present a larger $d_s$ value for HIV testing than did the HCI mode ($Q_b=2.76; P=.09$). When separately exploring the effect of specific modes, the use of CMC predicted a significantly greater increase in HIV testing ($Q_b=4.38; P=.04$), whereas HCI use showed no association with effectiveness. Moreover, a significantly larger $d_s$ value was found for the use of messaging, social media, and multi-modalities than for static sites ($Q_b=12.79; P=.005$).

Intervention Adherence

Among all interventions, the adherence rates ranged from 25.5% to 100%. A higher adherence rate was significantly associated with a decrease in UAI for concurrent comparisons ($\beta=-.27; P=.03$). Given the highly negative skewed distribution, the studies were evenly divided into 3 levels to reflect the degree of relative adherence; the adherence rates were above 91.6% in the first tertile and below 76% in the third tertile. Intervention effects on HIV testing significantly differed by adherence level ($Q_b=7.28; P=.03$). A moderate $d_s$ value was observed for high-level studies (in the first tertile) and a small one for mid- and low-level studies. Details of the intervention features are presented in Multimedia Appendix 4; more results of moderation analyses are presented in Multimedia Appendix 5.

Discussion

Principal Findings

This study identified 46 eligible studies published since 2006, which highlight the increasing application of eHealth technology in intervention delivery for HIV prevention over the last decade. Most studies tested the effectiveness of an entire intervention against a passive comparator. Those with an active comparator delivered a treatment that was either a basic component of a comprehensive intervention package [79] or existing online information that the intervention group might be exposed to as well [62]; hence, it is possible to isolate the effects of specific intervention components.

Effectiveness of Electronic Health–Based Interventions

The primary meta-analysis consistently revealed a significant and small overall intervention effect for all the behavioral outcomes at endpoint. Considerable heterogeneity was nevertheless detected for UAI and HIV testing, and some influential cases were further identified to show extreme effect sizes and distinctive study characteristics. Removal of the outliers weakened the pooled effectiveness for both outcomes to some extent. In line with extant reviews, eHealth-based interventions exerted a greater impact on HIV testing [12] and the number of sex partners [14] than on condom use. Notably, the magnitude of effectiveness observed is seemingly higher than that in the general population [12], which suggests that the MSM community may benefit more than others from eHealth-based interventions.

Furthermore, the meta-analysis within the groupings by outcome type demonstrated greater reductions in UAI with main partners than with nonmain partners. It is recommended that future interventions target the partner-specific determinants of risky sexual behaviors. Most of the studies evaluated the postintervention and short-term effects across outcomes. Only 6 study samples were followed up for more than 3 months and showed a comparable decrease in UAI to that at earlier timepoints. It was not possible to estimate the long-term effect on HIV testing and MSP owing to the lack of data. This finding emphasizes the need to explore the effectiveness of eHealth interventions in maintaining behavior changes, especially given the necessity for consistent condom use and regular HIV testing [7,98]. The greater effect on UAI found for the pre-post comparison was probably confounded by factors unrelated to the intervention (eg, fatigue). Nevertheless, the heterogeneity between comparison types may also have resulted from the different intervention components deployed by the 2 groups of studies, as has been discussed in the following sections.

Predictors of Intervention Effectiveness

Behavioral Treatment Components

This study confirmed the previous finding [14] that the use of the theory did not moderate the effectiveness of eHealth-based interventions for HIV prevention, although the majority of treatments were developed on a theoretical basis. The overall extent of theory use failed to significantly influence effectiveness across outcomes. However, this finding may merely reflect a lack of sensitivity in distinguishing an effect [99]. The number of tailoring strategies used significantly moderated effectiveness in reducing UAI, and only the most frequently used strategy, that is, feedback, was further shown to be effective. Treatments were less tailored for interventions promoting HIV testing, and only the moderating effect of personalization use reached marginal significance. Some evidence supporting the superiority of certain strategies has been reported [23]. The use of feedback and personalization commonly featured tailoring at an individual level, whereas the
use of adaptation generated content matched to group-level factors.

Inconclusive results were found for the role of navigation style. Tunneled treatments achieved greater UAI reductions than self-paced treatments in studies using a concurrent group but lower reductions in those using a preintervention group. A plausible explanation is that the tunneling pattern differed across comparison types. A tunneled treatment by definition requires multiple interactions with the intervention, which could impair the effectiveness of eHealth behavioral interventions [23]. Over 60% of treatments with a preintervention group involved more than 5 modules, whereas only 24% of those with a concurrent group did so. Above all, the efficacy of the tunneling design itself is controversial as, on the one hand, the sequential release could ameliorate information anxiety and enhance the behavioral change process, whereas, on the other hand, the artificial confines could inhibit typical information-foraging behavior and intervention participants may lack the motivation to accommodate such constraints [100,101].

Longer treatments significantly predicted higher uptake of HIV testing but not reduced UAI, which adds to the evidence in favor of a difference in the influence of treatment duration on sexual and detection behaviors [12]. However, this finding might merely reject a linear relationship between treatment duration and the effect on UAI. A recent meta-analysis even demonstrated a negative effect of increased intervention length on intervention adherence and behavioral impacts, driven by decreased motivation over time [23].

**Electronic Health Technology Components**

Taking advantage of both human communication (eg, flexibility and rapport building [49]) and eHealth-enabled capacities (eg, convenience and anonymity [30]), the use of CMC was shown to be effective in increasing HIV testing. There was little evidence for the moderating effect of the operation mode on UAI, although only 1 intervention used a CMC mode. The results illustrate the need to incorporate human involvement into eHealth interventions. A variety of communicative functions have proved their efficacy in promoting behavior change, including counselor- or user-initiated conversations and peer-to-peer interactions [22]. Moreover, the greatest effectiveness was obtained with a combined mode, so the relevant question is not whether HCI or CMC is superior but, rather, how to combine them to maximize persuasiveness.

Similarly, intervention effects on the outcome of HIV testing but not UAI varied by modality type. Messaging, social media, and the combined type achieved a comparably small-to-medium effect. Messaging, largely operated via portable devices, affords individualized interventions (eg, location-based services) and dynamic connections (eg, response on request) [11,102]. Social media stands out for its capabilities to influence social norms and create a peer-supportive environment [103], especially within a closely connected community such as MSM [35]. It also enables interventions to blend into users’ daily lives by utilizing well-established platforms (eg, Facebook) [32]. The use of hybrid modalities may further generate a synergistic effect.

**Intervention Adherence**

Consistent with previous literature [23], a high degree of adherence to eHealth interventions predicted a protective effect on UAI and HIV testing. Assuming intention-to-treat as the motive to engage in an intervention, adherence is rooted in the properties of intervention design. Efficacious strategies (eg, self-monitoring), observable benefits (eg, health outcomes), and feasible programming (eg, appropriate workload) can all bolster engagement [26,36]. Usability of eHealth technology is also critical to minimizing discontinuance [36].

**Limitations**

This study focused on the behavioral aspects of HIV prevention. Notably, it did not indicate the superiority of stand-alone behavioral interventions over other prevention tools (eg, pre-exposure prophylaxis) but was, rather, an attempt to explore the possibility of leveraging technological advances to strengthen an integral part of comprehensive biobehavioral prevention efforts, especially at a transition stage when the role of biomedical prevention is limited by its slow and uneven scale-up [7,104]. It is also impossible to synthesize evidence for other preventive behaviors owing to insufficient data (eg, serosorting) or highly heterogeneous measurements (eg, substance use). The potential interplay among intervention components has not been examined because of the lack of statistical power. Some other effectiveness predictors may also be missed (eg, eHealth literacy [26]), although the key factors with recognized terminology and accessible coding sources were selected. Finally, these findings could not represent studies reported in a language other than English, although there was no evidence of biased effectiveness among previous language-restrictive meta-analyses [105].

**Conclusions**

This meta-analysis demonstrated eHealth technology to be a promising tool for delivering HIV prevention interventions among the MSM population. Nevertheless, there is limited evidence on the long-term impact of such interventions, and more research is warranted to investigate their application in non-Western contexts. Our findings suggested that enhanced behavioral treatment (eg, the use of tailoring strategies) determined the effect of eHealth interventions on UAI reductions, whereas appropriate programming (eg, longer treatment duration) and advanced eHealth technology (eg, the use of social media) predicted an increase in HIV testing. Future intervention design should focus on integrating efficacious treatment and technology components as well as on exploring their potential interplay. It is also recommended to incorporate implementation strategies to improve intervention adherence and, thus, achieve better effectiveness.
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Abstract

Background: Supporting women to initiate and continue breastfeeding is a global challenge. A range of breastfeeding interventions employing electronic technologies (e-technologies) are being developed, which offer different delivery modes and features over the internet; however, the impact of internet-based e-technologies on breastfeeding outcomes remains unclear.

Objective: This study aimed to identify the characteristics of current internet-based breastfeeding interventions employing e-technologies and investigate the effects of internet-based e-technologies on breastfeeding outcomes.

Methods: A systematic search was conducted in accordance with the Preferred Reporting Items for Systematic Reviews and Meta-Analyses guidelines in the following databases: Scopus, Web of Science, the Cochrane Database of Systematic Reviews, ScienceDirect, Google Scholar, the Association for Computing Machinery, SpringerLink, and Institute of Electrical and Electronics Engineers Xplore.

Results: This systematic review included 16 studies published between 2007 and 2018, with 4018 women in 8 countries. The characteristics of the interventions were grouped based on (1) mode of delivery (web-based, mobile phone apps, and computer kiosk), (2) purpose of the interventions (education and support), and (3) key strategies (monitoring and breastfeeding tracking, personalization, online discussion forum, web-based consultation, and breastfeeding station locators). Combining educational activities with web-based personalized support through discussion forums appeared to be the most effective way to improve breastfeeding outcomes and long-term exclusive breastfeeding rates. Monitoring and breastfeeding trackers appeared to be the least effective ways.

Conclusions: This study demonstrated a variety of internet-based e-technologies that professionals can use to promote, educate, and support breastfeeding women. Future internet-based breastfeeding interventions employing e-technologies might consider improving interaction with mothers and personalizing the content of the proposed interventions.

(J Med Internet Res 2020;22(5):e17361) doi:10.2196/17361
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Introduction

Breastfeeding provides survival, growth, and health benefits for infants and promotes positive maternal health outcomes [1]. The United Nations Children’s Fund and the World Health Organization (WHO) refer to breastfeeding as a cornerstone for child survival, nourishment, and growth and maternal health [2]. However, only 38% of infants aged under 6 months are exclusively breastfed worldwide, which is lower than the 2025 target of 50% [3]. In Australia, 96% of women initiate breastfeeding after birth, but the feeding practices significantly declined to only 15% to 25% at 6 months postnatally [4].

Early breastfeeding cessation has attracted the attention of clinicians, health care providers, and governments to develop
and assess new initiatives. The main interventions to promote and support breastfeeding include home visit counseling [5], peer counseling [6], peer support groups [7], and in-hospital educational intervention [8]. Breastfeeding education with support that starts from early pregnancy and continues to the late postnatal period was demonstrably one of the most effective interventions in long-term breastfeeding behavior [9]. However, providing traditional face-to-face education and support may require trained professionals [10], and it may not be easy for women and their families to attend educational sessions at an inconvenient time or place [11]. Hence, it has been argued that such traditional forms of support and education may not be beneficial or useful for younger generations [12]. Therefore, information and communications technology (ICT) may be suitable in transforming traditional education and support into a free and widely accessible mode of delivery [12,13].

ICTs are defined as digital technology tools and resources used to capture, handle, store, and exchange information via electronic communication [14]. The WHO indicated that ICT improves access to information, which will lead to an improvement in health care services around the world [15]. A study on mobile phone apps used by low-income participants in a public health nutrition program for Women, Infants, and Children in the United States revealed the need for improving and expanding technology in their program [3]. An international board–certified lactation consultant, Heinig [12], proposed that using the internet to deliver breastfeeding interventions is a way forward to promote breastfeeding. From April 2019, almost 4.4 billion people were actively using the internet [16]. Electronic technologies (e-technologies) are regarded as a revolutionary advance for providing health care services. The varied applications of e-technologies demonstrate improved operational efficiency and optimized time and productivity for both patients and health care professionals [10]. E-technologies such as web-based technologies, mobile apps, and computer kiosks use a broader range of ICTs to extend beyond the traditional health care facilities and provide support to geographically distant populations [17-19]. Evidence demonstrates that e-technologies can also deliver personalized web-based interventions that generate a longer-lasting health behavior change [20,21], such as in breastfeeding. Studies have shown a noticeable interest in more web-based options with personalized information, providing support to women on breastfeeding decisions [22-24]. Providing internet-based customizable support to mothers seeking information and help during their breastfeeding experience through e-technologies has the potential to impact any breastfeeding outcomes positively [25,26].

Many systematic reviews have assessed the efficacy of interventions employing e-technologies on maternity care and pregnancy outcomes [27-31]. However, only a few systematic reviews have reported on the effect of interventions employing e-technologies on breastfeeding outcomes. For instance, in a systematic review with 3 electronic interventional studies, using electronic-based interventions had a moderate effect on breastfeeding compared with provider-based interventions (OR 2.2, 95% CI 1.9-2.7; d=0.5 versus OR 1.1, 95% CI 1.0-1.2; d=0.0) [32]. Similarly, Giglia and Binns [33] reviewed references published between 2000 and May 2013 to assess the effect of using the internet on breastfeeding outcomes. The study found that among 1379 studies, only 1 study was eligible for inclusion and demonstrated a positive effect of using the internet on breastfeeding outcomes. The findings of another study on the efficacy of e-technologies in improving breastfeeding outcomes [34] suggested that interventions employing e-technologies are potentially valuable for improving breastfeeding knowledge, initiation, and duration of exclusive breastfeeding. However, there is no current systematic review to identify the different types of contemporary internet-based interventions employing e-technologies and assess their impact on breastfeeding outcomes. This study aimed to identify the features of the current internet-based breastfeeding interventions employing e-technologies and investigate the effects of internet-based e-technologies on breastfeeding outcomes.

**Methods**

**Search Methodology**

The Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA) guidelines were followed in this review [35]. A PRISMA checklist and search terms are available in Multimedia Appendix 1.

**Information Sources**

A total of 8 electronic databases were searched to identify potential studies: Scopus, Web of Science, the Cochrane Database of Systematic Reviews, ScienceDirect, Google Scholar, the Association for Computing Machinery, SpringerLink, and Institute of Electrical and Electronics Engineers Xplore. The registers of the following trials were also searched to identify any existing relevant trials: Cochrane Central Register of Controlled Trials, WHO International Clinical Trials Registry Platform, International Clinical Trials Registry Platform, and ClinicalTrials.gov.

**Types of Studies and Inclusion/Exclusion Criteria**

Peer-reviewed studies, including quantitative and quality research, mixed methods, descriptive studies, randomized controlled trials, and quasi-experimental design trials with or without blinding, were included in the review. The research methodology was not limited in any way. Any papers examining interventions employing e-technologies that required internet access and aimed at addressing any breastfeeding outcome were included. Considering that SMS messaging can also be used without internet access, studies that used SMS messaging have been excluded from the review. The inclusion and exclusion criteria are shown in Textboxes 1 and 2.
Textbox 1. Inclusion criteria.

- **Topic**
  - Papers evaluating any internet-based breastfeeding interventions employing electronic technologies (e-technologies; web-based, computer kiosk, and mobile app)
  - Papers evaluating internet-based breastfeeding interventions employing e-technologies among women
  - Papers explaining, assessing, or reporting any internet-based breastfeeding interventions employing e-technologies with any breastfeeding outcome

- **Settings**
  - No restriction

- **Type of publications**
  - Papers published in peer-reviewed journals or peer-reviewed papers from an international academic conference or conference proceeding.

- **Language**
  - English

- **Publication date**
  - No restriction

Textbox 2. Exclusion criteria.

- **Topic**
  - Papers evaluating other breastfeeding interventions employing electronic technologies (e-technologies; eg, phone call, text messaging, and video or phone call)
  - Papers evaluating any internet-based breastfeeding interventions employing e-technologies targeted only at other relevant parties (eg, fathers, clinicians, providers, and health care worker or services)
  - Papers do not report on any breastfeeding outcome but focus on general maternal and child health

- **Settings**
  - No restriction

- **Type of publications**
  - Oral presentations, commentaries, policy briefs, and papers that described an app without evaluating its implementation and study protocol.

- **Language**
  - Not English

- **Publication date**
  - No restriction

Types of Participants

Participants were healthy pregnant or postnatal women, either primiparous or multiparous, who intended to breastfeed. In addition, studies targeting both parents as study participants were also included if the intervention targeting women was described separately. Women of all ages, ethnicity, occupation, and any socioeconomic status were included.

Search Strategy

The search was conducted on November 2018, whereas the screening stages occurred between January and March 2019. The following main key terms were used in the search strategy: nursing, breast-feed, “breast-feeding,” “breast feeding,” “breast milk” and lactation; and computers, telehealth, computer-mediated and mobile application. A detailed example of the search strategy tailored for Scopus is outlined in Textbox 3. This search strategy was adapted for each of the other databases (Multimedia Appendix 2).

(TITLE-ABS-KEY(Technology OR computer* OR web OR internet OR mobile* OR smartphone OR SMS OR video OR messag* OR application OR intervention OR promotion OR support OR cell OR iOs OR android OR Cell* OR telephone OR text)) AND (TITLE-ABS-KEY("Mobile health" OR mhealth OR m-health OR e-health OR ehealth OR telemedicine OR Telehealth OR Telelactation OR Health Information Technology OR behav*)) AND (TITLE-ABS-KEY(Breastfeed* OR Breast-feed OR "Breast feed" OR lacta* OR "nursing mother*" OR mother* OR maternal health OR maternal care OR pregnan* OR antenatal OR post* OR newborn* OR infant* OR child* OR baby OR Exclusive Breast Feeding OR Exclusive Breastfeeding))

Data Extraction

The retrieved studies for the search were transferred to Elsevier’s Mendeley Desktop Reference Manager by the first author (AA) to download papers and remove duplicates. The first author screened all titles and abstracts of the papers, and the full texts were reviewed to identify eligible studies. Then, 3 authors (AA, SM, and KW) discussed the suitability of the eligible studies for the final review. Studies that investigated maternal depression, HIV/Hepatitis C virus, smoking, diabetes, alcohol, overweight/obesity, fertility, prematurity, or cesarean section were excluded from the review. A table of the excluded studies with reported reasons is included in Multimedia Appendix 5. A diagram of the systematic review and data extraction is presented in Figure 1.

Figure 1. Flow Diagram of the systematic review - data extraction (BF, BSES). BF: breastfeeding; BHFI: baby friendly hospital initiative.
Data Analysis

A self-adaptive narrative synthesis approach with thematic analysis [36] was used to categorize the purpose of internet-based interventions employing e-technologies and the strategies that were used in those interventions. Meta-analysis could not be processed because of the substantial heterogeneity existing among the studies. However, breastfeeding outcomes are presented in a narrative form.

Search Outcome and Quality Appraisal

The search identified 5201 papers. After excluding duplicates, 2599 papers were screened for eligibility and 615 remained (Figure 1). After examination of the full texts, 17 studies fully met the inclusion criteria. The quality of the studies was appraised by 2 researchers (AA and SM), using the mixed methods appraisal tool [37,38]. After the quality appraisal, 1 study was excluded [39], and a total of 16 studies remained (Figure 1). Any disagreement on quality checks was resolved through discussion between the 3 authors (AA, SM, and KW). Tables showing the quality appraisal process are presented as additional files in Multimedia Appendix 4.

Results

Description of Studies

The included studies involved 4018 participants from 8 different countries: the United States (n=5), Australia (n=3), Finland (n=3), Taiwan (n=1), Canada (n=1), Thailand (n=1), the Philippines (n=1), and Ireland (n=1). The interventions in the included studies were delivered to women prenatally or postnatally, and all reported one or more breastfeeding outcomes (Table 1). Only 3 studies reported using a theoretical framework to inform the design of the intervention: the sustained breastfeeding framework based on predicting and changing behavior theory [40], Bandura’s [41] social cognitive theory [42], and Bandura’s [43] self-efficacy theory [44]. The description of the included studies is provided in Multimedia Appendix 3.

Characteristics of Internet-Based Electronic Technology Interventions

Characteristics of the internet-based e-technology interventions in the 16 included studies were categorized by the mode of e-technology delivery, purpose of the intervention, and key strategies that were used in those interventions.

Mode of Electronic Technology Delivery

Electronic technology in the included studies involved a range of delivery approaches such as web-based interventions [42,44,46-54], mobile apps [55-57], and computer kiosk [40,45] (Table 2).

Purpose and Key Strategies Used in the Interventions

The purpose and key strategies used in the studies were coded using a thematic analysis. Overall, 2 main categories emerged based on the purpose of the interventions: breastfeeding education and breastfeeding support. On the basis of key strategies that were used in the interventions, 6 categories were identified: (1) monitoring and breastfeeding tracking, (2) personalization, (3) online discussion forum, (4) web-based consultation, and (5) breastfeeding station locator (Table 3).

Breastfeeding Outcome Measures

Breastfeeding intention, knowledge, exclusivity, and duration were the most reported outcome measures in the studies (Table 4).
### Table 1. Characteristics of included studies.

<table>
<thead>
<tr>
<th>Study reference</th>
<th>Setting. study country</th>
<th>Study design</th>
<th>Participants</th>
<th>Duration</th>
<th>Breastfeeding outcome measure</th>
<th>Theoretical framework</th>
<th>Assessment tool</th>
</tr>
</thead>
<tbody>
<tr>
<td>Joshi et al, 2016 [40]</td>
<td>The Regional West Medical Centre in Scottsbluff, United States</td>
<td>Quasi-experimental study</td>
<td>46 women</td>
<td>Antenatal to 6 months postnatal</td>
<td>Breastfeeding knowledge, Breastfeeding self-efficacy, Breastfeeding intention</td>
<td>Predicting and changing behavior theory</td>
<td>Breastfeeding knowledge questionnaire, BSES-SF&lt;sup&gt;a&lt;/sup&gt; questionnaire, Breastfeeding attrition prediction tool questionnaire</td>
</tr>
<tr>
<td>Zhang et al, 2014 [45]</td>
<td>Melrose-Wakefield Hospital in Massachusetts, United States</td>
<td>RCT&lt;sup&gt;b&lt;/sup&gt;</td>
<td>15 women</td>
<td>Antenatal to 6 months postnatal</td>
<td>Breastfeeding knowledge, Breastfeeding intention</td>
<td>NR&lt;sup&gt;c&lt;/sup&gt;</td>
<td>Questionnaire, BSES-SF</td>
</tr>
<tr>
<td>Ahmed et al, 2016 [46]</td>
<td>Two Midwestern hospitals, United States</td>
<td>Mixed methods</td>
<td>26 women</td>
<td>Postnatal to 30 days</td>
<td>Breastfeeding support, Breastfeeding education</td>
<td>NR</td>
<td>Breastfeeding diary, System usability scale, Perception survey</td>
</tr>
<tr>
<td>Ahmed et al, 2016 [42]</td>
<td>3 hospitals in the Midwestern, United States</td>
<td>RCT</td>
<td>141 women</td>
<td>Postnatal to 3 months</td>
<td>Exclusive breastfeeding, Breastfeeding duration, Breastfeeding intensity</td>
<td>Social cognitive theory</td>
<td>Paper-based forums, Surveys (online follow-up forums)</td>
</tr>
<tr>
<td>Alberdi et al, 2018 [47]</td>
<td>The National Maternity Hospital (Dublin, urban) and Wexford General Hospital (Wexford, rural), Ireland</td>
<td>Feasibility study</td>
<td>100 women</td>
<td>Antenatal to 3 months postnatal</td>
<td>Breastfeeding duration</td>
<td>NR</td>
<td>Web-based questionnaires</td>
</tr>
<tr>
<td>Geoghegan-Morphet et al, 2014 [48]</td>
<td>Hospital, Canada</td>
<td>Qualitative study</td>
<td>200 women</td>
<td>Postnatal to 6 months</td>
<td>Breastfeeding education, Breastfeeding outcomes, Breastfeeding support</td>
<td>NR</td>
<td>Surveys</td>
</tr>
<tr>
<td>Giglia et al, 2015 [49]</td>
<td>Hospitals from 4 regional areas, Australia</td>
<td>Longitudinal cohort study</td>
<td>414 women</td>
<td>Postnatal to 12 months</td>
<td>Breastfeeding support, Breastfeeding initiation, Breastfeeding duration, Exclusive breastfeeding</td>
<td>NR</td>
<td>Modified tool based on Perth infant feeding study mark II</td>
</tr>
<tr>
<td>Grassley et al, 2017 [50]</td>
<td>Website, United States</td>
<td>Cohort study (1 group pre + post)</td>
<td>41 women</td>
<td>Antenatal to 1 month postnatal</td>
<td>Breastfeeding self-efficacy, Breastfeeding intention, Breastfeeding education</td>
<td>NR</td>
<td>Questionnaire (pretest and posttest), BSES-SF</td>
</tr>
<tr>
<td>Hannula et al, 2014 [51]</td>
<td>3 public maternity hospitals in the Helsinki Metropolitan area, Finland</td>
<td>Quasi-experimental study</td>
<td>705 women</td>
<td>Antenatal to first week postnatal</td>
<td>Exclusive breastfeeding, Breastfeeding attitude, Breastfeeding confidence, Breastfeeding coping</td>
<td>NR</td>
<td>Iowa infant feeding attitude scale, BSES-SF, LATCH&lt;sup&gt;d&lt;/sup&gt; assessment tool</td>
</tr>
<tr>
<td>Study reference</td>
<td>Setting, study country</td>
<td>Study design</td>
<td>Participants</td>
<td>Duration</td>
<td>Breastfeeding outcome measure</td>
<td>Theoretical framework</td>
<td>Assessment tool</td>
</tr>
<tr>
<td>-----------------</td>
<td>------------------------</td>
<td>------------------</td>
<td>--------------</td>
<td>-----------------------------</td>
<td>--------------------------------------------------------------------</td>
<td>-----------------------</td>
<td>-----------------</td>
</tr>
</tbody>
</table>
| Huang et al, 2007 [52] | Hospital in Taipei, Taiwan | Quasi-experimental study | 120 women | Antenatal to 6 weeks postnatal | • Breastfeeding duration  
• Breastfeeding knowledge  
• Breastfeeding attitude | NR | • Questionnaire |
| Newby et al, 2015 [53] | Feeding Queensland Babies, Australia | Prospective cohort study | 488 women | Antenatal to 12 months postnatal | • Breastfeeding support  
• Breastfeeding education | NR | • Web-based questionnaires |
| Salonen et al, 2008 [44] | Two public university hospitals, Finland | Quasi-experimental study | 863 women | Antenatal to hospital discharge | • Exclusive breastfeeding | Self-efficacy theory | • Questionnaire |
| Salonen et al, 2014 [54] | Hospital, Finland | Quasi-experimental study | 760 women | Antenatal to 12 months postnatal | • Exclusive breastfeeding | NR | • Structured questionnaire |
| Dela Cruz et al, 2017 [55] | The Philippine Human Milk Bank, Philippines | Qualitative study | 32 women | NR | • Breastfeeding support  
• Breastfeeding education | NR | • Web-based questionnaires |
| Wang et al, 2018 [56] | Website, Thailand | Mixed method | 21 women | Postnatal to 4 weeks | • Breastfeeding support  
• Breastfeeding education | NR | • Surveys  
• Structured interview |
| Wheaton et al, 2018 [57] | 4 local hospitals at Southwest Victoria, Australia | Prospective cohort study | 46 women | Postnatal to 6 months | • Breastfeeding duration  
• Breastfeeding confidence | NR | • Web-based questionnaires |

aBSES-SF: breastfeeding self-efficacy scale—short form.
bRCT: randomized controlled trial.
cNR: not reported.
dLATCH: breastfeeding charting system and documentation tool.
<table>
<thead>
<tr>
<th>Study reference</th>
<th>Type of technology intervention</th>
<th>Purpose/objectives</th>
<th>Providers</th>
</tr>
</thead>
<tbody>
<tr>
<td>Joshi et al, 2016 [40]</td>
<td>Computer kiosk</td>
<td>To provide breastfeeding knowledge and enhance self-efficacy through an interactive computer kiosk and a bilingual breastfeeding educational program</td>
<td>Nurses</td>
</tr>
<tr>
<td>Zhang et al, 2014 [45]</td>
<td>Computer kiosk</td>
<td>To promote breastfeeding through a virtual lactation consultant on a computer kiosk</td>
<td>University staff</td>
</tr>
<tr>
<td>Ahmed et al, 2012 [46]</td>
<td>Website</td>
<td>To provide breastfeeding education and support through an interactive web-based breastfeeding monitoring system (LACTOR)</td>
<td>• Trained research team&lt;br&gt;• Lactation consultants</td>
</tr>
<tr>
<td>Ahmed et al, 2016 [42]</td>
<td>Website</td>
<td>To increase breastfeeding duration, exclusivity, and intensity through a web-based interactive breastfeeding</td>
<td>• Research scientist and a lactation consultant</td>
</tr>
<tr>
<td>Alberdi et al, 2018 [47]</td>
<td>Website</td>
<td>To assess breastfeeding initiation and duration using a web-based breastfeeding support</td>
<td>• Lactation specialists</td>
</tr>
<tr>
<td>Geoghegan-Morphet et al, 2014 [48]</td>
<td>Website</td>
<td>To provide breastfeeding education with integrated peer and professional support through a web-based breastfeeding support clinic</td>
<td>• Academic Medical Organization of Southwestern Ontario study team</td>
</tr>
<tr>
<td>Giglia et al, 2015 [49]</td>
<td>Website</td>
<td>To provide breastfeeding support using a website</td>
<td>• Midwives and/or research staff&lt;br&gt;• Nurses</td>
</tr>
<tr>
<td>Grassley et al, 2017 [50]</td>
<td>Website</td>
<td>To provide breastfeeding education, assess breastfeeding intention, and promote breastfeeding self-efficacy using a web-based game-based learning platform</td>
<td>• Researchers’ university</td>
</tr>
<tr>
<td>Hannula et al, 2014 [51]</td>
<td>Website</td>
<td>To provide an intensified support for breastfeeding using a web-based service</td>
<td>• Midwives</td>
</tr>
<tr>
<td>Huang et al, 2007 [52]</td>
<td>Website</td>
<td>To provide breastfeeding education, increase breastfeeding knowledge, and enhance breastfeeding skills using a web-based breastfeeding education program</td>
<td>• Midwives</td>
</tr>
<tr>
<td>Newby et al, 2015 [53]</td>
<td>Websites</td>
<td>To provide breastfeeding and education and support using web-based breastfeeding support and evaluate internet sources of infant feeding information</td>
<td>• The researcher</td>
</tr>
<tr>
<td>Salonen et al, 2008 [44]</td>
<td>Website</td>
<td>To support breastfeeding, parenting, and infant care through a web-based information website</td>
<td>• Nurses</td>
</tr>
<tr>
<td>Salonen et al, 2014 [54]</td>
<td>Website</td>
<td>To support breastfeeding, parenting, and infant care through a web-based information website</td>
<td>• Nurses</td>
</tr>
<tr>
<td>Dela Cruz et al, 2017 [55]</td>
<td>Mobile app</td>
<td>To provide breastfeeding education and support using a mobile app</td>
<td>• The researchers</td>
</tr>
<tr>
<td>Wang et al, 2018 [56]</td>
<td>Mobile app</td>
<td>To provide breastfeeding education and support through a mobile phone app</td>
<td>• The researchers</td>
</tr>
<tr>
<td>Wheaton et al, 2018 [57]</td>
<td>Mobile app</td>
<td>To evaluate breastfeeding duration compared with the general population and describe infant feeding outcomes</td>
<td>• Nurses and/or midwives</td>
</tr>
</tbody>
</table>
### Table 3. Classification of the internet-based electronic technologies based on the purpose of the interventions and the key strategies.

<table>
<thead>
<tr>
<th>Purpose and key strategies</th>
<th>Computer kiosk</th>
<th>Website</th>
<th>Mobile app</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Purpose</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Education</td>
<td>✓</td>
<td>✓✓✓✓✓✓✓✓✓✓✓✓✓✓✓✓</td>
<td>N/A✓✓✓✓✓✓✓✓✓✓✓✓✓✓✓✓</td>
</tr>
<tr>
<td>Support</td>
<td>✓</td>
<td>✓✓✓✓✓✓✓✓✓✓✓✓✓✓✓✓</td>
<td>N/A✓✓✓✓✓✓✓✓✓✓✓✓✓✓✓✓</td>
</tr>
<tr>
<td><strong>Key strategies</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Monitoring and breastfeeding tracking</td>
<td>✓</td>
<td>✓✓✓✓✓✓✓✓✓✓✓✓✓✓✓✓</td>
<td>N/A✓✓✓✓✓✓✓✓✓✓✓✓✓✓✓✓</td>
</tr>
<tr>
<td>Personalization</td>
<td>✓</td>
<td>✓✓✓✓✓✓✓✓✓✓✓✓✓✓✓✓</td>
<td>N/A✓✓✓✓✓✓✓✓✓✓✓✓✓✓✓✓</td>
</tr>
<tr>
<td>Online discussion forums</td>
<td>✓</td>
<td>✓✓✓✓✓✓✓✓✓✓✓✓✓✓✓✓</td>
<td>N/A✓✓✓✓✓✓✓✓✓✓✓✓✓✓✓✓</td>
</tr>
<tr>
<td>Web-based consultant</td>
<td>✓</td>
<td>✓✓✓✓✓✓✓✓✓✓✓✓✓✓✓✓</td>
<td>N/A✓✓✓✓✓✓✓✓✓✓✓✓✓✓✓✓</td>
</tr>
<tr>
<td>Breastfeeding stations locator</td>
<td>✓</td>
<td>✓✓✓✓✓✓✓✓✓✓✓✓✓✓✓✓</td>
<td>N/A✓✓✓✓✓✓✓✓✓✓✓✓✓✓✓✓</td>
</tr>
</tbody>
</table>

✓: applicable.

N/A: not applicable.

### Table 4. Reported breastfeeding outcomes based on the types of internet interventions employing electronic technologies.

<table>
<thead>
<tr>
<th>Outcome measure</th>
<th>Total (N=16), n (%)</th>
<th>Computer kiosk, n</th>
<th>Website, n</th>
<th>Mobile app, n</th>
</tr>
</thead>
<tbody>
<tr>
<td>Breastfeeding initiation</td>
<td>1 (6)</td>
<td>N/A✓</td>
<td>1</td>
<td>N/A</td>
</tr>
<tr>
<td>Exclusive breastfeeding</td>
<td>5 (31)</td>
<td>N/A</td>
<td>5</td>
<td>N/A</td>
</tr>
<tr>
<td>Breastfeeding duration</td>
<td>5 (31)</td>
<td>N/A</td>
<td>4</td>
<td>1</td>
</tr>
<tr>
<td>Breastfeeding intention</td>
<td>3 (19)</td>
<td>2</td>
<td>1</td>
<td>N/A</td>
</tr>
<tr>
<td>Breastfeeding knowledge</td>
<td>3 (19)</td>
<td>2</td>
<td>1</td>
<td>N/A</td>
</tr>
<tr>
<td>Breastfeeding attitude</td>
<td>1 (6)</td>
<td>N/A</td>
<td>1</td>
<td>N/A</td>
</tr>
<tr>
<td>Breastfeeding confidence</td>
<td>2 (13)</td>
<td>N/A</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Breastfeeding self-efficacy</td>
<td>1 (6)</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Breastfeeding intensity</td>
<td>1 (6)</td>
<td>N/A</td>
<td>1</td>
<td>N/A</td>
</tr>
</tbody>
</table>

*Studies with multiple outcomes were counted repeatedly in each electronic technology category.

N/A: not assessed.
Breastfeeding Outcomes With Web-Based Interventions

Of 11 web-based breastfeeding interventions that had a combination of education and support focus, 8 demonstrated improvements in breastfeeding outcomes [42,44-47,51,52,54]. For instance, Huang et al [52] evaluated breastfeeding knowledge in a quasi-experimental study (n=120) where there was a significant difference in breastfeeding knowledge level between the intervention and control groups in the pretest results (P<.001), with no differences in the pretest knowledge level. In addition, the exclusive breastfeeding rates were statistically higher at 3 to 5 days and at 2, 4, and 6 weeks in the intervention group (n=60) compared with the control group (n=60; 48.3%, 45%, 31.7%, and 26.7% versus 38.3%, 20%, 20%, and 20%, respectively) [52].

Exclusive breastfeeding during hospital stay has been shown to improve with web-based interventions [44,51,54]. Hannula et al [51] evaluated the effect of a web-based breastfeeding educational support system on exclusive breastfeeding rates in 705 women in Finland. The intervention group (n=431) had access to a website that offered articles, pictures, videos, and an educational game. During hospital stay, the intervention group breastfed exclusively more often than the control group (71% versus 58%; P<.001) and likewise on discharge (76% versus 66%; P=.01). In addition, 2 other quasi-experimental studies conducted in Finland with a convenience sample of 1300 [44,54] also indicated higher exclusive breastfeeding rates in a group of women who used web-based interventions compared with the control group during their stay in the hospital. Salonen et al [44] reported that exclusive breastfeeding was more common in the intervention group (51.0% versus 27.4%; P<.001) and similar findings were also reported by Salonen et al [54] (50.1% versus 30.4%; P<.001).

Providing web-based breastfeeding intervention with an interactive and asynchronous online discussion board was found useful in motivating intervention mothers to continue breastfeeding for longer periods of time [49]. For instance, in a longitudinal cohort study among regional Western Australian women, using online support and discussion forums was associated with higher exclusive breastfeeding rates at 6 months among women who lived in remote areas (n=10; 5.9% versus 0.6%; P=.01) [49].

Access to a website with information on breastfeeding has also been offered to 127 women in a recent study in Ireland along with sending emails up to 6 months postpartum and providing access to a breastfeeding helpline and support group [47]. The study demonstrated a positive impact on breastfeeding duration, as participants from both urban and rural areas acknowledged an increase in breastfeeding duration because of participation in the study, 42.2% and 86.7%, respectively. However, urban women (42% at 6 weeks and 53.3% at 3 months) reported no impact on the length of time they breastfed from participation in the study, compared with rural women (26.7% at 6 weeks and 13.3% at 3 months). This study found that providing additional support postnatally, including exclusive access to the educational website, was more preferred by women in rural areas compared with those in urban areas, with 46.7% and 22%, respectively [47].

Geoghegan-Morphet et al [48,58] designed a web-based breastfeeding support clinic called the Maternal Virtual Infant Nutrition Support clinic to offer evidence-based breastfeeding education combined with peer and professional support. The resource had 4 aspects: (1) text, graphics, and video breastfeeding educational resources; (2) an interactive discussion forum for participants, which is supervised and facilitated by an international board-certified lactation consultant; (3) data collection capacity; and (4) a web-based infant journal for text and photo entries. The study found that 60.8% of mothers were exclusively breastfeeding at 6 months postpartum in the intervention group compared with 28.2% of mothers, similar to statistics from the Canadian 2010-2013 data for Ontario mothers [58].

A US-based pilot study [50] designed the HealthyMoms intervention aimed to educate women about breastfeeding using a game-based learning platform (3D Gamelab) on the web. A total of 3 quests on the 3D Gamelab platform were completed by the study participants and focused on three main topics: deciding about breastfeeding, feeding your baby, and getting support. Each one of the quests focused on a specific breastfeeding topic using web-based education activities, such as watching a video, reading a short introduction, or adding posts and responses to the information. Breastfeeding self-efficacy was measured with the 14-item breastfeeding self-efficacy scale—short form (BSES-SF), and breastfeeding intention was assessed using a 1-item measure with 4 categories (eg, just breastfeeding/no formula, just formula/no breastfeeding, both, or unsure). The majority of mothers (68%) reported a high intention for exclusive breastfeeding; however, a one-way analysis of variance test found no significant differences among the groups in mean BSES-SF scores before (P=.26) or after (P=.68) the intervention [50].

Furthermore, 2 studies evaluated the impact of web-based breastfeeding monitoring systems among breastfeeding mothers [42,46]. Of the systems, one [42] found no significant differences in breastfeeding outcomes between the women in the intervention group (n=49) and the control group (n=57) upon discharge (P=.71). However, the women in the intervention group had better exclusive breastfeeding rates (63%, 63%, and 55%, respectively) at 1, 2, and 3 months, respectively, compared with the control group (40%, 19%, and 19%, respectively). Participants (n=26) in a study by Ahmed and Ouzzani [46] also received postdischarge breastfeeding support through web-based breastfeeding monitoring systems and reported that the system helped them to minimize breastfeeding problems [46].

The Key Strategies Used in the Web-Based Interventions

Monitoring and Breastfeeding Tracking in the Web-Based Interventions

Only 2 studies [42,46] provided web-based breastfeeding diary interventions and used data monitoring strategies to promote breastfeeding.
Providing a web-based breastfeeding diary [42] designed to record breastfeeding data for 30 days had a significant effect on breastfeeding intensity between the intervention and control groups at 3 months (P<.002). Ahmed and Ouzzani [46] evaluated the impact of a web-based breastfeeding monitoring system (LACTOR) designed to record breastfeeding and infant output data for 30 days. The system has 2 modules: (1) the mothers’ portal, where mothers can record their daily breastfeeding data and get notifications; and (2) the lactation consultant’s portal. The study found that more than 77% of the mothers reported infant feedings ≥8 times per day and reported that the system provided motivation to continue breastfeeding. Although 70% of mothers stated that breastfeeding data entry was not time-consuming, they reported that monitoring did not substitute face-to-face consultation with a lactation consultant.

**Personalization in the Web-Based Interventions**

Delivering personalized support was cited in four studies [42,46,48,49]. In all, two web-based breastfeeding monitoring systems [42,46], asked participating mothers to enter their breastfeeding data daily where both systems are capable of generating an automatic feedback sent via notifications with tailored interventions depending on the entered breastfeeding problem. These systems are capable of detecting patterns from responses of mothers and recognizing different breastfeeding problems. The system also provided motivation for mothers in the intervention group by sending a positive notification when a mother breastfed 8 to 10 times per day [42]. A website breastfeeding intervention in Australia enabled the intervention group (n=207) to post on discussion forums, start a new email conversation with others, and use a webcam to contact lactation consultants and receive a tailored response [49]. A more personalized intervention was proposed in a study by Geoghegan-Morphet et al [48], where a lactation consultant offered live help sessions through the web-based clinic and real-time response; however, these help sessions were not utilized by any of the participating women.

**Online Discussion Forums in the Web-Based Interventions**

Providing a web-based breastfeeding intervention with an interactive and asynchronous online discussion board was found to be effective in increasing rates of exclusive breastfeeding [52] and useful in motivating mothers in the intervention group to continue breastfeeding for longer [49]. Discussion forums were also used by mothers to contact a registered nurse/midwife to ask questions and receive credible information [44,54]. However, no relationship was discovered between accessing online chatrooms/discussion forums for breastfeeding support and providing breast milk for infants [53]. Remarkably, the breastfeeding helpline in an Irish cohort [47] was accessed by 30.6% of urban women and only 12.5% of rural women.

The web-based breastfeeding support clinic developed in a study in Canada [48] improved access to specialized professional breastfeeding support and offered communication and engagement through discussion forums. The intervention group received full access with peer and professional support in the discussion forum, and the control group received full access except for the interactive discussion forum [48].

**Web-Based Lactation Consultant in the Web-Based Interventions**

In an internet-based intervention study by Giglia et al [49], which was effective in long-term breastfeeding outcomes, women in the intervention group were provided with access to a certified lactation consultant through web-based posts or using a webcam with any of their concerns or questions regarding breastfeeding. Although women in this study reported several breastfeeding issues at each time point, none of them contacted a lactation consultant through webcam services. Similarly, a web-based breastfeeding support clinic [48] offered support and educational resources to mothers facilitated by a lactation consultant where they could monitor, facilitate, and encourage discussions on the discussion forum. They could also post information and resources, set questions for additional details, answer questions, and offer suggestions. However, the post topics from the intervention group tended to be on more subjective (eg, lifestyle based) rather than technical topics (eg, breastfeeding problems) [48]. In 2 studies [42,46], the breastfeeding data of mothers were continuously monitored on the web by lactation consultants. Early detection and resolution of breastfeeding problems by lactation consultants presented improvements to breastfeeding continuation.

**Breastfeeding Outcomes With Using Mobile Apps**

A total of 3 studies reported on the usability of mobile apps without examining the effectiveness of the app on breastfeeding outcomes [55-57]. One Australian study evaluated the usability of a smartphone breastfeeding app, Breastfeeding Solutions, among rural Australian breastfeeding women [57]. The app was an interactive guide to resolve breastfeeding problems, provide functions for searching for problem solutions, and deliver timely information for mothers. The results of the study demonstrated its usability by a longer duration of breastfeeding compared with general statistics from southwest Victoria [57].

A total of 2 other studies with small sample sizes evaluated the usability and usefulness of the mobile phone apps MoomMae [56] and Milktrack [55] designed to provide support to breastfeeding women. The MoomMae [56] intervention aims to support mothers in feeling more comfortable breastfeeding in public and efficiently track their feeding and pumping logs.

**Key Strategies Used in Mobile Device Apps**

**Monitoring and Breastfeeding Tracking in Mobile Apps**

Only one breastfeeding mobile app intervention [56] offered breastfeeding tracking features to enter pumping/feeding data and save the history of all feeding records.

**Personalization in Mobile Apps**

Participants enrolled in 3 studies [55-57] received a personalized breastfeeding intervention through mobile apps. The interventions were designed to enhance the breastfeeding experience by providing feeding and pumping volume control [56], offering a platform to donate human milk [55], and providing an interactive guide to solving the breastfeeding problems of mothers [57].
Breastfeeding Station Locator in Mobile Apps

In all, 2 studies in Thailand [56] and the Philippines [55] developed mobile apps with breastfeeding station locators with an embedded strategy that can locate nearby places accessible for breastfeeding using the user’s GPS location. In both studies, women perceived that locating places for breastfeeding through the app was easier, but the feeding room feature still had some negative feedback because of the limited number of feeding rooms exhibited in the app [56].

Breastfeeding Outcomes Using a Computer Kiosk

A total of 2 studies used computer kiosk interventions [40,45]. The main purpose of using computer kiosks was to provide breastfeeding education and support by incorporating several educational modules such as basics of breastfeeding, benefits of breastfeeding, and coping with breastfeeding [40,45]. A pilot evaluation study [45] showed significantly greater breastfeeding knowledge in the intervention group (n=7) after they interacted with the prenatal module (P<.05) in comparison with the control group (n=8). This study showed significantly greater intention to exclusively breastfeed after women interacted with the prenatal module (P<.05) and improvement in breastfeeding confidence compared with the control group [45]. Similarly, Joshi et al [40] reported a significant improvement in breastfeeding knowledge scores (P=.03) only at week 6 of the follow-up between the control (mean 23.2, SD 3.7) and intervention (mean 25.3, SD 2.6) groups. However, no significant differences were perceived in the average change in knowledge scores between the control and intervention groups at any other follow-up time points. This study also reported a gradual increase in the breastfeeding self-efficacy scores until week 6, followed by a decrease in self-efficacy scores at 3 months (P=.46) and 6 months (P=.54). Moreover, the intervention group reported significantly higher intention to breastfeed (P=.049), and the results indicated a significant improvement in breastfeeding intention scores over a 6-month period with all study participants (P<.05).

Key Strategies Used in Computer Kiosks

Monitoring and Breastfeeding Tracking With Computer Kiosks

Only the computer kiosks in the Zhang et al [45] study had a longitudinal breastfeeding tracking feature, which enabled the system to examine breastfeeding records and monitor breastfeeding practices to ensure optimal infant growth.

Personalization With Computer Kiosk

Zhang et al [45] developed a virtual lactation consultant on a computer kiosk to interact with women in the intervention group. The intervention included motivational interviewing techniques to motivate and social cognitive techniques to reinforce positive behaviors. The intervention enabled adaptive interaction, where the interactive component was modifiable based on a mother’s own progress and her previous interactions with the kiosk. Joshi et al [40] designed an interactive kiosk to present breastfeeding information and messages depending on the psychosocial elements, including self-efficacy, influence of attitude, expectancies, personal norms, and social effect.

Discussion

Principal Findings

This study presents a review of internet-based breastfeeding interventions employing e-technologies; investigates their purpose, mode of delivery, and key strategies; and systematically describes their effectiveness on breastfeeding outcomes. The main purpose of the reviewed studies focused on education and support in 3 modes of delivery: web-based interventions, mobile apps, and computer kiosks. Among the 5 key strategies, personalization and web-based discussion were the most common strategies used in the interventions. This review provides evidence that internet-based interventions employing e-technologies that provide a combination of early interactive antenatal breastfeeding education with postnatal web-based discussion support can improve breastfeeding outcomes in hospital stay [44,47,48,51,52,54] and exclusive breastfeeding rates up to 6 months [49]. These results are supported by similar face-to-face interventional studies where there is a combination of antenatal education and postnatal support [59-61].

Interventions with personalized feedback and tailored information to mothers through their support systems were found to be motivational and led to positive breastfeeding outcomes. These effective strategies point toward a need for informed, highly interactive, and tailored-designed breastfeeding interventions employing e-technologies. Consistent with other effective clinical interventions, conducting multimodal, multiphased, and interactive interventions are successful in breastfeeding practices [60,62,63]. Web-based support could be offered informally, such as peer communication through online discussion forums, or formally, such as web-based lactation consultation. The interactivity, connectivity, and two-way communication provided between mothers and lactation consultants in breastfeeding interventions may expand the opportunities for educating and engaging mothers and thus improve breastfeeding outcomes. Providing access to timely and qualified lactation consultants in similar interventions has been found to be particularly attractive to mothers experiencing some breastfeeding complications [64]. In a Cochrane review of support interventions, the findings demonstrated that women who receive any form of support are less likely to stop exclusive breastfeeding before 5 months postpartum [65].

In this review, interventions that provided monitoring and breastfeeding tracking appeared to be least effective in improving breastfeeding outcomes, which could be because of a lack of meaningful educational and supportive interactions for different breastfeeding challenges. It is important to note that women in the included studies had higher prenatal breastfeeding intention rates, which could be a confounding factor in the effectiveness of the interventions [40,45,50]. Breastfeeding women are very likely to seek out extensive evidence-based information on breastfeeding information from reliable sources. The acquired breastfeeding knowledge is presumed to have positive influences on their feeding decisions [66].

In terms of the mode of delivery, web-based platforms were the dominant and more effective mode of delivering breastfeeding
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internet-based interventions employing e-technologies. Several studies used web-based interventions, and the majority of them reported an increase in exclusive breastfeeding after the intervention and overall positive outcomes in their results [42,44,47,49,51,52,54]. This finding may be explained by the ability of web-based interventions to sustain their effects in terms of providing early education and continued support to participants during the intervention from a variety of care providers (eg, peers and lactation consultants) in a range of settings (eg, hospital and home). Another reason could be related to the reliability and credibility of the governmental web-based platforms [67]. Women need to make informed decisions regarding the health and well-being of their babies. Having a trusted resource would empower women to make their own choices in breastfeeding. However, many studies have reported the lack of a regulatory system to assist end users in identifying the best available web-based e-technologies [68-70].

Although the delivery of breastfeeding interventions through mobile apps is encouraging because of their relative simplicity and continuous availability [71], the mobile apps in this review focused on supporting women to access milk banks or express their breastmilk among small groups of women. Furthermore, the studies mainly aimed at assessing the usability of the apps rather than examining their effectiveness without any theoretical framework. Although a significant absence in reporting a theoretical framework was observed in the majority of the included studies, none of the interventions with mobile apps reported using any type of behavior change theoretical framework. Using theory to inform intervention development or evaluation can play a key role in breastfeeding interventions as a strong predictor of breastfeeding behavior [72].

Finally, computer kiosk interventions seemed to be effective in enhancing women’s knowledge and short-term confidence level. Creating an interactive platform coupled with continuing, accessible support can aid mothers in having specific information to suit their personal needs [45,73]. The use of conversational computers could provide affordability and portability, as observed in other health-related interventions [74,75]. However, for long-term effects, there is a need to incorporate personalized approaches and professional support into interventions to create a practical response to the personal needs of mothers. In addition, sustainability remains an issue because these types of interventions could be outdated [76], and findings cannot be generalized to other settings.

A lack of detailed reporting of rigorous intervention development, evaluation, and the content of the implementation intervention was also observed, which makes it difficult to determine the impact of interventions on breastfeeding outcomes [77]. Future studies could design intervention implementation and evaluation guided by a theory toward a comprehensive intervention development process and for a better chance of effective breastfeeding intervention.

Limitations
This systematic review has as a key strength that it followed the PRISMA guidelines [35], an established methodology for ensuring transparent reporting of systematic reviews. However, there are several limitations to this study; for example, it was difficult to generalize the findings observed from several studies because of their small sample size, different timing of studies, and lack of clarity on start and end points. The substantial heterogeneity of the intervention’s outcome measures and lack of clear definitions of breastfeeding outcomes in all the included studies added more complexity and prevented meta-analysis.

Another limitation of the study is that most of the included interventions were delivered and published in developed and high-income countries with good quality health care systems [78], which may not be generalizable to women in developing countries or those with diverse socioeconomic status and cultural background [29]. Setting up breastfeeding intervention in regions with inadequate health care providers and resources should be prioritized to improve breastfeeding practices [79]. Furthermore, the approaches of the interventions were focused on changing the behavior of individuals and lacked some key aspects related to cultural differences that may influence the breastfeeding practices of women and could impede them from achieving the desired outcome. This is particularly essential as the breastfeeding decisions women make differ according to and on the cultural context in which they live. Thus, findings need further investigation regarding their transferability. Applicability needs to be considered when delivering breastfeeding interventions to women in different social milieu.

Conclusions
The findings of the study demonstrate that internet-based e-technologies are transforming the access and delivery of breastfeeding interventions and that they have a considerable potential to assist breastfeeding mothers when seeking support and advice about breastfeeding. The results show that web-based interventions that provide a combination of education and ongoing support are the best models of interventions employing e-technologies to support long-term breastfeeding outcomes. In addition, the review reveals that the two dominant effective strategies are personalization, and online discussion forums form credible sources. Further studies need to explore the usability and effectiveness of interventions employing e-technologies that have theory-based systems designs that could incorporate encouragement and discussion opportunities from credible social and professional sources. The sociocultural needs of women also need to be integrated into these technologies to provide culturally tailored breastfeeding support.
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Abstract

Background: Research using genomic data opens up new insights into health and disease. Being able to use the data in association with health and administrative record data held in safe havens can multiply the benefits. However, there is much discussion about the use of genomic data with perceptions of particular challenges in doing so safely and effectively.

Objective: This study aimed to work toward a risk-utility data governance framework for research using genomic and phenotypic data in an anonymized form for research in safe havens.

Methods: We carried out a multifaceted review drawing upon data governance arrangements in published research, case studies of organizations working with genomic and phenotypic data, public views and expectations, and example studies using genomic and phenotypic data in combination. The findings were contextualized against a backdrop of legislative and regulatory requirements and used to create recommendations.

Results: We proposed recommendations toward a risk-utility model with a flexible suite of controls to safeguard privacy and retain data utility for research. These were presented as overarching principles aligned to the core elements in the data sharing framework produced by the Global Alliance for Genomics and Health and as practical control measures distilled from published literature and case studies of operational safe havens to be applied as required at a project-specific level.

Conclusions: The recommendations presented can be used to contribute toward a proportionate data governance framework to promote the safe, socially acceptable use of genomic and phenotypic data in safe havens. They do not purport to eradicate risk but propose case-by-case assessment with transparency and accountability. If the risks are adequately understood and mitigated, there should be no reason that linked genomic and phenotypic data should not be used in an anonymized form for research in safe havens.

(J Med Internet Res 2020;22(5):e16346) doi:10.2196/16346
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Introduction

Background

The use of genomic data to revolutionize health research and clinical care is a major expanding area of investigation and development. Research using genomic data opens up new insights into health and disease to inform population health [1] and to develop precision medicine, namely, treatment based on a person’s biological constitution, lifestyle, and environment [2]. Being able to use genomic data in association with health and administrative record data can multiply the benefits by including information such as comorbidities, medication histories, laboratory tests, education records, social issues, and lifestyle factors. This creates a more rounded and realistic picture to avoid genetic determinism and to ground phenotypically observed phenomena. Genomic data can be defined as the totality of a person’s DNA sequence, and genetic data can be defined as the parts of the DNA that code for genes [3]. In this paper, we will refer to genomic data unless we are specifically mentioning genetics. We will refer to health and administrative data as phenotypic data for convenience, while acknowledging that not all the information in these records is ultimately or attributably genomic.

By their nature, genomic data are commonly considered to be among the more sensitive types of personal data for various reasons. These include their persistence through a person’s life (barring a degree of plasticity), their role in predicting disease onset or likelihood, stigmatization for insurance or employment, and impact on kin [4,5]. This has led some to the concept of genetic exceptionalism, proposing that genetic data should be subject to new, particularly stringent use restrictions, whereas others argue that, although careful control measures are needed, the fundamental issues are largely the same as for other health data [6]. At the other end of the perception scale, some believe that all human genome sequence arising from publicly funded research should be freely available in the public domain [2]. Crucially, the ability of genomic data to provide in-depth information about a person is the defining factor in their added value for research and clinical care. Debates continue, and we have a conundrum in terms of how to progress the use of genomic data for public benefit while safeguarding individuals from harm.

We believe that there is a need for guidance toward a risk-utility data governance framework to simultaneously mitigate disclosure risk and retain maximum data utility. This is because of the nature of the data and ongoing discussions about the ability to truly anonymize genomic data. Some of this debate arises from a conflation of unique versus identifiable data, which we will return to later in this paper. In the absence of absolute certainty about the anonymization of genomic data beyond a shadow of a doubt, we propose that the framework needs to be practical, enabling research while safeguarding against all manageable risks. In this endeavor, privacy protectionism must be avoided, that is, the application of superfluous control measures that do not enhance privacy but do damage data usefulness [7]. Commonly used nonperturbative disclosure controls include suppression of variables or entire records, aggregation (such as age into bands), and masking (such as of clinic identifiers to protect professional reputation). Further methods include data perturbation (such as variable swapping between records), homomorphic encryption (a technique enabling computations on encrypted data), and other privacy-enhancing technologies [8]. Many of these are still in developmental stages and might not ultimately prove suitable for real-world application without reducing data utility. Even when algorithms are brought to encrypted data, they might not be immune to reidentification risk [9,10].

In a previous study, we explored the views of the general public on access models for genomic data in conjunction with health data [11]. Because so far genomic analyses have not yet revolutionized medical care and the majority of testing in clinical routine is still conventional, the study focused on genomic data that had been primarily collected for research. The 3 models of access presented were open (such as via a website), released externally to approved researchers, and within a data safe haven. We refer to a data safe haven as an infrastructure enabling data access within a secure environment subject to procedural, technical, and physical controls, in combination with disclosure controls applied to the data, to safeguard data subject privacy [12]. Although some people were comfortable with data being open access and more with release to named researchers, the overall preference was for access via data safe havens [11]. It can be argued that dangers differ between researcher-hosted data being unintentionally released externally leading to disclosure, compared with data hosted in a safe haven being reengineered to reveal personal data, as the latter is generally perceived to be more computationally intensive. Even so, because genomic data (largely) persist over the course of a lifetime and are passed to the offspring, it is important to remember that what is impossible today may be achievable within minutes in the not-too-distant future. Nonetheless, at this point in time, we acknowledge the appropriateness of all 3 models in their place and ongoing work to strengthen governance arrangements, for example, in Web-based access to large-scale genomic sequence for genome-wide associations and similar studies [13].

Objective

Many countries worldwide are investing in infrastructures that enable extensive, population phenotypic data to be accessed in an anonymized form via a data safe haven, and some are also incorporating genomic data (in various forms) to add to the research potential [14-16]. Being able to link data at the individual level while safeguarding privacy is an essential part of these enterprises, enabling information from multiple disparate datasets to be used in research. However, because of the nature of, and perceptions around, genomic data, there are challenges to be overcome to incorporate genomic data in a lawful, ethical, and socially acceptable way. Consequently, the aim of this paper was to work toward a risk-utility data governance framework for using genomic data in conjunction with phenotypic data in an anonymized form for research in data safe havens. We propose that the findings of this study will have particular value in developing guidelines for safe havens and augmenting existing operating models and will also be relevant to some extent for other data access models.
Methods

We took a multifaceted approach drawing upon data governance arrangements in published research papers, case studies of organizations working with genomic and phenotypic data, public views and expectations for the use of genomic data, and example studies using genomic and phenotypic data. The findings were contextualized against a backdrop of legislative and regulatory requirements and used to create a set of recommendations to inform a risk-utility data governance framework for using genomic and phenotypic data in safe havens. We set out our considerations of these elements in the Results section to draw together the findings to inform the recommendations. Ethical approval was not required for this study because the engagement with members of the public as research participants took place in our previous study [11].

Legislation and Literature Review

We carried out a summary (nonexhaustive) review of the legislative and regulatory backdrop to gain an insight on issues associated with the use of genomic data in principle. For this, we focused on the European Union (EU) because wider consideration was beyond the scope of this paper and would warrant a separate study. The elements considered were the European Convention on Human Rights and Biomedicine [17] and the General Data Protection Regulation (GDPR) [18] of 2016, augmented by national legislation and official guidance, such as the UK Data Protection Act of 2018 [19] and the work of the UK Information Commissioner’s Office. We appreciate that legislation in other jurisdictions will vary, but we use the ones we have mentioned here as illustrations. In addition to compliance with data protection legislation, there are ethical issues to consider and address. The Global Alliance for Genomics and Health (GA4GH) has several working groups focusing on particular issues and has produced a high-level framework for the use of genomic and health data [20] to be implemented in line with jurisdictional requirements.

We used our previously conducted literature review on uses of genomic and routinely collected phenotypic data to guide this study (Daniels H et al, unpublished data, 2019). As part of the review, we drew out various pieces of information to categorize the studies and the details of data governance arrangements to the extent that they were presented in the publication. The relevant variables were genomic data and source, phenotypic data and source, data access model, and details of data governance. This information enabled us to create examples of data use to consider relative risks for data access via a safe haven. We did this using factors including the format of genomic data being used, the type of health condition being studied, and the extent of data linkage. We note that many of the published studies used an external data release model, but we used them in this context simply as examples of research using genomic and phenotypic data. We also drew upon a series of interviews we had conducted with representatives from safe haven enterprises in Germany, Austria, the United Kingdom, and Canada to add depth to the information in published studies. The relevant questions were on types of genomic data integrated with phenotypic data, main governance challenges encountered and how they were addressed, main access model, and access conditions [21].

Public Views

Recognizing that public engagement on the use of health data and specifically genomic data is an active area of investigation [22], when we carried out public engagement on the use of genomic and health data, we focused specifically on access models, as noted above [11]. The public engagement activities took the form of 8 workshops with a total of 116 people. As well as taking part in free-form discussions, the participants completed an anonymous exit questionnaire to provide their personal views on the relative benefits and risks of each access model: open, external release, or data safe haven. This had previously not been explored and provided new insights into public preferences to inform this paper.

Results

Legislative and Regulatory Backdrop

The EU has expressly recognized the use of genetic information in the European Convention on Human Rights and Biomedicine (1997), which provides for the misuse of biological and medical advances and sets out prohibitions in respect of bioethics and the right to a private life [17]. It further bans decisions made on the basis of genetic characteristics and governs predictive genetic tests for medicinal purposes. Personal data processing is largely governed by the GDPR [18] of 2016, augmented by national legislation and official guidance, such as the UK Data Protection Act of 2018 [19] and the work of the Information Commissioner’s Office. Personal data are defined under Article 4 of the GDPR as “any information relating to an identified or identifiable natural person who can be identified, directly or indirectly in particular by reference to an identifier such as name...or to one or more factors specific to the physical, physiological, genetic specific to that natural person.” Recital 34 of the GDPR defines genetic data as “personal data relating to the inherent or acquired genetic characteristics of a natural person which result from the analysis of a biological sample from the natural person in question, in particular chromosomal, deoxyribonucleic acid (DNA) or ribonucleic acid (RNA) analysis or from the analysis of another element enabling equivalent information to be obtained.” Processing personal data related to the health of an individual is provided for by the explicit provisions of GDPR Article 9. This provides differing lawful bases for processing and covers a range of data that are considered to be sensitive. Genetic data are expressly included within Article 9.

The key point in applying data protection legislation is that it applies to identifiable personal data from living individuals and not to data from which a person cannot be identified. Although the majority of the genome is identical in all humans, sequence variants occur across the genome that can be used to characterize people and groups. That is not to say that they can be used to identify an individual, as, although the information may be unique, this does not necessarily render it legally identifiable. Within the remit of the GDPR, data from which an individual cannot be identified are legally anonymous. However, identifiers as defined by law do not have to be direct and can be formed
from a number of pieces of information. As with any data source, genetic data linked to other data may give rise to a greater risk of identity disclosure, such that it is important to consider whether the combination of available data could lead to the identification of an individual. For example, Y-chromosome repeats were mined from the 1000 Genomes database and could identify people by cross-referencing them with ancestry databases [20]. As far as the GDPR is concerned, it is not correct to state that genetic data are always personal data or will always carry a high risk of disclosure. A proper legal approach would be to assess each use case with expert input to adequately understand the risk of identifiability. Applying legal governance to genetic data can be perceived as challenging because of the esoteric nature of the data, which, furthermore, can be shrouded in scientific terminology. This can appear to complicate the legal issues; however, in essence, data protection law governing genetic data is largely the same as for other health data types.

The GA4GH framework for the use of genomic and health data [21] is to be implemented in line with jurisdictional requirements. The framework establishes a set of foundational principles, namely, to respect individuals, families, and communities; advance research and scientific knowledge; promote health, well-being, and the fair distribution of benefits; and foster trust, integrity, and reciprocity. Furthermore, it proposes core elements of responsible data sharing: transparency; accountability; engagement; data quality and security; privacy, data protection, and confidentiality; risk-benefit analysis; recognition and attribution; sustainability; education and training; and accessibility and dissemination. It does not relate specifically to data safe havens and is broader in scope than our aim to work toward a risk-utility data governance framework for research using genomic data in conjunction with phenotypic data for research in safe havens. However, this valuable document formed a part of the backdrop and, along with the legislation, informed the development of the recommendations.

**Forms of Genomic Data**

The literature review on the use of genomic data with phenotypic data revealed a plethora of studies on many health conditions and using various forms of genomic data (Daniels H et al, unpublished data, 2019). Genome-wide association studies (GWAS) and phenotype-wide association studies (PhenomeWAS) use statistical methods applied to genomic sequence data to explore and correlate variants and phenotypic traits [22]. However, further processing often takes place so that data derivatives, or metadata, can be taken forward for use with phenotypic data for research or to inform clinical care. This is important when considering data governance issues because not all genomic data used in research are composed of sequence. In fact, the resulting metadata can take many forms of varying complexity. Some examples are as follows: Binary Alignment Map files, a compression of the sequence that can be annotated to explain particular details; Variant Call Format (VCF) files, providing information on the type, number, and position of nucleotide variants; single-nucleotide polymorphism (SNP) files detailing changes in single base pairs in the DNA sequence; risk score files, which contain information on risks of health conditions based on single or multiple genes; and among the simplest are files that detail the presence or absence of a trait of interest (Daniels H et al, unpublished data, 2019). Using genomic information in conjunction with additional data can add valuable detail and provide context in health conditions. However, importantly, the relative risks will differ depending on the form of genomic data being used, along with other factors. We take this into account in the development of the recommendations.

**Examples Using Genomic and Phenotypic Data**

We provide examples of studies using various forms of genomic data and phenotypic data to illustrate data use for research with a view to considering relative risks. As well as GWAS and PhEWS studies that require the full genome sequence for large-scale statistical analysis to identify variants of interest, many studies begin with sequence but subject it to further processing to create derivatives for linkage to structured phenotypic data. For example, polygenic risk scores derived from GWAS and SNPs then linked to an index of deprivation and individual postcodes to explore factors influencing alcohol dependence [23]. Genotyping at particular loci has been used with the number and duration of in-patient events in schizophrenia [24]. Gene expression profiling has been used in conjunction with electronic health records (EHRs) to compare breast cancer treatments and predict chemotherapy efficacy and outcomes across health care systems [25].

SNPs are among the forms of genomic data commonly used in conjunction with phenotypic data. These were used in a study on major depressive disease with linkage to health service data, including diagnoses, history of antidepressant prescribing, and referrals to secondary care for specialist treatment [26]. A study on dementia used a set of 6 SNPs linked to EHRs to establish and monitor the dementia status of participants [27]. A further example is the use of SNPs to study herpes zoster linked to EHRs to determine diagnosis in adults [28]. EHRs are often the source of phenotypic data, but information may also be drawn from registers [29,30], and in some cases, area-based measures, such as indices of deprivation, are included [27].

As for any studies using individual-level health data, risks will vary depending on the specifics of the use case. In relation to genomic data with phenotypic data, variables that may influence risk include forms of genomic data, common versus rare conditions, studying sensitive or stigmatizing conditions, and the extent of data linkage to phenotypic data. These are in addition to demographic factors such as extremes of age and small geographies, and all may combine to create the risk profile. As such, the degree of disclosure risk varies, but the repercussions of reidentification also vary. For example, the unauthorized disclosure that someone’s close blood relative carries a high risk of developing a strongly hereditary condition such as Huntington disease will have serious implications for themselves and their kin. On the other hand, conditions such as heart disease and diabetes are multifactorial and, as such, are more complex and indefinite in terms of disease prediction. These and a myriad of other considerations lead us to propose that the risks and benefits of planned data uses should be taken into account on a case-by-case basis.
Data Governance Arrangements

We used information from the literature review and the series of interviews with representatives of safe havens on data governance arrangements in place. We refer only to governance arrangements in relation to the use of genomic data, rather than the work of these enterprises in general. We found that differing solutions have been put in place to enable genomic data to be used in conjunction with phenotypic data. Examples are given here to show variety.

The German Medical Informatics Initiative is a major infrastructural investment that has created multiple university hospital consortia to integrate clinical data, including genomics [31]. In terms of genomic data, the work of this new initiative is beginning with biosample collection before the results of genomic analyses will be shared across consortia. Germany is subject to the GDPR but also has stringent national privacy regimens for general and genomic data processing [32,33]. Moreover, apart from repositories holding data locally, methods for cross-center distributed analyses, such as DataSHIELD, are being employed [34]. These will bring the analysis to the data and avoid the need to share data where this is deemed unacceptable to oversight committees. Subject to approval, data can be used within consortia, across consortia, and by any approved researcher. However, as noted, this might not involve direct access to data but might depend on privacy-preserving analysis methods. There is a network of committees and working groups for the establishment of agreed standards.

The Sax Institute in Australia manages the 45 and up study, a longitudinal cohort of over 250,000 people, including phenotypic and genomic data [35]. Sax works in partnership with the Garvan Institute of Medical Research, which acts as a genome sequencing facility and makes data available for research subject to conditions [36]. Sax operates as a repository for health and self-report data, whereas Garvan acts as a repository for the genomic data. Although the full genome data are generally too large to move, other data such as VCF files could be transported; thus, the decision to use a distributed model is based on data governance reasons. Researchers need to apply to both institutional data access committees before access to genomic and phenotypic data can be granted. Linked data can be accessed by public and private sector researchers via a portal subject to ethical and other relevant approvals. Following analysis, outcomes are released externally but not row-level data.

The UK Secure Research Platform (SeRP) is a data infrastructure housing the Secure Anonymous Information Linkage (SAIL) databank and various other initiatives [15,37]. UK SeRP can be customized to implement the data governance model required by particular programs of work. To date, SAIL has integrated genomic data on a project basis but is working to incorporate more genomic data as part of standard data feeds, along with phenotypic data from health and administrative records. Example projects involve a psychosis cohort and an epilepsy study. As the genomic data were brought into SAIL for particular projects, separate ethical approval including participant informed consent was obtained. The psychosis cohort brought in polygenic risk scores and copy number variants; the epilepsy study brought in VCF files. In both cases, the data were only made available to project researchers because of regulatory approvals. But in general, SAIL allows data access to any approved public sector researcher; the commercial sector must work with a SAIL analyst or another public organization to access data on their behalf. All proposals to access data for research must be approved by an information governance review panel that co-opts additional experts in assessing particular data types, such as genomic. Some data providers also reserve the right to review data use proposals, in addition to the panel.

The Institute for Clinical Evaluative Sciences (IC/ES) operates in Ontario, Canada [38], and holds a highly phenotyped cohort of over 2000 children and young people with a neurological development disorder, most frequently, autism. DNA samples were collected for whole genome sequencing from the entire cohort, and the ones who consented to linkage have their VCF file data linked to IC/ES heath and administrative data. As such, this is a project-level development, but it is anticipated that linkage of genomic data to phenotypic data will become more routine in future. The privacy approval group at IC/ES was concerned about identifiability because the genomic data are often unique, particularly where there are rare variants. Owing to this, the arrangement at IC/ES has been to hold the genomic data separately and not on the main analysis platform. As the linked data are considered highly sensitive, only an IC/ES analyst has access. The project lead prepares queries to be executed on the data and receives the results from the IC/ES analyst.

From these examples, it can be seen that data safe havens are at different stages of development in terms of integrating genomic data, they are working with various formats of genomic data, and they have varying perceptions of risk leading to differing requirements for data access. These are just some examples, with others underway such as the Swiss Personalized Health Network and its associated BioMedIT project. Through this, there is a network of core facilities for the secure processing of biomedical data across Swiss universities, enabling research within a secure environment [39]. However, although models differ, one of the common beauties of safe havens (over open access or external release of data) is that they are able to apply a suite of disclosure controls directly to the data (in totality or at a project level) and across the whole environment, thus managing risk across all stages from data incorporation to archiving [14,15,38]. We used the information gained from these various models to guide the development of the recommendations.

Public Views

Having previously reported public perspectives on 3 models of accessing genomic data [11], here we draw upon the views gained on data use in safe havens, in line with the focus of this paper. In general, workshop participants were less concerned about the use of genomic data in safe havens than external release or open access. However, there were some provisos in relation to safe havens. Participants wanted to be properly informed on the purpose of data use and for analyses to be conducted by approved researchers, with concern expressed on misuse by commercial companies. They wanted to be reassured that appropriate safeguards would be in place, with data use...
being auditable and controlled. The need for consent to reuse genomic data that had been primarily collected for research emerged strongly (for all access models) and led us to propose wording for the information sheet and consent form in prospective studies [11]. The use of anonymized data in safe havens was also seen as a way to mitigate risks of discrimination because access is limitable by systematic controls. The public viewpoints on the use of genomic data in safe havens guided us in the creation of recommendations.

Discussion

Principal Findings

Having considered the legislative backdrop in the EU, it can be seen that there is nothing inherently different in the EU GDPR about the lawful provisions for genomic data processing compared with other health data: all are classed as special category data. However, there is much debate about the effectiveness of anonymization processes for genomic data, and some consider that it is particularly difficult to produce genomic data that are both anonymous and useful [3,10]. This is not a new thought as it has long been noted in relation to demographic and health data [40], but it has been specifically applied because of the nature of genomic data leading to the concept of genetic exceptionalism [6]. Some of this is because of factors such as persistence, discrimination, and impact on kin, but there is an apparent mystique around genomic data that is proving challenging even if it is nonempirical, as beliefs play a significant role in policy making. The perceived complexities surrounding genomic material and data can lead to an overly cautious and proscriptive approach to the detriment of research [3]. We fully acknowledge that there are risks to be mitigated for safe data use and that data misuse can cause harm to individuals and professional reputations. However, it is also true that serious harm occurs because of data nonuse, far more than the missed benefits of proper data usage and leading to hundreds of thousands of lost lives and billions of dollars in financial burdens to societies [41]. In fact, it has been postulated that nonuse is often a greater problem than unauthorized data use [42].

A particularly important issue is the problem of conflating unique and identifiable. It cannot be overstressed that just because data are unique, this is not the same as being identifiable per se. If research had to rely on only the data present in equivalence classes (ie, where there are no unique records, only sets of records [minimally 2] with identical variables), progress would be hampered. Even the fact that a person’s full genome is unique does not render it identifiable without considerable effort, interpretation, and additional information to confirm identity. This has been shown in the debunking of a study purporting to identify individuals from genomic data, revealing that the work only narrowed down the information to a category of people based on phenotypic traits [43,44]. That is not to say that new insights on current limited knowledge of the genome will not change the likelihood of identifiability. Future proofing is important in the use of all personal data but more so in relation to genomics where successive new understandings are being revealed from previously unknown data content as the genomic revolution advances apace.

Another important factor to consider is what is meant by genomic data when special processing rules are suggested. As we have seen from the literature review and case study interviews, genomic data are used in various forms along with a variety of phenotypic data. Although GWAS and PheWAS studies rely on DNA sequence, many other studies use only DNA derivatives, or metadata, of varying complexity. We propose that it is not appropriate to bundle genomic data into one category and assume a uniformly high level of privacy risk. Even so, there is more than legislation to consider when seeking to use personal data for research, including ethical and social implications. Among the safe havens currently working with genomic data, there is a variety of approaches to data governance in accordance with their jurisdictional frameworks and interpretations. Depending on how the genomic data were collected, there may be a requirement for informed consent or data may be incorporated via standardized feeds along with health and administrative records based on sharing agreements with data providers. Data access might be limited to institutional employees or the public sector or might be open to all sectors. Researchers might be provided with direct access to linked data or to be limited to distributed queries. Genomic data are sometimes stored with the phenotypic data, but they might be on separate platforms and are sometimes held by separate organizations with access provided on a distributed model or with only limited derivative data imported. Commonly, safe havens do not generally release raw-level data but export products of analysis following disclosure risk scrutiny. In terms of social acceptability, at least from our previous work, the public were generally favorable toward the use of genomic data in safe havens, subject to provisos including privacy safeguards and being provided with information about data uses.

Recommendations

We use the findings of the various elements of this study to propose a set of recommendations toward creating a risk-utility data governance framework and to augment existing operating models for using genomic and phenotypic data for research in an anonymized form in safe havens. We present the recommendations as overarching principles and practical control measures to mitigate risks and retain maximum data utility.

Principles

We propose that these principles be applied in general as part of the data governance framework for safe havens incorporating genomic data. We align the principles with the core elements presented in the high-level framework for the use of genomic and health data developed by the GA4GH [20], with the main relevant elements shown in italic text. The principles are as follows:

- Jurisdictional data protection legislation for general data processing, any specific provisions for genomic data processing, and relevant authoritative guidance and codes of practice should be examined and properly interpreted, with the input of legal expertise to ensure due compliance, transparency, and accountability.
The need for regulatory approvals (including research ethics and informed consent) and data provider permissions for incorporating genomic data should be assessed, and all due diligence should be followed to demonstrate transparency and accountability and to support recognition and attribution in data provision.

Members of the public should be provided with the opportunity to be properly engaged and involved at the strategic level to contribute their views to informing developments for the systematic incorporation of genomic data. The respectful need for a measure of education and training and the dissemination of information in accessible forms should be accommodated for transparency and accountability to the public, from whom the data arise.

There is a need for a flexible, proportionate approach to consider proposed uses of genomic data, as they come in many formats with varying privacy risks, and (at least at present) it is incorrect to assume that genomic data are identifiable simply by reason of being unique. Assessment should be made on a case-by-case basis using risk-benefit analysis and with education and training to support data access committees.

Safe havens should use their combination of data environment, physical, technical, and procedural controls, coupled with disclosure controls applied directly to the data, to maximize data quality and security, privacy, and data protection and confidentiality.

As knowledge in the field of genomics is advancing rapidly, it is especially important to ensure future proofing of individual privacy, data protection, and confidentiality of genomic information. For accountability and sustainability of data use, we recommend that the practice of only exporting products of analysis should be the general policy, particularly for linked genomic and phenotypic data. Exceptions could be made if all relevant approvals are in place and the data are to be moved to another safe haven.

Practical Control Measures

The following is a selection of practical control measures that can be applied to specific cases where genomic and phenotypic data are used in combination to mitigate risk and retain maximum utility. They are not sequential or hierarchical but can be used in various combinations. The proposed control measures are as follows:

- All relevant project-level regulatory approvals for the collection and processing of genomic data should be checked by the data access committee, as part of their assessment of data use suitability.
- Researchers should consider opportunities for public engagement on their proposed use of genomic data to gain input on direction and preliminary findings.
- Along with the standing membership of the data access committee, a genomics expert should be co-opted to review particular proposals.
- Case-by-case review should take into account factors including the form and extent of genomic data to be used and the rarity and sensitivity of health and lifestyle factors to be studied, in addition to the criteria generally used by the data access committee.
- Reviews should include who will be permitted to access the data, depending on perceived risk and regulatory and data provider requirements. If deemed necessary, data access should be limited to the project team, a single researcher, or only to an analyst employed by the safe haven host, tasked with producing results to share with the project team.
- Many safe havens provide remote data access for approved researchers at their desktop, wherever they are based. If deemed necessary, data access should be physically restricted to a designated safe room so that a researcher has to be present on site when analyzing the data, and data access should be subject to stringent monitoring.
- Data granularity can be curtailed using a variety of disclosure control techniques applied to the data. The choice of methods should be selected with care in discussion with the researcher to retain maximum utility and safeguard the data.
- If available to the safe haven, the option of using distributed queries where the researcher is not provided with a view of the data but sends their query to the server and receives results should be considered for proposals deemed particularly risky.
- Where genomic data cannot be moved from the source, a hybrid model should be considered. Instead of incorporating the genomic data into the data safe haven, a federated access model may be used. However, the feasibility of this will depend on available technology and resources.

From our findings we anticipate that, in many cases, genomic data can be used safely and appropriately in conjunction with phenotypic data within a safe haven without many (if any) major changes to the current operating models, making use of the suite of controls available. The use of various forms of genomic data with phenotypic data will often be unlikely to present significant additional risks over and above those posed by the use of multiple linked health and administrative records within the safe haven. Provided that a case-by-case assessment is made, and proportionate controls are applied to mitigate risks while transparently acknowledging that they might not be totally eradicated, there should be no reason for not permitting the use of genomic data for research in safe havens.

What This Study Adds

This is the first known study to propose recommendations toward a risk-utility data governance framework for the use of genomic and phenotypic data in safe havens. It has brought together findings from published research, case studies of data safe havens, and public views against a backdrop of (EU) data protection legislation to inform the perspectives presented. It is a novel, evidence-based study that can be used to guide existing and newly developing data safe havens on working with genomic data to safeguard the data without falling into the trap of privacy protectionism [7], but still ensuring risks are properly mitigated while retaining maximum data utility. We do not claim to have solved all the challenges or that risk can be totally eradicated, but the study has shed new light on routes toward a risk-benefit data governance framework to use genomic and phenotypic data safely and effectively.
Limitations

We acknowledge limitations to this study. It is based on a nonexhaustive literature review, views of a limited number of people based on a variety of settings in Wales, case studies of some data safe havens, and the main EU data protection legislation. It is possible that various other pieces of information pertaining to other jurisdictions, organizations, and cultures may differ. However, we are not proposing that our findings are ultimately definitive but that they can be used toward a data governance framework, taking necessary differences into account.

Conclusions

This study acknowledges the benefits and challenges in using genomic data in conjunction with phenotypic data and the need for guidance to promote the safe, socially acceptable use of data in data safe havens. We used a multifaceted approach to propose evidence-based recommendations toward a risk-utility data governance framework based on a suite of controls applied to and around the data to mitigate risks and retain data utility. They do not purport to eradicate risk but propose case-by-case assessment with transparency and accountability. If the risks are adequately understood and mitigated, there should be no reason that linked genomic and phenotypic data should not be used in an anonymized form for research in safe havens.
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Abstract

Tremendous growth in the types of data that are collected and their interlinkage are enabling more predictions of individuals’ behavior, health status, and diseases. Legislation in many countries treats health-related data as a special sensitive kind of data. Today’s massive linkage of data, however, could transform “nonhealth” data into sensitive health data. In this paper, we argue that the notion of health data should be broadened and should also take into account past and future health data and indirect, inferred, and invisible health data. We also lay out the ethical and legal implications of our model.
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Introduction

Background

Data intensive software, such as social media, wellness, and mobile health (mHealth) apps, have become ubiquitous in everyday life and are frequently used in a variety of situations. Years ago, social media networks were mostly accessed from traditional computers, but the rising use of smartphones and apps to access those networks has opened a Pandora’s Box regarding data collection, including geolocation, motion data, health-related data, and behavioral data [1]. The collection of additional behavioral data about users was initially very limited, and only a fraction of basic data was collected (eg, IP address, operating system, and browser version). In contrast, current apps on smartphones have begun continuous monitoring of users by harvesting geolocation and motion data, and thus, they have the ability to infer users’ physical and mental health states, for example, to detect signs of depression [2,3] and predict their next likely location [4,5]. Moreover, app companies have collected a tremendous amount of data on individuals’ public and private activities in the digital world, which are being reused not only for the sake of their primary platforms, but also in other lucrative business sectors, such as robotics, life sciences, car manufacturing, and health data provision. Previously, users were able to simply opt out of these services, but this is becoming increasingly challenging nowadays given the monopoly market structure instilled by the companies that drive digital transformation. Indeed, customers are increasingly forced to use these services because they either do not have any other equivalent alternatives in terms of services provided or they are influenced by their peers or parents (in case of children) to use the services. Sometimes these companies nudge users with marketing strategies, such as substantial advantages and discounts offered only on these platforms. This proves to be problematic since to use these now important services, at least to some extent, users have to consent to some mandatory data sharing [6] and consequently expose their privacy.

Ambiguous Terms and Conditions

In view of the aforementioned facts, it is vital that the relationship between users and companies is transparent and regulated. This relationship is currently mostly defined in the terms and conditions (T&Cs), terms of service, and data privacy notices, which are unfortunately lacking in several aspects in term of enabling potential users to make an informed decision when signing up for a service. For instance, users are not warned about possible harms that might result from their activities on
the platforms (eg, linkage of several anonymous data sources could lead to reidentification of otherwise anonymous datasets and lack of awareness of secondary use could undermine user privacy and confidentiality). Additionally, the information provided in the T&Cs of different platforms is not reader-friendly and not succinctly summarized to nudge users to read them thoroughly. They are also not harmonized in the sense that each platform has its own implementation or they are simply not prominent enough during the process of signing up for the service [7,8]. Another weakness of T&Cs is that they do not make it clear that social media and the linkage of several independent unique databases can yield health data. Health data represent a special data category [9], requiring special security and privacy policies for governance. Indeed, many international legislations define health data as special data needing more protection than “usual” nonhealth-related data. The flipside of current legislation is that nonhealth-related data is subject to less strict governance. In the era where a digital phenotype [10] is emerging, data linkage can be very predictive and can be used to, for example, derive personal traits [11], predict psychosomatic diseases [2], and obtain other types of behavioral information.

Aim of the Paper
This paper presents a new approach for considering data, with the four categories of direct, indirect, inferred, and invisible health data, and suggests different types of possible consent frameworks that are up to this challenge, especially as data might not be conceived as distinct health data when produced. We first describe the already recognized categories of direct and indirect health data and then present the other two categories, describe the legal framework in the European Union and United States, and explore the different potential consent mechanisms and their suitability for these four categories of data.

Ubiquity of Health Data

Evolution of Health Data
Until the end of the last decade, health data were easily defined, and they included medical records, diagnostic images, laboratory testing data, and data produced by biomedical or clinical means. However, as rightly pointed out by Vayena et al [12], the notion of what is considered health data has considerably evolved. So-called biomedical big data nowadays ranges from data produced by health services, public health activities, and biomedical research to data registering exposure to environmental factors, such as sunlight and pollution, or data revealing lifestyle, socioeconomic conditions, and behavioral patterns, such as those from wellness apps, social media, and wearable devices. There is thus a paradigm shift from the notion of individual data producers and distinct categories to a more complex notion of a data ecosystem [13].

Implications of Massively Interlinked Data
The massive amount of data produced and interlinked has an effect on the characterization of individuals today, including their behavioral profile. Jain et al [10] developed the concept of the digital phenotype. The digital phenotype, an enlarged notion of the extended phenotype, encompasses the ubiquity of digital technologies and linkage of their data to virtually any other data, possibly resulting in potentially health-relevant data [14]. This notion is underpinned by not only the large numbers of studies conducted by universities that take advantage of the ubiquity of massive amounts of publicly available data, but also research involving the use of apps to predict individual behavior [15].

Further complicating these issues is the possibility that other types of data could be health data one day [16]. For example, some social media data concern exercise, which is highly relevant to health. Most people would agree that exercise data are health-related data and represent an example of indirect health data [10]. However, it is less obvious that other data, such as address and shopping data, location data, smart home data (eg, Amazon Alexa and Siri data), smart car data, and articles shared on social media, can be combined with other datasets to infer health data [1,11], and this needs to be made more transparent in the future. It is already possible to use data to infer the degree of exposure to pollution and its likely health effects over long periods, and driving behavior data, such as acceleration patterns, can indicate the risks people take, which again could be used to infer their health conditions when combined with other elements.

Digitalization of Past Paper-Based Data
At another level, digitalization of past paper-based data could also yield direct or indirect health data (either through digitalization of paper medical records or fitness diaries), and future technologies, such as machine learning, may be able to identify health-relevant uses for data that have not yet even been conceived.

Thus, the days of health data as a distinct category are numbered, and soon, we will have not only direct health data, but also what we term indirect health data, inferred health data, and currently invisible health data (where the relevance to health might be perceptible only by machine intelligence in the future). This new understanding indicates the need for new governance, compliance, and regulatory mechanisms to handle data, protect individuals’ privacy, and uphold the security of such new sensitive data. We briefly examine the current legislation that is relevant to these different categories of health data before continuing our ethical analysis.

Legal Situation in the United States and European Union
In contrast to the European Union, the United States is not subject to a single overarching data protection law. Data protection issues are implemented at the federal and state level. Table 1 summarizes some of the major federal laws that deal with data protection issues.
In the United States, some privacy frameworks provide a different definition of personal data and the notion of sensitive personal data varies among several federal state laws, with the Californian legislation being the most comprehensive, and among different economic sectors. Health data regulation is mostly included in the Health Insurance Portability and Accountability Act (HIPAA), which only covers entities that are directly related to health care operations, such as health care providers, health plans, and health care clearinghouses, and the statement is as follows: “Except as otherwise provided, the standards, requirements, and implementation specifications adopted under this subchapter apply to the following entities: (1) a health plan; (2) a health care clearinghouse; and (3) a health care provider who transmits any health information in electronic form in connection with a transaction covered by this subchapter” (45 CFR § 160.103; 45th Code of Federal Regulations, Office of the Federal Register, United States of America). When data leave these entities, the imposed safeguards by HIPAA do not apply anymore, resulting in less strict regulations. A further guidance issued by the US Food and Drug Administration (FDA) concerns mHealth apps. It addresses, for example, apps that pose a high risk to the public. Apps only fall within its scope if they transform a mobile phone or any other electronic device into a medical device. As the FDA acknowledges in its guidance document, it does not address a substantial number of health data collectors, such as wellbeing apps; websites, especially patient centered portals like PatientsLikeMe; and social networks, and thus, it excludes most indirect, inferred, and invisible health data, which subsequently are subject to the US Federal Trade Commission guidance, resulting in lower safeguards of potentially highly personal data [17].

In contrast, the European Union General Data Protection Regulation (GDPR) offers a comprehensive framework for any kind of personal data and adds different notions to, for example, health or research data. The GDPR treats health data as a special category of data, which is sensitive by its nature, along with several other types, and the statement is as follows: “Processing of personal data revealing racial or ethnic origin, political opinions, religious or philosophical beliefs, or trade union membership, and the processing of genetic data, biometric data concerning health status, provision of health care, or payment for health care; and (c) data concerning health or data concerning a natural person’s sex life or sexual orientation shall be prohibited.” (Article 9, section 1; General Data Protection Regulation, The European Union). Two key points are illustrated by this quotation. First, it is clear that social media data could reveal any of these different sensitive types of data. Second, the term “health data” is not actually mentioned; the phrase used is “data concerning health.” This opens the door to indirect and inferred health data falling within the scope of the GDPR.

Processing of health data is prohibited unless exceptions apply, and one of them is the provision of the individual’s explicit consent. The collection of consent from the data subject remains one of the most common exceptions that organizations processing health data will be able to rely on when it has been explicitly provided and the purpose for processing the data has been explicitly defined.

Comparing the two legislations (EU and US), it can be said that most US regulations on health data remain at the national or state level, such as the HIPAA in the US, which is tightly attached to parts of the health system, such as hospitals, health insurance companies, and pharmacies. Other important data stemming from social networks and other providers are not

<table>
<thead>
<tr>
<th>Law</th>
<th>Scope</th>
<th>Main points</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gramm Leach Billey Act</td>
<td>Governs protection of the personal information in the hands of banks,</td>
<td>Addresses “nonpublic information” (NPI) that institutions collect from their</td>
</tr>
<tr>
<td></td>
<td>insurances companies, and other companies in the financial service</td>
<td>customers in connection with the provision of services.</td>
</tr>
<tr>
<td></td>
<td>industry.</td>
<td>Imposes requirements for securing NPI, restricting disclosures, and using</td>
</tr>
<tr>
<td></td>
<td></td>
<td>NPI.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Obligation to notify customers when NPI is improperly exposed.</td>
</tr>
<tr>
<td>Fair Credit Reporting Act</td>
<td>Federal law regulating the collection of consumer credit information</td>
<td>Governs how credit bureaus can collect and share information about</td>
</tr>
<tr>
<td></td>
<td>and access to credit card reports.</td>
<td>individual consumers.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Businesses check credit reports for many purposes, such as deciding whether</td>
</tr>
<tr>
<td></td>
<td></td>
<td>to provide a loan or sell insurance to a consumer.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>This act also gives consumers certain rights, including free access to their</td>
</tr>
<tr>
<td></td>
<td></td>
<td>own credit reports.</td>
</tr>
<tr>
<td>Health Information Portability Act</td>
<td>Protects information held by covered entities concerning health status,</td>
<td>Breach notification.</td>
</tr>
<tr>
<td></td>
<td>provision of health care, or payment for health care.</td>
<td>Data handling by covered entities and definition of safeguards.</td>
</tr>
<tr>
<td>Telephone Consumer Protection Act</td>
<td>The order is relevant to any company that uses automated technology</td>
<td>Regulates telemarketing and forces companies to respect do not call registries.</td>
</tr>
<tr>
<td></td>
<td>to phone or send text messages to consumers.</td>
<td></td>
</tr>
<tr>
<td>Family Educational Rights and Privacy Act</td>
<td>Federal law that protects the privacy of student education records.</td>
<td>Offers students the right to correct information about themselves.</td>
</tr>
</tbody>
</table>
covered by many of these regulations because they are out of their scope. Furthermore, there are no specific regulations other than broad principles, such as the fair information principles, issued by the US trade commission. In contrast, the GDPR offers at least some boundaries, but there are a number of serious questions on how to interpret the approach of the GDPR to the regulation of social media data. Our broadening of the notion of health data implies both that higher safeguards are applied to nonspecial categories of data and that the lawful grounds for processing such kinds of data need to take care of this situation, and imposing implicit consent could be one approach. As today’s consent mechanisms are unable to handle this extra burden, there is an urgent need to foster the development of an alternative consent mechanism. Some examples are delineated later in this article.

The issue of different approaches to data protection has been the subject of disagreement in the literature. Cate et al, who are opponents of a more liberal approach, have argued for self-regulation of data protection principles [18], shifting the burden to users. In view of the recent scandals involving major data intensive companies, this view seems rather inappropriate and neglects the ethical responsibilities of companies toward their customers [19,20].

In contrast, authors like McDermont et al advocate data protection as a human right, with its underpinning ethical principles of privacy, transparency, autonomy, and nondiscrimination. These principles are particularly important in light of the increasing use of large amounts of data and algorithmic prediction [21]. This is also highlighted by Wachter et al, who called for a new right of reasonable inferences to close the accountability gap currently posed by “high-risk inferences,” especially regarding predictions drawn from big data analytics with low verifiability and thus possible damaging effects on individuals [22].

**Extended Notions of Health Data and Consent**

Until now, we have assumed that data used in research are primarily generated prospectively (ie, right now or recently) and have excluded data from the more distant past. However, research projects, such as the Time Machine project [23], aim to generate digital copies of vast amounts of past paper-based data. Indeed, digitization of past data is progressing rapidly, for example, in the digital humanities and in the digitalization of large amounts of business and health data [24]. A new notion is thus introduced to the concept of consent. As today’s consent is based on the assumption that the future use of data must be regulated, the linking of old or past data in connection with digitalization would also require consent when an identified or identifiable person is concerned. Consent will therefore have to deal with the past, present, and future use of both past and prospective data.

Consent to use pre-existing data is dealt with in a variety of ways. In medicine, research participants are sometimes invited to give “broad consent” to future reprocessing of data, which is subject to review by a research ethics committee. Such consent is necessarily broad because those giving it will often have no idea of the specific research projects that might use their data in the future. Other models require recontacting participants in order to obtain specific consent for each future project. More radical is the concept of “data donation,” where people grant access to their data under very few limited conditions, if any [25]. However, all of these models are derived from health care and medical research. In the wider context of social media, financial, and location data, consent is based on the initial agreement to the T&Cs as described above and is mostly of a commercial background. Despite the fact that the data could be used in a myriad of ways, even if not ultimately health related, this consent is often entirely uninformed. This is even the case for data that are currently being generated. Awareness and transparency are even lower in terms of possible uses of past paper-based data that are digitalized or future data that might seem irrelevant now but could yield highly relevant health data when combined with other datasets. Current consent for data sharing is to a large extent blind owing to its broad nature. Consent systems actually need to look far back and far forward, as well as in close detail at the present. In essence, consent must be capable of time travel, just as data are capable of time travel.

**Toward Comprehensive Consent in a Hyperconnected World**

Several scholars have pointed out that traditional models of obtaining consent have reached their limits in today’s highly data-driven and data-intensive research, and this articulates the need for new forms for obtaining participant consent [26,27]. Concretely, the traditional form of obtaining consent by individually informing participants about their rights and protections is practically impossible in such environments [28-30] owing to the sheer scale and challenges associated with such an endeavor. Several scholars have proposed possible ways to tackle this issue, ranging from information technology-based systems like dynamic consent [31], which offer a better way to inform and maintain a relationship between researchers and participants, to stewardship-based solutions, such as those where a community-based approach assures data governance [32], and radical solutions like data donation [25]. However, most of today’s research projects simply use a digitized version of traditional consent procedures.

As we have already pointed out, past data will become increasingly health relevant. This applies particularly to public and commercial research where it is expected that increasingly more research will be data driven and data will stem from many disparate data sources, including commercial sources. There is thus an urgent need for a better approach of informing customers in a truly informative way. However, as stated above [16], the current approaches are ineffective as T&Cs are too long and written in a too complicated way, undermining what is at the heart of genuinely informed consent, namely the prevention and hold up of basic ethical principles [17,18]. A possible way to tackle this is to introduce harmonized T&Cs, which would need stronger government interventions. Further possibilities are to move toward comic-based consent as developed by
Brunschwig for contract law [33] and to implement “nutrition label-like” consent [34] for T&Cs.

The four distinct categories of direct, indirect, inferred, and invisible health data mentioned earlier in this article may each require a differentiated consent solution, and the past, present, and future aspects of consent for the use of big data complicate the situation further.

Direct health data are most easily governed, although they have their own set of challenges. A specific consent system may seem simple but can impose substantial limitations on researchers and prove very burdensome for patients. Broad consent poses its own set of problems, particularly in terms of future data linkage. Even with specific consent to use an individual’s data in a particular project, researchers might also want broad consent to access a participant’s entire medical history and link it to medical records to facilitate follow-up, meaning that consent is provided for health data generated in not only the project itself (the present), but also the years or decades before it (the past) and the many years to come (the future). The growing discussion around data donation illustrates the ethical and legal challenges related to providing consent to ongoing use beyond death for an entire lifetime of genetic and nongenetic health data, some of which may have implications for relatives. In fact, most of the current data protection frameworks, such as GDPR, neglect data donation, and use of data after death is not within their scope (Recital 27 EU GDPR). At least until the point of death, a dynamic consent system seem to be a promising means of controlling different users’ access to past and present medical data and for controlling data linkage with other studies. Another issue complicating the use of direct data concerns mHealth data (ie, data that are gathered when using mHealth solutions). Such apps are mostly overseen by national authorities, and, for instance, in the United States, they need approval from the FDA. Data gathered by these apps need higher protection by law than US regulations and GDPR provide at present. In particular, the issue of consent is rather unregulated, and what could be seen as possible consent (the acceptance of the T&Cs) does not meet the high standards as imposed by traditional consent in research.

Indirect health data, such as exercise, social media, and movement data concerning an individual, are not currently regulated within the health data model in the United States. In the European Union, the GDPR covers such data, but they are not regarded as distinct health data and thus benefit from less protection, as is the case for inferred data. As stated above, consent is usually given via the T&Cs of relevant apps. This must change in the future. Either T&Cs must become much more user friendly and accessible or an entirely different consent model and system more akin to direct health data governance will have to be adopted.

Inferred data are particularly problematic in terms of consent, as they are the result of the combination of two or more datasets of one individual. Consent may have been given to the processing of each of these data points (or sets) but not to their combined processing, which can yield more revealing data not anticipated at the time consent was provided. One way to approach this problem is to make it clear at the point of consent to use direct and indirect health data that their combination with other datasets is a real possibility despite goodwill and efforts on the part of researchers, companies, and other users to prevent it. With further technical developments, it might even be possible to send an alert to a dynamic consent portal for each new instance of combining data points of the individual, enabling tighter and more finely grained control of inferred data. This would ensure that consent is provided when new inferences are made. It is important to bear in mind in the discussion of inferred health data that some data, particularly genetic data, affect not only the data subject but also family members, which is also true for social media data when parents share information of their close relatives and children. Some individuals might be very happy to share all types of data, but this can have ramifications for close relatives, particularly identical twins, in the case of genetic data. In such cases, some form of collective consent may be required.

By its very nature, consent to use invisible health data cannot currently be provided, as we are still blind to the very nature of such data and their potential relevance to health. However, consent can be “future proofed” to a limited extent with careful legislation and regulation. By adopting a similar level of oversight for all types of data concerning a person (the GDPR is a step in this direction), safeguards will be in place once it emerges that seemingly entirely innocuous data can be used by artificial intelligence technologies to yield health findings. Once this transpires, alerts to dynamic consent systems will be a sensible precaution.

As the future use of data cannot be foreseen at present, alert mechanisms play a particularly important role, especially for inferred health data and invisible health data. Given our thesis that any data could turn out to be relevant to health, alerts might well be essential to ensure that people are kept informed when their data are put to a novel use with health implications. Whether citizens would or could have any right to stop the processing of such “new” health data is a difficult question that is outside the scope of this paper, but informing them seems to be a basic ethical requirement. If, as we suggest, all data will become health relevant, it might be impossible or, at least, very impractical for people to stop the processing of all data relevant to their health. Laws, such as the GDPR, will have to keep pace with developments in the conception of health data, as imposing current GDPR standards on all data that might be relevant for health in the future could have great implications for the processing of data, particularly in research. Table 2 summarizes the different categories of health-related data and how consent to use past, present, and future data could be approached.
Table 2. Consent based on different health data types related to their temporal origin.

<table>
<thead>
<tr>
<th>Data type</th>
<th>Past data</th>
<th>Present data</th>
<th>Future data</th>
</tr>
</thead>
<tbody>
<tr>
<td>Direct health data</td>
<td>Specific/broad consent</td>
<td>Direct/specific/broad consent</td>
<td>Direct consent</td>
</tr>
<tr>
<td>Indirect health data</td>
<td>Direct consent/terms and conditions</td>
<td>Direct consent/terms and conditions</td>
<td>Direct consent</td>
</tr>
<tr>
<td>Inferred health data</td>
<td>N/A⁵</td>
<td>Alerts to dynamic consent systems</td>
<td>Alerts to dynamic consent systems</td>
</tr>
<tr>
<td>Invisible health data</td>
<td>N/A</td>
<td>N/A</td>
<td>Alerts to dynamic consent systems</td>
</tr>
</tbody>
</table>

⁵N/A: not applicable.

**Conclusion**

With each passing day, billions of gigabytes of direct, indirect, and inferred health data are being recorded, with massive implications for privacy and harm prevention if adequate consent mechanisms for their use are not in place. The possibility of invisible health data complicates the situation further. If all our data will be health data one day, we need to start treating consent to data use with the respect that it deserves. Currently, most data collectors are gaining access to vast amounts of behavioral and health data effectively for free, without having to comply with any safeguards. Broadening the notion of health data, as we have suggested, would cause companies to give more thought to ethical acquisition and processing of data. However, broadening the notion of health data could have an adverse effect on research if it results in excessively burdensome regulations.

Our argument that all data are health data is primarily ethical, but it could have important legal ramifications. In jurisdictions where health data can only be processed with consent, widening the scope of health data in this way would vastly increase the burden on, for example, private companies who process indirect and inferred health data. This might be difficult but ethically appropriate, and the development of more modern and dynamic consent mechanisms could facilitate this shift. Alternatively, legislation could limit the legal scope of health data to direct health data, leaving soft laws and guidelines to regulate other categories of health data.

**Acknowledgments**

This research was funded by the Swiss National Science Foundation Project (number: 167211).

**Conflicts of Interest**

None declared.

**References**


2. Reece A, Danforth C. Instagram photos reveal predictive markers of depression. EPJ Data Sci 2017 Aug 8:6(1) [FREE Full text] [doi: 10.1140/epjds/s13688-017-0110-z]


**Abbreviations**

**FDA:** Food and Drug Administration  
**G DPR:** General Data Protection Regulation
HIPAA: Health Insurance Portability and Accountability Act
mHealth: mobile health
T&Cs: terms and conditions
Using Intervention Mapping to Develop a Digital Self-Management Program for People With Type 2 Diabetes: Tutorial on MyDESMOND

Michelle Hadjiconstantinou¹, BSc, MSc, PhD, CPsychol; Sally Schreder², MSc; Christopher Brough², BSc; Alison Northern²; Bernie Stribling², MBA; Kamlesh Khunti¹, MBChB, PhD, MD, FRCGP, DCH, DRCOG; Melanie J Davies¹, MB, ChB, MD, FRCP, FRCGP

¹Diabetes Research Centre, University of Leicester, Leicester, United Kingdom
²Leicester Diabetes Centre, NHS Trust, University Hospitals of Leicester, Leicester, United Kingdom

Corresponding Author:
Sally Schreder, MSc
Leicester Diabetes Centre
NHS Trust
University Hospitals of Leicester
Gwendolen Road
Leicester
United Kingdom
Phone: 44 116 258 4320
Email: sally.schreder@uhl-tr.nhs.uk

Abstract

Digital health interventions (DHIs) are increasingly becoming integrated into diabetes self-management to improve behavior. Despite DHIs becoming available to people with chronic conditions, the development strategies and processes undertaken are often not well described. With theoretical frameworks available in current literature, it is vital that DHIs follow a shared language and communicate a robust development process in a comprehensive way. This paper aims to bring a unique perspective to digital development, as it describes the systematic process of developing a digital self-management program for people with type 2 diabetes, MyDESMOND. We provide a step-by-step guide, based on the intervention mapping (IM) framework to illustrate the process of adapting an existing face-to-face self-management program (diabetes education and self-management for ongoing and newly diagnosed, DESMOND) and translating it to a digital platform (MyDESMOND). Overall, this paper describes the 4 IM steps that were followed to develop MyDESMOND—step 1 to establish a planning group and a patient and public involvement group to describe the context of the intervention and program goals, step 2 to identify objectives and determinants at early design stages to maintain a focus on the strategies adopted, step 3 to generate the program components underpinned by appropriate psychological theories and models, and step 4 to develop the program content and describe the iterative process of refining the content and format of the digital program for implementation. This paper concludes with a number of key learnings collated throughout our development process, which we hope other researchers may find useful when developing DHIs for chronic conditions.

(J Med Internet Res 2020;22(5):e17316) doi:10.2196/17316
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Introduction

Background

Type 2 diabetes (T2D) is a progressive lifelong condition affecting over 422 million people worldwide [1] and is associated with a number of severe macrovascular complications (damage to large blood vessels leading to coronary heart disease and stroke) and microvascular complications (damage to small blood vessels leading to kidney disease, blindness, and amputation). Diabetes self-management has been shown to reduce the risk of these related complications, improve one’s well-being, and reduce the UK National Health Service’s (NHS) health costs [2].
Self-management education can be delivered in several forms; one of these forms is via structured education programs. Structured education programs are nationally and internationally recommended for all people with T2D and meet nationally agreed criteria, including following an evidence-based curriculum that is theory-driven, evidence-based, and resource-effective, carrying out quality assurance of teaching standards and delivering regular audits [3]. Examples of such self-management education programs are diabetes education and self-management for ongoing and newly diagnosed (DESMOND) [4,5] and X-PERT (Diabetes education programme for people with T2D) [6] in the United Kingdom, Rethink Organization to iMprove Education and Outcomes [7] in Italy, and Structured Intensive Diabetes Education Program in South Korea [8]. These programs are available for people with T2D, both newly diagnosed and established [9].

In 2008, the National Institute of Health and Clinical Excellence published guidelines to recommend the availability of group-based structured education programs as a key priority for diabetes management [10]. Evidence has shown that group-based structured education programs are essential for effective diabetes management, aiming to improve people’s knowledge, skills, and confidence, enabling them to take control of their own condition. Effective education programs have also been shown to improve biomedical (weight and glucose levels), behavioral (ie, physical activity), and psychosocial outcomes (ie, diabetes-related distress and self-efficacy) [9]. Various barriers, however, appear to be associated with low uptake and attendance at structured education programs [11,12], with suboptimal access to programs commonly noted [13]. Attendance and accessibility for patients may also be compromised by health care professionals’ insufficient advocacy for structured education programs, as well as limited infrastructure and capacity to offer face-to-face programs [14].

Although referrals to structured education have increased over the last 3 years, attendance at such programs have decreased, and attendance rates are as low as they were in 2009 [15]. This is why a recent call by NHS England in the UK advised that people with diabetes are offered face-to-face programs, and those who cannot attend must, then, be offered a digital alternative [16].

Digital health interventions (DHIs), which are any digital-based intervention, such as smartphones, websites, text messaging) [17] have become a means of delivering care and offering support to facilitate behavior change in individuals with long-term conditions. Mounting evidence indicates that the use of digital technology for diabetes self-management is an effective way to support people to live well with their diabetes [18,19], with programs showing improvements mainly in glycemic control [18,20].

DHIs in other chronic conditions have been shown to be cost-effective, with a recent cost-effectiveness study depicting the benefits and cost-effectiveness of digital-based psychological interventions for reducing behavioral stress management and anxiety [21,22]. Information derived from DHIs can be kept up to date more easily with local and national guidelines and recommendations. DHIs are neither geographically nor time restrained. Indeed, barriers associated with face-to-face structured education programs, such as time and transport, are often easier to address with digital interventions, as users have the opportunity to access Web-based programs and read the material at their own time and pace.

Appropriate steps are essential when developing evidence- and theory-based digital programs to ensure they are implemented effectively in the real world [23]. Despite DHIs becoming more and more available to people with diabetes, the development strategies and processes undertaken can be somewhat unclear. With theoretical frameworks available in the current literature, such as Bartholomew’s intervention mapping (IM) framework [24], it is important that DHIs follow a shared language and communicate a robust development process appropriately and systematically [25].

Intervention Mapping

IM, a 6-step framework, is often applied to guide behavior change interventions and health education development. This evidence-based approach, although presented as a series of 6 steps, follows a more iterative process that bridges the gap between theory and practice. With this in mind, we aimed to develop our digital program based on a systematic and robust process such as IM, to ensure that our evidence-based program can be implemented in real-world settings. The development process for MyDESMOND was guided by the first 4 steps of IM, as illustrated in Figure 1: (1) conduct a needs assessment, (2) specify program outcomes and objectives, (3) design program and apply theory, and (4) refine program development. The last 2 steps (5) and (6) of the IM framework for MyDESMOND (adoption, implementation, and evaluation plan) are currently being evaluated.
Aim
This paper describes the systematic developmental process that we undertook to adapt the content and evidence of an existing face-to-face structured self-management education program (DESMOND) for T2D and translate it into a digital self-management program (MyDESMOND). This process is presented based on the IM framework [24].

Methods

Step 1: Needs Assessment

Establish and Work With a Planning Group
A multidisciplinary team (psychologist, dietitian, diabetes specialist nurses, and experts in physical activity and digital health) was brought together to provide expertise in the psychosocial and clinical aspects of T2D, digital health, and behavior change research. Throughout the design process, our planning team worked alongside a Web-designer to ensure that the logistics and digital platform would be appropriate for a UK-based program.

Patient and public involvement was essential for our development process [26]. Throughout our process, we worked closely with people with T2D who provided feedback on the content: format and usability of MyDESMOND (see Step 4 Program Development for further details).

Conduct Mixed Methods Needs Assessment
We conducted a preliminary scoping search, and together with the findings of our existing research studies, we aimed to collate key learning points to explore and identify the key program goal and key behavioral determinants of MyDESMOND.

Scoping Literature
Self-management involves 3 key tasks (medical, role, and emotional) and consists of core self-management skills, including problem-solving, decision making, resource utilization, and action planning [27]. Digital self-management interventions over recent years have provided users with the knowledge and skills required to make a lifestyle change and improve their self-care. Enabling people with diabetes to better understand their conditions has been shown to improve coping strategies and reduce health-related anxiety and depression [18].

In addition to knowledge and improved coping skills, social support has also been linked as a major predictor of, and positive influence on diabetes self-management. A systematic review, which explored the role of social support on biomedical and psychosocial outcomes, as well as behavior change, reported a positive impact on the aforementioned outcomes [28]. In addition, recent diabetes literature has also illustrated a strong association between social support and improved diabetes self-management and self-efficacy [29].

A qualitative evaluation of patient and health care professional (HCP) views on barriers to self-management and multimorbidity (including diabetes) identified 3 main factors that influence self-management: (1) capacity (access and availability of resources, time, and knowledge), (2) responsibility (the degree to which patients and HCPs agree about self-management), and (3) motivation (willingness to take-up types of self-management practices) [30].

Systematic Reviews
We conducted focused synthesis of work in 2 areas: (1) a systematic review and meta-analysis to critically appraise and quantify the evidence on the effect of digital interventions that aim to improve well-being in people with T2D [31], and (2) a more recent systematic review of systematic reviews to explore
Systematic Review and Meta-Analysis

The systematic review and meta-analysis [31] identified preliminary evidence suggesting that digital interventions with significant well-being outcomes (in this case, depression or diabetes-related distress outcomes) shared common characteristics: (1) all interventions provided professional-led support, (2) interventions consisted of both asynchronous and synchronous communication, and (3) intervention duration was between 2 and 6 months. This review also identified that the common behavior change techniques (BCTs) adopted by effective digital interventions were information provision and monitoring.

The aim of this review was to examine if digital-based interventions improve well-being outcomes such as depression and diabetes-related distress; however, no significant improvements were found following a meta-analysis in depression ($P=.15$) or distress ($P=.43$). Nevertheless, the review did take into consideration that the number of studies included in the meta-analysis was low, and thus, conclusions on the meta-analysis were considered with caution.

On the basis of the findings above, we considered the following elements in our development work: (1) to have a professional-led, rather than peer-led program, (2) to include some form of monitoring element and feedback to users, and (3) to include both direct and indirect communication, in the form of a chat forum or messages.

Systematic Review of Systematic Reviews

This systematic review of the reviews [32] explored and synthesized the scope of digital patient education in T2D on patient outcomes. Our findings indicated that biological, behavioral, and psychological outcomes, as well as knowledge and self-efficacy for people with T2D, had shown examples of benefits from digital patient education. In addition, outcomes that most consistently showed improvement with the intervention (irrespective of effect size) were weight, physical activity, knowledge, social support, and quality of life. These findings suggest that digital patient education has a wide range of benefits for people with T2D. Therefore, we considered these findings in our development work and ensured that our program incorporated biological, behavioral, and psychological outcomes. Self-efficacy was also another crucial outcome, which we felt was important for behavior change (see additional information in theories, Step 3).

Our Current Face-to-Face Self-Management Program (DESMOND)

Our face-to-face self-management program [33] was developed for people with newly diagnosed T2D with the aim that participants would focus on lifestyle behaviors (such as food choices and physical activity), consider their personal risk factors, and choose a specific achievable goal to work on. This program is delivered for 6 hours in the community by 2 trained educators and is based on psychological theories of learning: Leventhal common sense theory [34], dual-process theory [35], and social learning theory [36], and the philosophy of the program was grounded on patient empowerment [37]. On the basis of the evaluation of DESMOND [33], this group self-management program showed greater improvements in weight loss and positive improvements in illness beliefs. Our aim was to adopt key elements of DESMOND that we considered crucial to the effectiveness of this program, including group dynamic and peer support, interactive activities, and setting a personal goal to help with behavior change. To ensure that elements were retained in the adapted format and remained suitable for a digital format, we found it was essential to revisit and underpin theories to our digital program that focused on the process of change. Thus, with the aforementioned key elements in mind, we aimed to provide a virtual environment whereby Web users would have the opportunity to share thoughts and experiences in the form of a chat forum and retain the peer support element. Interactive activities were developed to ensure that information was not provided in a didactic way, but instead was provided in a way whereby Web users could reflect on answers and aid their confidence. Similar to DESMOND, MyDESMOND users were able to assess which behavior change is important to them and tailor a personal action plan suitable to their environment and needs. Users would then be able to revisit their action plan to assess their progress. From preliminary feedback, participants expressed satisfaction with the content of the program (lifestyle behaviors) and reported they had gained knowledge and learned new skills in healthy living.

Our Digital-Based Self-Management Program

BabySteps

In 2017, we developed our first digital-based self-management program on a responsive digital platform to promote physical activity in women with a history of gestational diabetes (BabySteps) [38]. This digital program consisted of functions such as information material, step challenges, chat forums, and health trackers, and these functions were based on gamification and BCTs, including problem-solving, coping skills, and action planning. With the BabySteps trial coming to an end, we carried out feedback sessions with 12 participants to explore user experience and satisfaction. Preliminary findings have helped structure MyDESMOND in several ways: (1) DHIs are needed for chronic conditions, (2) to adopt a new behavior, people need to learn and practice self-care skills, (3) the navigation on apps plays a crucial role in digital uptake, (4) people engage with digital programs if it comes from a trustworthy source, and (5) peer support is essential in DHIs.

MyWellbeing

It was important to consider that BabySteps was a prevention program with a focus on physical activity (ie, increase steps and reduce sedentary behavior). We therefore supplemented our needs assessment step with further work conducted by our lead author [39] to develop a digital emotional support program to improve diabetes-related distress in T2D (MyWellbeing). This additional work aimed to complement the evidence behind MyDESMOND by incorporating the element of emotional management. This work adopted a person-centered approach [40] and gathered evidence from exploratory mixed methods research work (which will be published elsewhere). Most
importantly, this work was based on ongoing patient and public involvement (PPI) engagement to support the development of this digital-based program. Key learnings from the PPI groups (which consisted of people with T2D and carers) were as follows: (1) incorporate links to useful external resources, (2) design a program with a positive language and motivational content, (3) incorporate *ask the expert* function, (4) use short videos to provide information, (5) include quizzes as a form of interactive learning, and (6) consider a *frequently asked question* page to enhance engagement.

**Identify Program Goals**

Overall, the outcomes of the needs assessment provided the evidence for our program goals and defined the purpose of our digital program, which was to provide a digital self-management program to people with T2D to improve medical, behavioral, and emotional self-management. This was developed with the aim to improve and maintain self-management behaviors, improve knowledge, promote self-care skills, increase self-efficacy, and improve well-being.

**Create a Logic Model of the Problem**

On the basis of our scoping literature and mixed methods studies (as part of step 1), we produced a logic model of the problem, illustrating the link between behavioral determinants and the behavioral and environmental factors, which lead to the targeted health problems (Figure 2).

**Step 2: Behavioral Determinants and Performance Objectives**

**Select Behavioral Determinants and Performance Objectives**

This step involved developing the specific change objectives and identifying specific behaviors that determine behavior change for this target population. Informed by the findings from our needs assessment, our planning group identified 5 key behavioral determinants and 5 performance objectives (objectives to be accomplished by the individual to achieve the program goals), which we anticipated would influence the behavioral outcome (Table 1). In detail, behavioral determinants were identified as follows: (1) knowledge, (2) self-efficacy, (3) social support, (4) intention, and (5) behavioral skills. Performance objectives were defined as follows: (1) learn about T2D, (2) be motivated to self-manage, (3) increase access to resource, (4) engage with the digital program, and (5) learn about self-care behaviors. The behavioral determinants listed in the matrix table (Table 1), derived from the Capability, Opportunity, Motivation, Behaviour (COM-B) model (which we explain in the following section), focus on factors that we identified as important in this target population. In this step, we elaborate on the strategies required to ensure that performance objectives are met, and subsequently, determinants are addressed (Table 1).
Table 1. Matrix of objectives.

<table>
<thead>
<tr>
<th>Behavioral determinants</th>
<th>Performance objectives</th>
<th>Strategies</th>
</tr>
</thead>
<tbody>
<tr>
<td>Knowledge</td>
<td>Learn about T2D&lt;sup&gt;a&lt;/sup&gt;</td>
<td>Users gain knowledge; Information on healthy living, stress management,</td>
</tr>
<tr>
<td></td>
<td></td>
<td>medication, physical activity, and diet</td>
</tr>
<tr>
<td>Self-efficacy</td>
<td>Be motivated to self-manage</td>
<td>Users formulate their own goal setting and action plan via patient</td>
</tr>
<tr>
<td></td>
<td></td>
<td>testimonials and expert videos</td>
</tr>
<tr>
<td>Social support</td>
<td>Increase access to resource</td>
<td>Users become aware of local support; Users receive support not only from</td>
</tr>
<tr>
<td></td>
<td></td>
<td>HCPs&lt;sup&gt;b&lt;/sup&gt; but also from peers</td>
</tr>
<tr>
<td>Intention</td>
<td>Engage with the digital program</td>
<td>Users engage with program functions tailored to their needs; intention</td>
</tr>
<tr>
<td></td>
<td></td>
<td>to change behavior</td>
</tr>
<tr>
<td>Behavioral skills</td>
<td>Learn about self-care behaviors</td>
<td>Users practice self-care behaviors</td>
</tr>
</tbody>
</table>

<sup>a</sup>T2D: type 2 diabetes.
<sup>b</sup>HCP: health care practitioner.

Step 3: Theory-Based Intervention Methods and Practical Applications

Identify Theory-Based Methods and Select Practical Applications

In a complex environment, dealing with influences on an individual, social, and cultural level, we aimed to adapt and develop a digital program that was theory-based to break down targeted health behaviors. Theory-based interventions are more effective than non–theory-based interventions and can provide a clear understanding of what works in terms of adapting interventions across populations, behaviors, or contexts [41]. Thus, we adapted the following theoretical frameworks and models to the development of our digital program.

Corbin and Strauss Model on Self-Management Framework

A key conceptual framework of self-management was developed by Corbin and Strauss. Self-management programs (face-to-face or digital) often include at least one of the three main overarching areas: cognitive (such as knowledge, understanding, and self-efficacy), behavioral (such as lifestyle changes and managing medication effectively), and emotional (such as distress, shame, and depression) [21]. On the basis of the Corbin and Strauss model, we aimed to adapt and develop an effective program that considers all three elements for self-management equally: cognitive, emotional, and behavioral [42].

Capability, Opportunity, Motivation, Behaviour Model and the Taxonomy of Behavior Change Techniques

We applied the COM-B model as it provides a common language for the reporting of behavior change interventions [43]. Atkins et al argued the importance of including behavioral determinants and BCTs in the development process of interventions, as these may influence and change health behavior [44,45]. Interventions targeting behavior determinants and behavior change have also been shown to be more effective [46]. Informed by Michie’s Behavior Change Wheel (a systematic guide to designing interventions) [43], we populated a theoretical framework for MyDESMOND to identify the relevant mechanisms of action, component constructs, and BCTs, all aimed to inform the individual and organizational processes and health outcomes (Figure 3). Our mechanisms of action, which are processes that influence behavior, included key constructs: knowledge (an awareness of the existence of a condition), behavioral regulation (self-efficacy and feedback), skills (an ability acquired through practice), beliefs about capabilities (belief and acceptance of one’s ability to perform), social and professional role and identity (one’s displayed behaviors and qualities within a social setting), emotions (one’s reaction and attempt to deal with a significant event), and social influences (interactions that influence one’s thoughts, feelings, emotions). Table 2 illustrates the relationship between the mechanisms of action, BCTs, and the practical application to implement change methods in MyDESMOND, an important factor for program development.
Figure 3. MyDESMOND theoretical framework.

**Health Action Process Approach Model**

Despite the application of the behavior change taxonomy, it was still essential to adopt a model that helped explore the process of change and helped explain how individuals decide to engage in healthy behavior. Known as a *process* model, the Health Action Process Approach (HAPA) model informed the development of our digital program. Intention alone does not always change behavior [47], thus with the guidance of action planning and coping planning (both incorporated in our digital program), we aimed to build a program that focused on two processes: goal setting and goal pursuit. With self-efficacy as an additional HAPA construct, we know that people with higher self-efficacy are more likely to sustain the behavior; thus, we ensured that MyDESMOND also incorporated elements for this construct.

**Social Support Theory**

Social support plays an integral part in the management of diabetes and is often associated with health behaviors such as physical activity. Thus, it was deemed appropriate to base our digital program on a social support-focused theory. We considered all 4 types of social support [48]: *emotional support*, which focuses on sharing life experiences and reassurance; *instrumental support*, which can include practical support such as material or services that users can access directly; *informational support*, which involves evidence-based information or advice; and *appraisal support*, which includes concepts such as constructive feedback and affirmation. Lakey and Cohen’s [49] Social Support Theory was adopted to illustrate the relationship between digital social support and individuals’ appraisals and coping skills, which can, in turn, mediate distress levels and improve overall well-being and T2D self-care.
Step 4: Program Development

Develop Program Content

On the basis of key learnings from our face-to-face program (DESMOND) and our digital programs (BabySteps and myWellbeing) in combination with our theory-based approach, we had a clear idea of the program themes, material list, and aim of MyDESMOND. With the involvement of our multidisciplinary team, we designed scripts and material in line with the Corbin and Strauss self-management framework, incorporating content around medical, role, and emotional management. Once the content was adapted and developed, we liaised with our Web-designer and information technology team to map the material (ie, text, videos, and quiz) onto an appropriate digital platform that was easy to access from any electronic device (ie, desktop computer, smartphone, and tablet).

MyDESMOND was developed to meet the objectives detailed in step 3. The following topics are included in MyDESMOND: What is T2D?, Medication, Complications of diabetes, Food choices, Physical Activity, Sedentary behavior, Emotions, Diabetes-related distress, Setting goals, and Relapse.

Refine Content and Format

In addition to our previous work mentioned in the above sections, it was essential that we also involved patient and public feedback throughout the development of MyDESMOND. Furthermore, PPI work with early users helped inform and refine the content and format of our digital program. PPI work took place based on an iterative process, whereby 9 PPI members were provided logging details to have a go at MyDESMOND at various points of the development phase and provide feedback. Examples of PPI feedback and suggestions, which refined MyDESMOND included the following: (1) to provide the chat forum function as optional to the user (and not mandatory), as not all users would seek Web-based interaction with peers; (2) to include a separate section on well-being and discuss about diabetes-related distress and negative emotions in a nonjudgmental way—this suggestion from the PPI members reiterated issues around stigma and blame; (3) to provide weekly additional sessions on well-being, physical activity, and food choices—this change resulted in the development of additional mini videos to ensure that the users received regular information on important topics; and (4) to introduce mini videos of testimonials of MyDESMOND users sharing personal experiences of their journey. Chat forums are also encouraged to complete an action plan for target behaviors.

Table 2. Design of practical applications.

<table>
<thead>
<tr>
<th>Mechanisms of action (accompanied by BCTs)</th>
<th>Practical applications</th>
<th>Text description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Knowledge (information about health consequences, biofeedback, feedback on behavior)</td>
<td>Educational material; Interactive quiz; Animation videos; Decision tracker</td>
<td>Provide information about T2D, complications, medication, and healthy lifestyle, including weight, diet, and physical activity; track and receive feedback on health.</td>
</tr>
<tr>
<td>Behavioral regulation (self-monitoring of behavior)</td>
<td>Sync steps; Leader board; Track daily targets</td>
<td>App users are encouraged to record dietary habits, weight, HbA1c, well-being, blood glucose, cholesterol, and smoking habits, to sync and monitor steps, and complete an action plan for desired behavior.</td>
</tr>
<tr>
<td>Skills (coping strategies and habit formation)</td>
<td>Educational material; Interactive quiz; Chat forum</td>
<td>Provide information about a healthy lifestyle; encourage app users to record their tracks; opportunity to share strategies and experiences with other users.</td>
</tr>
<tr>
<td>Social and professional role (no BCTs linked to this domain)</td>
<td>Expert videos; Ask the expert</td>
<td>Highly respected experts provide (in the form of videos or emails) and present information and key messages about T2D, well-being, diet, physical activity, and other relevant information.</td>
</tr>
<tr>
<td>Beliefs about capabilities (verbal persuasion to boost self-efficacy)</td>
<td>Ask the expert; Chat forum; Patient testimonials</td>
<td>Verbal reassurance and encouragement among users that may boost their confidence and encourage them to continue with their action plan and behavior change.</td>
</tr>
<tr>
<td>Motivations and goals (goal setting, review of goal, action planning, problem-solving)</td>
<td>Action Plan; Daily targets; Leader board; Personal achievements; Challenges</td>
<td>App users have access to functions and are encouraged to take part in challenges and set their daily targets. They are also encouraged to complete an action plan for target behaviors.</td>
</tr>
<tr>
<td>Emotions (reduce negative emotions, social support [emotional])</td>
<td>Chat forum; Whiteboard animation; Educational material; Decision tracker; Quiz</td>
<td>Provide information in the form of whiteboard animations, quizzes, and educational material around burnout, distress, depression, and well-being; use of a chat forum to provide an additional element of peer support.</td>
</tr>
<tr>
<td>Social influences (social comparison, social support, encouragement)</td>
<td>Patient testimonials; Chat forum; Leader board; Personal achievements; Challenges</td>
<td>App users have access to videos of peers discussing and sharing experiences of their journey. Chat forums are available for users who wish to share questions and thoughts—this platform acts as a mode for users to encourage one another.</td>
</tr>
</tbody>
</table>

*a*BCT: behavior change technique.

*b*T2D: type 2 diabetes.

*c*HbA1c: glycated hemoglobin.
experience. Additional feedback received from our PPI members included (1) the navigation system of MyDESMOND was easy to use, (2) to make our logo clear to reassure that we are a reliable and trustworthy source; (3) digital ongoing support is much needed poststructured education programs; therefore, all content must be available at all times to the users.

**MyDESMOND Platform**

The interface and features were designed as such to improve diabetes self-management practices. The focus was directed toward daily step count, challenges, notifications, and the release of weekly education bite-sized sessions. These short sessions consisted of animations, gamification, quizzes, and games designed to be no more than 5 min in duration. Features include interactive learning, monitor health, activity tracking, ask the expert, community (share ideas, experiences, and questions with others in a chat forum), goal setting, challenges (complete challenges with other users on global leader boards to increase steps and focus on personal achievements), and invite a buddy (invite family and friends to join the program). Figures 4-6 present examples of features and description of MyDESMOND content.

**Figure 4.** Users can learn about T2D and self-management activities and refresh knowledge with 8-weekly additional sessions (educational material, interactive quiz, animations) on MyDESMOND.
MyDESMOND can track weight, blood pressure, HbA$_1c$, diet, and cholesterol.

MyDESMOND can track activity levels and steps.

MyDESMOND is accessible on any digital device (tablet, desktop computer, and smartphone). The platform was built using progressive Web applications (PWAs), a type of mobile app delivered through the Web. It operates similar to a native app, but its responsive design allows it to work across all modern browsers and devices (smartphone, tablet, and desktop computer; see Figure 7).
The system was developed using the Zend framework [50] and a MySQL database [51]. The app includes an application programming interface built with Zend that is used to manage data between the AngularJS PWA and the database. All identifiable user data, comments, and Ask the expert messages are encrypted and stored securely on the database. All data are stored on servers in the United Kingdom and are fully compliant with the latest industry standards for security and General Data Protection Regulations.

Both functional and nonfunctional testing was carried out throughout each step of the development phase by our research team, project-development team, Web-designers, PPI group, and external subject matter experts (SMEs). External SMEs carried out a number of security tests, including penetration testing (to ensure data remains safe) and a source code review (to ensure it complied with Open Web Application Security Project level 2). The purpose of this security testing was to attempt to identify any potential or actual vulnerability to an attack launched across a computer network that could threaten the confidentiality, availability, and integrity of the information being stored and processed.

**Discussion**

**Summary**

In this paper, we described the application of the IM framework for the adaptation and development of a digital self-management program, MyDESMOND. This paper brings a unique perspective to digital development, as it illustrated the process from adapting and translating the evidence and content of a face-to-face education program (DESMOND) to developing a digital version of it.

We described the 4 IM steps that were followed to develop MyDESMOND. In step 1 of the IM process, we established a planning group and a patient and public involvement group and described the context of the intervention and program goals. In step 2, we identified objectives and determinants at early design stages to maintain a focus on the strategies adopted. Step 3 focused on generating the program components underpinned by appropriate psychological theories and models. This led to step 4, which described the adaptation and development of the program content and the iterative process of refining the content and format of MyDESMOND.

**Strengths and Limitations**

This paper has described in detail the three key perspectives of IM that informed the development of MyDESMOND: the use of evidence, the participation and engagement of stakeholders, and the use of theories and BCTs. Overall, our development work was based on a well-established and comprehensive theoretical framework, which has been used extensively in the development of behavior change programs.

The development process was heavily guided by stakeholder and PPI input, to ensure that we received regular feedback throughout the development phase and to ensure that the program was designed appropriately and was relevant to the target population, culturally and contextually. This approach helped refine and structure the format and content of MyDESMOND to reflect the unmet needs of this population accordingly. It is also important to highlight that although our needs assessment and evidence synthesis were predominantly based on findings from systematic reviews, our evidence was also based on rigorous research studies evaluating face-to-face and digital programs.

Some of the main limitations of IM, which we experienced during this development process, are the complexity and time-consuming aspects of this framework. Following a robust process such as IM, which included conducting systematic
reviews, synthesizing evidence from existing studies, obtaining regular feedback from stakeholders, and identifying key theories and BCTs, required substantial time and resources from our team. Nevertheless, we found IM to be an extremely useful resource, which helped develop the best possible digital self-management program for our people with T2D.

**Lessons Learned**

DHIs in diabetes self-management and other chronic conditions are increasing. It is important that future research recognizes the complexity of DHIs and continues to adopt a robust development process informed by evidence and theory. During the development of MyDESMOND, we identified key learning points that might be helpful to other researchers developing DHIs for chronic conditions.

**Multidisciplinary Team**

The expertise of our research, project development, and clinical team members was critical to the successful development of the content, including diabetes education, diabetes clinical expertise, and behavior change. Together with experts in Web-design and digital health, the infrastructure of the program was shaped in such a way that it is now usable on NHS systems and maintains the ethical administration of sensitive information. The collaboration between research teams and Web developers was essential so that the focus of development is not only on the content of the program but also on the user interface and functionality of MyDESMOND.

**Interface Design**

We followed a target population-centered approach, based on the taxonomy of approaches to developing DHI [52]. This approach suggests that any intervention must be informed by the actions and views of the people who are end users. Ongoing involvement of the target group and end users is fundamental for successful intervention design. We ensured that people living with T2D and stakeholders were regularly involved throughout the design of MyDESMOND. This co-design process meant that end users were part of an iterative refinement process to certify that the language and content were easy to understand, and to ensure the navigation system was simple to use.

**Theoretical Framework**

The role of theories in DHI is crucial, but yet not all programs are guided by theories [53]. It is integral that key theories and models are made explicit in digital programs to enhance understanding of the intended intervention, guide the evaluation process, and inform the implementation of the program in the real world [54]. We ensured that MyDESMOND was underpinned by a strong theoretical framework that embedded behavioral theories (HAPA model, Social Support theory, and COM-B model) and the BCT taxonomy to predict and understand behavior change.

**Program Functions**

Step 1 of the IM process, which included the mixed methods needs assessment, allowed us to collate findings and insight not only from our own work but also from the current literature. This helped identify a number of key functions that were eventually incorporated in MyDESMOND, including information, personal stories, interactions with other app users, and buddies. Literature in chronic self-management has an established series of evidence to confirm that providing a secure platform for communication (ie, in the form of chat forums), allows the end user to share personal experiences, increase their knowledge, and improve self-care [55-57]. In addition, literature around gamification suggests that virtual support from friends and family is associated with increased physical activity and that game design and social incentives (buddies) can enhance collaboration, accountability, and peer support [58].

**Future Directions**

The evaluation and implementation of MyDESMOND is currently ongoing in the United Kingdom and Australia, and results on its effectiveness will follow [59]. A follow-up paper on evaluation and implementation (step 5 and step 6 of the IM framework) is also currently in working progress. Despite the focus of the program aiming at adults with T2D, the IM framework could help adapt the current digital platform to new populations and health conditions and provide a taxonomy of behavior change that would inform the content and functionality of new digital programs.

**Conclusion**

IM framework was an effective approach to bring together research evidence and theoretical concepts to guide the adaptation and development of MyDESMOND. Our evidence-and theory-based digital program provides ongoing support and guidance to people with T2D. We hope that our paper can be used as an example for other researchers and HCPs who are developing similar digital self-management programs across chronic diseases.
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Abstract

Background: Type 1 diabetes (T1D) requires intensive self-management (SM). An insulin pump is designed to better support personal T1D management, but at the same time, it exacerbates the complexity and requirements of SM. Research shows that people with diabetes are likely to benefit from navigating and connecting to local means of social support and resources through web-based interventions that offer flexible, innovative, and accessible SM. However, questions remain as to which behavior change mechanisms within such resources benefit patients most and how to foster engagement with and endorsement of SM interventions.

Objective: The aim of this study was to evaluate the perspectives and experiences of people with T1D using an insulin pump and specialist health care professionals (HCPs) and determine what behavior change characteristics and strategies are required to inform the optimization of an existing web-based social network (SN) intervention to support SM.

Methods: Focus groups with insulin pump users (n=19) and specialist HCPs (n=20) in 6 National Health Service (NHS) trusts across the south of England examined the barriers and enablers to incorporating and self-managing an insulin pump. An analysis was undertaken using the Behavior Change Wheel and Theoretical Domains Framework, followed by a taxonomy of behavior change techniques (BCTs) to identify the contents of and strategies for the implementation of a complex health intervention.

Results: A total of 4 themes represent the SM perspectives and experiences of stakeholders: (1) a desire for access to tailored and appropriate resources and information—the support and information required for successful SM are situational and contextual, and these vary according to time and life circumstances, and therefore, these need to be tailored and appropriate; (2) specific social support preferences—taking away isolation as well as providing shared learnings and practical tips, but limitations included the fear of judgment from others and self-pity from peers; (3) the environmental context, that is, capacity and knowledge of pump clinic HCPs—HCPs acknowledge the patient’s need for holistic support but lack confidence in providing it; and (4) professional
responsibility and associated risks and dangers, whereas HCPs are fearful of the consequences of promoting non-NHS SM support, and they question whether SM support fits into their role. BCTs were identified to address these issues.

Conclusions: The use of behavioral theory and a validated implementation framework provided a comprehensive approach for systematically identifying barriers and enablers of self-managing T1D with an insulin pump. A web-based SN intervention appears to offer additional forms of SM support while complementing NHS services. However, for intervention implementation, HCPs’ apprehensions about responsibility when signposting to non-NHS SM support would need to be addressed, and opportunistic features would need to be added, through which pump users could actively engage with other people living with T1D.

(J Med Int Rev 2020;22(5):e13980) doi:10.2196/13980
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web-based intervention; behavior change wheel; type 1 diabetes; social support; continuous subcutaneous insulin infusion; self-management

Introduction

Background

In the United Kingdom, approximately 400,000 people are currently living with type 1 diabetes (T1D), and both the prevalence of T1D and the health care costs of managing T1D are increasing [1,2]. An improvement in blood glucose levels is viewed as a primary goal of self-management (SM) efforts, as it delays the onset and progression of diabetes-related complications (stroke, heart disease, and neuropathy). However, only 30% of the people with T1D are achieving the recommended glycemic targets [3], and attaining these targets is complex. There is recognition of the need for more tailored interventions to enhance the opportunity to improve blood glucose levels [4]. Theoretically founded web-based interventions in particular are seen to offer the opportunity to support flexible, innovative, and accessible SM to address this growing crisis [5].

The Complexities of Treating and Managing Diabetes

Treatment of T1D comprises demanding SM requirements, including insulin therapy (multiple daily injections [MDI] or insulin pumps); self-monitoring of blood glucose; and comprehensive understanding of nutritional, hormonal, and physical impacts on glycemia [6,7]. MDI is the most common insulin therapy method, but interest in and uptake of insulin pumps have risen over the past 20 years, and predictions suggest that this will continue because of the growing global interest and evidence supporting their use [8]. The Diabetes Attitudes, Wishes, and Needs second study (DAWN2) found that the outcomes are better for people with diabetes when they have greater access to diabetes SM education and positive social support [9]. A recent review suggested that interventions to improve these aspects are necessary and require more flexible and personal SM support for those using these devices [10]. The review highlighted how the process of incorporating an insulin pump often changes treatment expectations and experiences and comprises a distinct and potentially difficult process of learning, exploration, and adaptation. People with T1D initiating a new health technology need to self-manage, but they need appropriate options to do so, and web-based interventions have unlocked potential in this regard.

New Approaches to Self-Management of Type 1 Diabetes

Technology can play a key role in bringing diabetes care to the individual [11]. Interest in web-based SM interventions has increased over the past decade [11,12], as web-based elements (or electronic health) offer opportunities to take pressure off the National Health Service (NHS) while supporting flexible and accessible SM [5]. In addition, interventions that take into account the individual’s social context in behavior change are relevant in improving health outcomes [13]. It is well recognized that poor psychological well-being can have a significant impact on glycemic control, which consequently increases the risk of diabetes-related complications and leads to increased health care costs and lost productivity [11,14-18]. Increased valued social involvement is linked to greater SM capacity and potentially lower formal health care costs, especially when this involvement is from a diverse set of network members [19,20]. Network members can be health care professionals (HCPs), family, friends, colleagues, community groups, objects (eg, a bicycle), pets, and spiritual groups. Social networks (SNs) and good social support have been shown to promote diabetes SM and assist in physical and mental well-being [21-27]. An SN approach focuses on available and underused collective support from network members as well as on behavior change at a cognitive level [21-27]; therefore, a web-based social support network intervention could provide a currently underutilized avenue for improved psychological well-being and blood glucose levels.

Blakeman et al’s [28] randomized controlled trial of an early version of the Generating Engagement in Networks InvolVement (GENIE) SN intervention demonstrated improved quality of life, engagement in health care, and health outcomes. GENIE is a web-based SN tool that provides SM support by helping participants map their personal community of support and make the best use of existing contacts and add new ones where needed, as well as signposting (and providing a nudge) to personalized resources in their locality [29]. Despite this demonstration of success, little progress has been made in implementing and spreading psychosocial or social support interventions, in general, into clinical practice to improve SM [6,30-33]. There are challenges in the implementation, sustainability, and accessibility of these interventions in local contexts and to relevant stakeholders (patients and HCPs) [34]. The consideration of the mechanisms of success is often missing.
For example, Mulvaney et al’s review of the diabetes mobile intervention design found that there was often little consideration for what SM barriers were addressed or the likely motivation for potential users. They suggested tailoring health intervention content and design (such as GENIE) to stakeholder characteristics to improve patient engagement and outcomes.

The Medical Research Council has identified the importance of utilizing theory and incremental stepped approaches when developing behavior change interventions [37]. In this instance, the Behavior Change Wheel (BCW) and the Theoretical Domains Framework (TDF) were selected because of their focus on the context (the physical setting) in which a behavior occurs, the reflective processes that are involved in behavior change, and the provision of a clear and direct strategy to foster change [38-40]. The evidence base for digital SM interventions in long-term conditions may be able to progress more effectively if we not only focus on measured outcomes but also document and examine the dimensions and processes of interventions most important to stakeholders.

This paper provides a comprehensive needs identification of the specific insulin pump SM needs and perspectives of people with T1D and HCPs working in T1D pump clinics. This will identify recommendations to adapt and optimize the preexisting web-based intervention GENIE, both in terms of the content of the existing intervention and the implementation of the intervention with the aim of improving the SM of people with a long-term condition (such as diabetes) while implementing a new health technology (such as an insulin pump) from the point of technology initiation.

Methods

Study Design

This qualitative study consisted of focus groups, which provided the opportunity to explore the range of views and perspectives of the support required and resources used by current pump users, from pump initiation to current point of use. Focus groups were used as a means to facilitate discussion [41], and focus groups are known to stimulate enhanced disclosure and a supportive environment, which incites elaborated accounts and clarification of experiences [42]. Focus groups with HCPs allowed for the exploration of how a web-based SM support tool could fit into NHS practice. The group environment was considered a strength for discussions of implementation and offered an opportunity for individual HCPs to respond to and build on colleague’s comments and brainstorm ideas. Focus groups were undertaken until “saturation” (ie, no significant new insights emerged) [43].

Ethics

Ethical approval for this study was granted by the University of Southampton (Reference 26208) and the National Research Ethics Service (Reference 17/NS/0089).

Setting

The study took place between July 2017 and January 2018 in the south of England. The focus groups took place within 6 NHS trusts, which represented varying levels of deprivation and population density across the region.

Population Sample

Pump user participants were purposefully sampled to ensure a range of pump user ages, length of diagnosis, marital status, sex, and employment status to reflect differing perspectives. Clinics were purposively sampled to represent natural variation across different secondary care settings (urban/semirural, varying deprivation levels, and commissioning procedures). Participants in the focus groups held an advisory capacity for the adaption of an SN SM intervention; therefore, variation was prioritized to improve the likelihood of the resulting intervention being fit for purpose, and it was developed appropriately according to the needs of a variety of pump users and within the context of secondary care.

Eligible patient participants were aged 18 to 65 years, had been diagnosed with T1D for more than 1 year, and had an insulin pump for more than 6 months. Participants who had lived with a pump for less time were excluded to focus on the experiences of overcoming, and reflection of, the initial period of adjustment. Diagnosis of diabetes for less than 1 year was also excluded so as to not obscure the experiences of incorporating a new technology with those of a new diagnosis. Participants were invited to take part through social media, posters in local pump clinics, local diabetes charities, and peer support groups.

All HCPs in insulin pump clinics working directly with patients were eligible to participate in the study and were invited to attend focus groups through direct contact with the clinic.

Theory

The BCW [39] is an overarching framework from a synthesis of behavior change interventions providing a clear all-encompassing model of behavior change (see Figure 1). This synthesis integrates theoretical constructs leading to successful behavior change in a variety of health settings. The central cog of the BCW comprises the Capability, Opportunity, Motivation-Behavior (COM-B) components (see Figure 2).

This is based on the premise that to initiate behavior change, there is a need to maximize physical or psychological “Capability” to regulate behavior (ie, develop relevant skills), increase or decrease automatic or reflective “Motivation” to engage in desired/undesired behavior, and target the physical or social “Opportunity” to support behavior change. The COM-B offers an understanding of the barriers and enablers of behavior and underscores the potentially modifiable factors for an intervention to target. The BCW links the COM-B model results with intervention functions (see Figure 3). We also utilized the TDF [38,44] (see Figure 2) to provide specific and comprehensive behavioral domains to target in the intervention. The TDF compiles 84 constructs from multiple psychological theories (motivational, action, and organizational theories) and comprises 14 domains of theoretical constructs [44-46]. The TDF provides a useful framework for understanding the barriers and factors influencing specific behaviors [44,47,48]. It provides a detailed analysis of the potentially modifiable factors linked with the BCW (the COM-B components in the central cog of the wheel) to target in an intervention. For example, if lack of...
knowledge prevents SM, this would be coded as “psychological capability” in COM-B; thereafter, more specifically, “Knowledge” using the TDF and the intervention function mapping of the BCW might suggest an intervention function of “education.” Using the BCW and the TDF in this way has been recommended elsewhere [38,44,47].

A taxonomy of behavior change techniques (BCTs) [49] then enables the specification of techniques describing the active components of the intervention to tailor and optimize an SN intervention. Focus group interview topic guides for both patients and HCPs were developed in consideration of the components of the COM-B model [39] and TDF [44] to ensure participants had the opportunity to explore each element (eg, physical opportunity to self-manage).

Figure 1. Determining the potential mechanisms of action of an intervention using the Behavior Change Wheel.

Figure 2. The 14 domains of the Theoretical Domains Framework, structured according to the Capability, Opportunity, Motivation-Behavior model. TDF: Theoretical Domains Framework; Soc: Social influences; Env: Environmental context and resources; Id: Social/professional role and identity; Bel Cap: Beliefs about capabilities; Opt: Optimism; Int: Intentions; Bel Cons: Beliefs about consequences; Reinf: Reinforcement; Em: Emotion; Know: Knowledge; Cog: Cognitive and interpersonal skills; Mem: Memory, attention, and decision processes; Beh Reg: Behavioral regulation; Phy: physical skills.
Behavioral Analysis

Behavioral analysis using the BCW and TDF and complimentary taxonomies of BCTs comprised 3 stages to systematically determine the necessary mechanisms of action for supporting SM and developing a suitable intervention (see Figure 4).

Figure 4. Determining the potential mechanisms of action of an intervention using the Behavior Change Wheel. BCTs: behavior change techniques; SM: self-management; COM-B: Capability, Opportunity, Motivation-Behavior; TDF: Theoretical Domains Framework; BCW: Behavior Change Wheel.

Stage 1: Behavioral Diagnosis

The first stage identifies the behaviors identified in the focus groups in context of using the COM-B model as a framework (stage 1a), broken down into physical or psychological capability, reflective or automatic motivation, and social or physical opportunity and determined as barriers and enablers. The COM-B model was then used alongside the TDF to provide a more comprehensive behavioral analysis by allocating more specific behavioral domains to focus on within the intervention (or delivery of the intervention, eg, a focus on addressing knowledge or skill; stage 1b). All focus group interviews were transcribed verbatim. A deductive approach to analysis was used for the initial analysis, using the theoretical framework provided by the COM-B model and the TDF [50]. The data were further analyzed inductively (by CR) to identify the overarching themes within the COM-B and TDF subcomponents to summarize quotes representing similar underlying ideas (see Figure 3) [51].

Stage 2: Intervention Strategy Selection

The second stage cross-references the behavioral diagnosis (stage 1a and 1b) with the BCW “intervention functions” (“education,” “persuasion,” “incentivization,” “coercion,” “training,” “restriction,” “environmental restructuring,” “modeling,” and “enablement”; see Figure 1).

The intervention mapping matrix (Figure 3) was employed to establish which intervention functions would be most pertinent in targeting the SM support required.

Stage 3: Selection of Specific Behavior Change Techniques

Stage 3 identified the BCTs that would be required in the facilitated web-based SN intervention—GENIE (components of the intervention such as goal setting, restructuring the social environment, and framing/reframing) [49]—according to the findings of stages 1 and 2. This allowed us to determine the necessary mechanisms of action for SM support intervention.
(GENIE) and to which the Acceptability, Practicability, Effectiveness/Cost-effectiveness, Affordability, Safety, Equity (APPEASE) criteria were applied. The APPEASE criteria provide guidelines to consider for the content and delivery of the intervention, based on affordability, practicability, effectiveness and cost-effectiveness, acceptability, side-effects/safety, and equity considerations. In addition, a distinction was made regarding both the potentially active ingredients of the intervention (named “Reflective” processes) and the components and delivery of the intervention (context/setting; named “Strategic” processes).

### Results

#### Results of Focus Groups

A total of 11 focus groups and 1 interview were carried out; 6 focus groups were carried out with insulin pump users (n=19; see Table 1), and 5 focus groups and 1 interview were carried out with diabetes specialist HCPs (n=20). We held 1 focus group per clinic (except one where we also undertook an interview). Conversations lasted from 40 to 72 min (average=56.33 min) with patients and 27 to 44 min (average=37.6 min) with HCPs.

#### Table 1. Participant demographics.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD); range</td>
<td>38.53 (9.91); 20-53</td>
</tr>
<tr>
<td>Sex (female), n (%)</td>
<td>10 (53)</td>
</tr>
<tr>
<td>Ethnicity (white British), n (%)</td>
<td>16 (84)</td>
</tr>
<tr>
<td><strong>Income</strong>, n (%)</td>
<td></td>
</tr>
<tr>
<td>Lower than average</td>
<td>8 (42)</td>
</tr>
<tr>
<td>Average</td>
<td>6 (32)</td>
</tr>
<tr>
<td>Higher than average</td>
<td>5 (26)</td>
</tr>
<tr>
<td>Education level (degree level or above), n (%)</td>
<td>12 (63)</td>
</tr>
<tr>
<td>Time since diagnosis (years), mean (SD); range</td>
<td>21.95 (12.77); 3-41</td>
</tr>
<tr>
<td>Time since pump start (years), mean (SD); range</td>
<td>5.94 (5.98); 0.5-19</td>
</tr>
<tr>
<td>Diabetes-related complications(^b), n (%)</td>
<td>9 (47)</td>
</tr>
<tr>
<td>Been in hospital &gt;3 times(^c) for hypoglycemia or diabetic ketoacidosis, n (%)</td>
<td>2 (11)</td>
</tr>
</tbody>
</table>

Health care professionals, n

<table>
<thead>
<tr>
<th>Role, n (%)</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Diabetes specialist dietician</td>
<td>5 (25)</td>
</tr>
<tr>
<td>Diabetes specialist nurse</td>
<td>7 (35)</td>
</tr>
<tr>
<td>Diabetes consultant</td>
<td>7 (35)</td>
</tr>
<tr>
<td>Diabetes assistant practitioner</td>
<td>1 (5)</td>
</tr>
<tr>
<td>Sex (female), n (%)</td>
<td>15 (75)</td>
</tr>
<tr>
<td>Age (years), (%)</td>
<td>70; 45-54</td>
</tr>
<tr>
<td>Ethnicity (white British), n (%)</td>
<td>16 (80)</td>
</tr>
<tr>
<td>Time in diabetes clinical practice, mean (SD); range</td>
<td>13.69 years (8.22); 2 months-27 years</td>
</tr>
<tr>
<td>Time working with pumps, mean (SD); range</td>
<td>8.74 years (5.98); 2 months-24 years</td>
</tr>
<tr>
<td>Time working in current diabetes clinic, mean (SD); range</td>
<td>10.11 years (7.62); 2 months-25 years</td>
</tr>
</tbody>
</table>

\(^a\) Average income in the United Kingdom=£26,500.

\(^b\) Eye damage: background retinopathy/eye damage/treated retinopathy/nerve damage (neuropathy)/other complications.

\(^c\) Over the last 3 years.

### Behavioral Analysis Stage 1 Results: Framework Analysis

The findings of the framework analysis providing a matrix of links among the COM-B model and the TDF are presented in Multimedia Appendices 1 and 2.

### Stage 1 Results: Thematic Analysis

A total of 4 key themes were identified from the thematic analysis of transcripts; data and quotes are presented to illustrate each theme rather than theoretical subcomponent for conceptual accessibility: (1) desire for access to tailored and appropriate resources and information, (2) specific social support preferences, (3) the environmental context—capacity and...
knowledge of pump clinic HCPs, and (4) professional responsibility and associated risks and dangers.

**Desire for Access to Tailored and Appropriate Resources and Information**

It was acknowledged that at the initiation of pump therapy, the pump can be complicated and difficult to master. Patients reported a desire for holistic support and flexible, convenient access to information and resources as well as access to the latest scientific research, but only at a time suitable for them (as and when). Web-based support was particularly salient because of ease of access. This kind of support, information, and resource was desired in times of heightened difficulty and situational change (e.g., pregnancy, health complications, new employment arrangements, and experience of “burnout”). People’s time was also limited; therefore, resources had to be used wisely, both in terms of attending clinics and accessing assistance. All the pump user focus groups included substantive discussions about access to tailored and advanced fitness-related information. Performing exercise along with others living with T1D or seeking advice from others about exercise were expected to ease some of the anxieties about experiencing (or preparing for) low (or high) blood glucose levels during exercise:

*I don’t know if any of you have heard of the website Runcarbs or Ex-cars or anything like that?...All of the rest of the Type 1 diabetes management was fine for me, but exercise was my big issue...Anyway, Ex-cars is a website that helps you to come up with a good way to begin exercising.* [Dan, pump user]

In addition, relevant information was needed, which was specific to T1D and/or insulin pumps, rather than general information for any type of diabetes:

*It would be nice to have access to a website that gives you information about diets and Type 1 diabetes. I go to [diabetes charity], but it’s not up-to-date. It’s for Type 2.* [Katherine, pump user]

Access to other holistic pursuits were cited as important, owing to the participants’ desire for enjoyable activities for the promotion of positive mental health and/or finding that these activities also required some navigation in terms of the impact on their glycemic control:

*I’ve never been really sporty...I also do get a little bit annoyed that every time anyone [in diabetes groups] does talk about any kind of social interactions, other than “meet-ups”, it’s always revolved around sports. I would love to see, or even run, some more diabetic-friendly groups that are, for example, theatre based. The pressure of being on stage is likely to cause hypos or have a high so you need a group which understands that, you know?* [Stephanie, pump user]

**Specific Social Support Preferences**

Social support was fundamental to most insulin pump users. Flexible and open contact with the clinic was valued, although this did depend on personal experiences with HCPs, but support from peers was equally valued. Being among other people with T1D, both on the web and offline, provided a wealth of otherwise unseen yet vital information for day-to-day life, such as practical tips and provision of assistance (faulty equipment and where to place the pump on the body). This need varied according to circumstance: T1D-specific support groups, especially if newly diagnosed, were desired, and diabetes-specific fitness groups were valued for the opportunity to determine how best to exercise without glucose levels rising too high or falling too low or how/where to carry the extensive equipment. Meeting peers was associated with taking away some of the isolation of living with a hidden condition:

*I would like social things like groups that you can meet people who are in a similar situation to you...because you can’t just walk down the street and ask “are you on a pump?”* [Mark, pump user]

*But actually I had no idea that diabetes-- I remember thinking this condition was incredibly rare, because I never knew anyone else with it.* [Jenny, pump user]

Access to peer support was cited as important in sharing stories, troubleshooting, sharing illness burden, and speaking to people who understand this “invisible” condition. Some desired web-based support, whereas others desired face-to-face contact, and it was common to desire both. Although face-to-face interactions were important, web-based access allowed people to conveniently “dip in” or “lurk” from a safe distance. In addition, participants expressed wanting to be of assistance themselves, providing support of mutual (reciprocal) benefit. However, apprehensions were raised about accessing people who were in a similar situation. Identities began to be focused on the basis of being pump users:

*Personally, I find having a one-on-one conversation with someone and asking questions...as wonderful as the nurses are, and the clinic nurses are fantastic, but having someone who uses a pump every single day...It was really positive being in a group setting and having conversations amongst ourselves...You could say “what do you do while you're asleep?” “Do you ever get over having something strapped to you?” Just basic questions.* [Harry, pump user]

*I guess more links...I had some like issues with it [the pump] sticking on--and no one’s ever told me about what kind of tapes that I can use to keep it on or stuff like that, or even nice covers for your pump, just like nice things that are easier to find through that [social-network intervention] rather than having to go through Amazon.* [Lauren, pump user]

There were distinct barriers to speaking to others with T1D, such as a lack of confidence, especially when there was a perceived risk of peer judgment or competition:

*Because if you are nervous of -- If you don't have the best control or you have been through a bit of a rough patch, or you don't really know you know--It must be daunting to meet other people so I think you have to be in the right kind of place to want to—* [Jenny, pump user]
**The Environmental Context: Capacity and Knowledge of Pump Clinic Health Care Professionals**

Many HCPs were positively encouraging of the psychosocial needs of patients and recognized that social and peer support were valuable for patients:

> Yes, so, it is useful. It's very positive. The good thing I like about it is the opportunity to meet other people, network and do other things outside of diabetes, and for them to feel as normal as possible, but they are normal. You know what I mean? [Diabetes Specialist Nurse 5, HCP]

HCPs were enthusiastic about supporting their patients to self-manage, especially in terms of patient’s need for holistic support and resources, but they lacked confidence in addressing the psychosocial needs of patients themselves:

> I think it’s a question of whether we think we’re skilled. I think it’s more a part of taking history but it reaps into the psychological support, psychology support territory and whether as nurses and dietitians and clinicians, we think we would have the skills to deliver that. I think it’s something which if it was something very, do tick box; A, B and C, this is something which we don’t do in our routine clinical basis...but a lot of the care is focused towards the more technical and medical and other supportive aspects. [Consultant 4, HCP]

However, some HCPs expressed a lack of value for psychosocial support or SM support where it was not seen as part of their clinical remit:

> So, realistically...resources that are available are something that you kind of say--”, “oh look I know I’ve got my little ‘talking change’ thing” and my “little thing in there for somebody who” and “that’s a resource that I can make available”, but, I don’t say, “Would you like to talk to a psychology person--?” to everybody that comes in...and I suppose that a lot of it is that if it’s not broken what’s to fix? [Consultant 6, HCP]

Most clinicians were interested in innovative ways for patients to access other support. They were especially enthusiastic about their patient’s needs, with an appreciation of the benefits of engagement with other people with T1D, especially others with a pump, for shared learnings and experiences. Some clinicians considered the potential facilitation of access to social support interventions in structured education sessions, whereas others considered approaches to such support via signposting through their clinic rather than providing access within. However, HCPs were concerned about competing priorities and the consequential lack of time/capacity in the clinic to engage in SM support or offer a facilitated web-based intervention:

> ...I think the CCG fund the pumps but we don’t have an awful lot of funding for the team that supports the pump service, so whilst we had small numbers we could incorporate it into our service level agreement but as the pump service has grown we’re struggling to offer the support we would like to offer. [Dietician 3, HCP]

**Professional Responsibility and Associated Risks and Dangers**

Some HCPs were evidentially concerned about the risk and dangers of signposting or onward referral to a web-based SM support tool, and they held fears that such signposting to a nonclinical environment could have negative consequences in terms of their professional responsibility:

> Yes, or, accuracy of...Or the potential dangers of peer-to-peer advice regarding immediate clinical matters. I think that’s my opinion at the moment. Sharing it in a controlled way with the, you know, organizations that are available to have them. In terms of peer-to-peer advice, what if someone gives them the wrong advice? Maliciously, for instance. [Consultant 7, HCP]

Some HCPs also felt that this could be “creating problems for problems sake” by offering SM support services within a clinical setting:

> My first thought about this, is it bringing up things that we actually don’t need to bring up, I would think that. I know we do want to make sure that everybody is well supported and has access to that support. At the same time, if somebody’s absolutely fine...We don’t want to be making them feel that there is something wrong when there isn’t...What you don’t want to be doing is creating problems. For problems sake. [Dietician 3, HCP]

However, pump users referred to unhelpful experiences of HCPs blocking access to information, resources, or medical equipment. Patients demonstrated an understanding of risk, but they also demonstrated the need to make decisions themselves:

> Going back to that idea of online groups, I understand that you would want to have a warning to say, “this is not NHS, this is not moderated. This is just a group that is publicly available and we’re not recommending or making any sort of judgment”. I’m fine with the warning but ideally would want to still have a link to it...I understand the caution but one of my pet peeves is when healthcare professionals make a choice for me [agreement in room] and say I’m not going to bother to give you the bigger picture and the different options because I think this one is best for you. [Hugh, pump user]

HCPs considered an SN intervention especially useful for patients who were young adults going through transition or any patient experiencing loneliness. However, patients felt that they themselves would benefit from further support, no matter their circumstances, but according to when they needed it and on their own terms.
Stage 2 Results: Intervention Strategy Selection

Relevant Intervention Functions for Pump Users

Capability
Psychological capabilities were identified in the behavioral diagnosis, and using the intervention mapping matrix, (Figure 3) the following intervention functions were identified: Enablement (a means to increase capability or reduce barriers for SM through encouragement, practical and emotional support, and access to support and opportunities) and Education (increasing knowledge or understanding, including structured education, access to appropriate information, and instructions for performing pump tasks). Physical capability SM barriers and enablers pinpointed to the intervention functions of Training (impacting physical skills in relation to pump technicalities) and Enablement (as described above).

Motivation
Motivational factors of SM that were related to reflective reasoning (conscious intentions, decisions, and plans for SM) led to the intervention functions of Education (as described above). Where there were reflective motivational barriers preventing SM because of support not being seen as relevant or an intervention not being credible, then the intervention functions such as Persuasion through communication to introduce positive feelings to stimulate action or assurance of credibility through research were selected. Where an SN intervention enables SM with self-driven priorities, it increases the likelihood that users will be willing to commit time and that the time they commit will be well spent and valued. Appropriate intervention functions for automatic motivation for SM (emotional responses, desires, and habits) included Persuasion, Environmental restructuring (changing the physical or social context), Modeling (providing an example for people to emulate/aspire to), and Enablement.

Opportunity
Social and physical opportunity to access both emotional and practical support, especially in relation to the specificities and mechanics of a new health technology, was identified in the behavioral diagnosis, and this could be addressed by an SM support web-based intervention. These needs were described in terms of unconventional and flexible ways to self-manage, such as 24/7 access and web-based sources of education, peer support, and information. However, access to any support or resources had to be on the participants’ terms, in line with personal needs and life demands, especially in response to concerns over uninvited sharing of SM strategies from others. This was linked with the intervention functions of Enablement and Environmental restructuring (providing access to support, information, and opportunities). Enablement intervention functions were identified to address physical opportunity barriers, such as lack of time to attend or access the clinic or other resources in relation to sourcing support that is physically closer to the individual.

Relevant Intervention Functions for Health Care Professionals

Capability
HCPs said that they believe in prioritizing the wider well-being of their patients and want to support SM, but although they were clear about the medical outcomes they must focus on in their professional role, the remit of SM support they should provide was unclear. HCPs voiced concerns over their lack of confidence, ability, or desire to offer SM support. This is where strategic intervention functions of Training, Enablement, and Education benefit, to instruct HCPs on how to facilitate signposting to an intervention, enable behavioral practice, provide verbal persuasion about capabilities, and educate about the importance of SM support.

Motivation
When it came to Reflective motivational factors, it is evident that buy-in is needed. Coercion (changing conscious evaluations of the SN approach for SM), Education (increasing knowledge or understanding of the importance of social support for their patients), Persuasion (using communication to stimulate action), and Incentivization (creating an expectation of reward—that patients will benefit from the access to SM support) were deemed as appropriate intervention functions, whereas Enablement, Environmental restructuring, and Modeling (comparisons with other clinics) were identified for automatic motivational factors.

Opportunity
Both physical and social opportunity pinpointed to Enablement and Environmental restructuring (provision of physical opportunities and socially acceptable environments to provide SM support) as necessary intervention functions (see Multimedia Appendix 2).

Stage 3 Results: Selection of Specific Behavior Change Techniques

The BCTs identified as likely to benefit the intervention are shown in Multimedia Appendices 1 and 2, with the distinction made between the potentially active ingredients of an intervention (“Reflective” BCTs), which would need to be contained within the SN tool, and the delivery of the intervention (“Strategic” processes), which would need to be integrated into the intervention implementation plan, demonstrated in Table 2. Table 2 also describes where or with whom the intervention reflective and strategic processes are to be implemented. These intervention “ingredients” are categorized as in terms of being; the role of the facilitator, an intervention function, within the study protocol, as an invitation to take part, within a site initiation visit, in training, or in future research. This addresses the varying needs and expectations of insulin pump users and HCPs, and this suggests how a web-based intervention designed to enable SM support can attend to these.
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Table 2. Identified behavior change techniques of intervention (reflective or strategy processes).

<table>
<thead>
<tr>
<th>Identified needs (behavior change techniques)</th>
<th>SN(^a) intervention ingredients</th>
<th>Where change is to be implemented/delivered</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Reflective processes</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Goal setting (behavior)</td>
<td>Agreement to attend a preferred activity identified in the intervention</td>
<td>Role of facilitator</td>
</tr>
<tr>
<td>Problem solving</td>
<td>An SN tool maps the participants social support network and examines whether the participant would like this to change at all. The intervention also inquires about their personal needs and preferences and then offers opportunities in their local community to address these needs. A discussion is then undertaken about how to access these, as well as barriers and facilitators</td>
<td>Intervention function and Role of facilitator</td>
</tr>
<tr>
<td>Feedback on behavior</td>
<td>The facilitator follows-up with the participants and discusses and informs them of how their circles have changed and what activities have been taken up</td>
<td>Role of facilitator</td>
</tr>
<tr>
<td>Social support (unspecified)</td>
<td>GENIE(^b) facilitates discussion around who offers them social support in relation to their condition and allows facilitation/gives information about further personalized social support, that is, peer support groups, and asks who may help them participate in chosen activities</td>
<td>Intervention function and Role of facilitator</td>
</tr>
<tr>
<td>Social support (practical)</td>
<td>Discuss the practical support required, received, and desired from the participant and facilitate discussion over whether any changes are required and how to undertake these changes or discuss how existing members of the participant’s SN can help them physically access groups</td>
<td>Intervention function and Role of facilitator</td>
</tr>
<tr>
<td>Social support (emotional)</td>
<td>Discuss the emotional support required, received, and desired from the participant and facilitate discussion over whether any changes are required and how to undertake these changes or discuss how existing members of the participant’s SN can help them feel emotionally able to access groups</td>
<td>Intervention function and Role of facilitator</td>
</tr>
<tr>
<td>Instruction on how to perform a behavior</td>
<td>If a person wants to attend a course or education session, then GENIE can facilitate access to this, or if a person wants to learn from peers, then GENIE can point them in the direction of a peer support group</td>
<td>Intervention function</td>
</tr>
<tr>
<td>Prompts/cues</td>
<td>GENIE comprises concentric circles, which prompt the participant to prioritize certain SN members over others. GENIE then asks 13 preference questions to prompt the user regarding the user’s preferred activities to support SM(^c). Participants are then followed up by a facilitator after 2 weeks</td>
<td>Intervention function</td>
</tr>
<tr>
<td>Comparative imagining of future outcomes</td>
<td>Prompt the participant to imagine and compare likely or possible outcomes following attending versus not attending particular groups or activities in which they took part</td>
<td>Role of facilitator</td>
</tr>
<tr>
<td>Reduce negative emotions</td>
<td>The facilitator advises to use members of the current social support network to reduce anxiety about attending groups</td>
<td>Role of facilitator</td>
</tr>
<tr>
<td>Conserving mental resources</td>
<td>The facilitator advises to utilize the social support network or access peer support groups to share the burden of diabetes or to find someone to troubleshoot with</td>
<td>Role of facilitator</td>
</tr>
<tr>
<td>Restructuring the physical environment</td>
<td>Enabling access to groups and information that can help them engage in SM</td>
<td>Intervention function</td>
</tr>
<tr>
<td>Restructuring the social environment</td>
<td>Enabling access to and restructuring groups, information, and support that can help them engage in SM</td>
<td>Intervention function</td>
</tr>
<tr>
<td>Framing/reframing</td>
<td>The facilitator reassures participant that it is okay to ask for help or support from others regarding SM and that others can offer practical tips</td>
<td>Role of facilitator</td>
</tr>
<tr>
<td>Focus on past success</td>
<td>The facilitator enquires about activities they used to do and whether the network members can assist their attendance at activities in which they are interested</td>
<td>Role of facilitator</td>
</tr>
<tr>
<td><strong>Strategy processes</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Action planning</td>
<td>Steps would need to be taken to support each clinic to implement the intervention and identify pathways</td>
<td>Protocol and Site initiation visit</td>
</tr>
</tbody>
</table>
therapy means that users have a renewed need for HCPs, akin to the diagnosis of diabetes, but this need subsides. The pump requires access to a particular network of people for specific troubleshooting needs. With this in mind, we identified that a long-term condition such as diabetes requires an array of SM approaches and the ability to master these. Utilizing a new health technology or device requires specific skills, understanding, confidence, motivation, and opportunity. The behavioral analysis used here signposted the necessary components of an intervention to support SM. For example, there lies a potential conflict for the person living with T1D, where “good” management takes considerable effort, and this can create a friction between freedom and clinical targets of blood glucose control or the opportunity for tighter control without sacrificing freedom. The question arises as to whether this extra attention will actually improve the quality and length of life. The current SM support options offered to the diagnosis of diabetes, but this need subsides. The pump requires access to a particular network of people for specific troubleshooting needs. With this in mind, we identified that a long-term condition such as diabetes requires an array of SM approaches and the ability to master these. Utilizing a new health technology or device requires specific skills, understanding, confidence, motivation, and opportunity. The behavioral analysis used here signposted the necessary components of an intervention to support SM. For example, there lies a potential conflict for the person living with T1D, where “good” management takes considerable effort, and this can create a friction between freedom and clinical targets of blood glucose control or the opportunity for tighter control without sacrificing freedom. The question arises as to whether this extra attention will actually improve the quality and length of life. The current SM support options offered to

Identified needs (behavior change techniques) | SN\(^d\) intervention ingredients | Where change is to be implemented/delivered
---|---|---
Review behavior goals | The clinic would need to be reviewed to identify whether further support is required to implement the intervention | Protocol and Continuous communication from the research team
Behavioral contract | The clinic would need to sign a contract to identify what they expect from the intervention and what support they require | Protocol and Agreements
Commitment | The clinic would need to make SM support a priority and normalized within the clinic setting and be committed to offering SM support | Site initiation visit and Continuous communication from the research team
Instructions on how to perform a behavior | Facilitators of GENIE receive training on how to deliver GENIE. The tool currently comes with a training program | Protocol and Training
Behavioral experiments | Pilot study intervention with clinics to demonstrate intervention benefits in this patient group/context | Future research
Demonstration of the behavior | Facilitators of GENIE receive training on how to deliver GENIE. The tool currently comes with a training program | Protocol and Training
Information about others’ approval | Share experiences from other clinics/areas using the tool | Future research and Site initiation visit
Behavioral practice/rehearsal | Facilitators of GENIE receive training on how to deliver GENIE. The tool currently comes with a training program | Protocol and Training
Credible source | Buy-in from each area it is applied to is important for implementation. Participants (and HCPs\(^a\)) are assured that GENIE has risen out of former research and that everything put on GENIE is checked | Invitation to take part; Protocol; Site initiation visit; and Training
Comparative imagining of future outcomes | Prompt the clinic to imagine and compare likely or possible outcomes following implementation of GENIE | Invitation to take part; Protocol; Site initiation visit; and Training
Restructuring the physical environment | Enabling access to SM support and information that can help patients engage in SM | Invitation to take part; Protocol; Site initiation visit; and Training
Restructuring the social environment | Enabling physical access to groups and information and support that can help patients engage in SM | Invitation to take part; Protocol; Site initiation visit; and Training
Framing/reframing | Draw attention to research suggesting that SM support can provide clinical benefits and reduced health utilization. SM support could therefore increase clinic time available rather than decrease clinic time. | Protocol; Site initiation visit; and Training
Incompatible beliefs | Draw attention to how restricting the provision of SM support is in contrast with national guidance (National Health Service England) which promotes SM support. | Invitation to take part; Protocol; Site initiation visit; and Training

\(^a\)SN: social network.
\(^b\)GENIE: Generating Engagement in Networks InvolVEment.
\(^c\)SM: self-management.
\(^d\)HCP: health care professional.

**Discussion**

Principal Findings

This study provides a model for supporting people who are incorporating a health technology that is new to them (such as an insulin pump), through consideration of key stakeholders’ needs in developing an intervention that aims to provide SM support. This study puts the most important needs at the forefront (stakeholders’ needs), providing evidence of the active components required in a translational web-based intervention. In this instance, the physicality of the pump (the new device) impacts the users’ experience of SM, and the technicalities while using an advanced technology exacerbate SM needs. The specificity of the insulin pump changes people’s priorities, as it impacts their day-to-day experiences and identity. Pump therapy means that users have a renewed need for HCPs, akin to the diagnosis of diabetes, but this need subsides. The pump requires access to a particular network of people for specific troubleshooting needs.
people with a long-term condition such as T1D can incite questions over whether life will be less or more enjoyable if they take part in them, for example, using 5 days of annual leave to attend an NHS structured-education class, not knowing whether this education class will actually be useful. There is a trade-off to be made. If we want to intervene, then we must consider these factors. We found that ultimate behavior change in the SM of diabetes and use of a health technology requires support and resources, the availability of which is personal/specific to the individual and varies according to time and life circumstances. Specific social support can take away some of the work of SM, as well as the isolation, providing shared learnings and practical tips, but limitations include fear of judgment from others and exposure to off-putting self-pity from peers.

We found that an intervention would be more successfully implemented if there were opportunities to access SM support and motivation from pump users by access to relevant disease/technology-specific resources and interests. For example, social opportunity needs to be addressed when HCPs do not entrust pump users with the ability to make their own choices or access nonclinical resources or when HCPs lack psychological capability and/or physical opportunity, with HCPs (even if willing) often not having the confidence or capacity in their clinic to amend or enhance their routine or psychosocial care and questioning whether and where SM fits into their role. The recommendations provided here for delivering training to HCPs to facilitate signposting to holistic SM support, enabling behavioral practice, providing verbal persuasion about capabilities, and educating about the importance of SM echo those given in the DAWN2 study [52,53]. Guidelines within the intervention could give assurances to HCPs about what they are signposting to. However, some HCPs’ “if-it-isn’t-broke-don’t-fix-it” attitude highlighted that although NHS England is pushing for more SM support, it is not reaching or convincing to all clinicians on the ground. Fisher et al [54] suggest a clear 3-step framework for diabetes HCPs to support behavior change. The first step requires clinicians to shift their mind-set, moving from a hierarchal model to a more collaborative model, reorienting from information giving to nuances of patient-driven needs.

HCPs can be seen as gatekeepers or blockers of the provision of SM support necessary to manage a complex condition such as diabetes. There was little doubt among HCPs, even those with general concerns, that particular groups of patients would greatly benefit from being signposted to further support that the clinic did not provide. However, the discrepancies show contrasting beliefs between patients and HCPs, where patients themselves considered this access beneficial in a variety of ways, especially in terms of managing fitness activities, general practical advice, or emotional support. Credibility and likelihood of the effectiveness of an intervention are, unsurprisingly, important for both users and those who guard access (clinicians), particularly for clinicians who offer patients the opportunity to participate. Priorities vary depending on perspective, and understanding both perspectives at this stage can inform intervention design and how to determine and ensure credibility.

The SN intervention proposed here (GENIE) is structured around facilitating networks and collective, tailored forms of support through the building of dedicated resources in a database. Whether targeting particular groups or long-term conditions as a whole, a web-based SN tool can accommodate multiple SM needs [55]. However, limitations are evident where access to resources is only as good as the resources that are already in place locally. An SN intervention such as this would also benefit people by addressing the identified need to register collective interests and initiate peer support. For example, having the facility for people to “register their interests” in attending or creating groups in their local area or the ability to connect with others in their local area via the intervention platform.

The behavioral assessment of people with diabetes and HCPs draws parallels with past research. For example, Mulvaney et al’s [36] review concluded that SM interventions in diabetes should integrate technology compounded with human contact for clinical support, as well as motivation and support to change behavior for SM (eg, goal setting and problem solving). In addition, the American Diabetes Association [56] considers behavioral elements such as problem solving, decision making, and providing access to electronic health tools as vital to support SM. A focused SN intervention with integral guided facilitation in place is likely to be sensitive to these needs, combined with participant follow-up from the facilitator. A facilitator also has the potential to provide a favorable supportive element to personalized goals in light of findings that the provision of human support was advantageous in other electronic health interventions [57].

People who are empowered and skilled to self-manage their diabetes have improved health outcomes [6,58,59]; therefore, appropriate and tailored access, as opposed to a one-size-fits-all model, is likely to support improved SM. HCPs need to accept patient priorities and means of information and advocacy [60,61] and understanding the importance of experiential evidence. Some noted factors of success in web-based interventions and acceptability have been the focus on psychosocial experiences, feelings of confidence and reduced fear, the availability outside of clinic hours, up-to-date evidence-based guidance, and access to both peer-generated and professional advice [55,58,59,61-65]. However, understanding the barriers preventing HCPs from supporting SM is fundamental too [61,65]. This comprehensive behavioral analysis provides a complete feedback loop for a web-based intervention, which is better equipped to facilitate ongoing SM, considering the needs and strategies for both sets of stakeholders, and determine how, when, and why SM support interventions can be best utilized.

**Strengths and Limitations**

The use of focus groups in this study allows an in-depth discussion and understanding of the collective experiences of SM and of patients’ and HCPs’ views, which would be impossible to explore using quantitative methods, and the use of the BCW and TDF-driven interview scripts provides a well-tested, evidence-based guideline and framework. For example, it has been noted that the automatic addition to the reflective process of motivation to enact behavior on the part...
of HCPs is often overlooked and is important to enhance the behavioral approaches to implementation [66]. The use of theory-driven intervention development signifies areas of key importance to intervention implementation, both behavioral and reflective needs and contextual factors for implementation, and it is a key process to follow. It sensitizes the research to future intervention needs and considerations across different localities. However, although the proposed BCTs were carefully considered in response to stakeholder needs, these have not been developed in consultation with stakeholders, which future work needs to address to verify BCT feasibility. The recruitment of pump users from various clinics and the involvement of clinics in different settings were important elements of the expected variability among local health systems. Although the participants recruited represented a variety of ages and sex, education attainment, and parenthood, the clinicians represented a good and balanced spectrum of the kinds of professionals working in insulin pump clinics. However, the limitations to the study were that the recruited patients were more likely to be those that were particularly open to discussing personal elements of their diabetes management and willing to sit, in their own time, among a group of peers with the same condition, and therefore would not necessarily represent a number of people living with T1D.

Future Research and Conclusions

Technology is a means to deal with diabetes, and it opens new ways to manage the condition, but it takes time to master; therefore, appropriate support, skills, and information are crucial. People with T1D have a uniqueness of knowledge about their own body, which challenges professional dominance and creates an invisible barrier wherein despite HCPs possessing sound medical knowledge, they are unsure of what and when to share with their patients. HCPs can be gatekeepers for improving SM or for facilitating access to SM support. They are limited by time constraints and fear of professional responsibility. However, a web-based tool that is person based, appropriate, accessible, and adaptive to local needs, along with a strategic (and theoretically informed) approach, can provide a powerful tool for SM support, which can vastly enhance the support already being provided by HCPs [55,63]. This paper has strived to demonstrate the development of such an intervention. The study is particularly timely in that it coincides with The NHS Long Term Plan from NHS England, January 2019, which promises to expand the provision of digital SM support tools [67]. In addition, there has been a recent drive for the integration of psychosocial support into routine diabetes care [18,21], and this study provides an initial engagement with the factors that would impact how psychosocial support is taken up with HCPs and the priorities for patients. The next phase of development is to integrate these findings into strategic intervention implementation criteria for supporting people to engage in SM with a new device and technology such as an insulin pump.
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Abstract

Background: Apolipoprotein E (APOE) ε4 allele is a major genetic risk factor for Alzheimer disease and mild cognitive impairment (MCI). Computer-based training programs can improve cognitive performance in elderly populations. However, the effects of computer-based interventions on MCI APOE ε4 carriers have never been studied before.

Objective: The effects of different web-based interventions and the APOE isoform-specific differences in training outcomes are investigated.

Methods: Using a quasi-experimental study design, 202 participants with MCI aged 60 years and older took part in three different intervention programs (physical and cognitive [Long-Lasting Memories, or LLM], cognitive [Active Control, or AC], or physical intervention [Physical Training Control, or PTC]) via an innovative information and communication technologies exergaming platform. Participants in each interventional group were subdivided into APOE ε4 carriers and non–APOE ε4 carriers. All participants underwent an extensive neuropsychological evaluation before and after the training, blood tests, and brain imaging.

Results: All interventions resulted in multiple statistically significant cognitive benefits after the intervention. Verbal learning (California Verbal Learning Test: immediate recall test score—LLM: \( P = .04 \); AC: \( P < .001 \)), working memory (digit span forward and backward test scores—AC: \( P = .03 \); PTC: \( P = .02 \) and \( P = .006 \), respectively), and long-term memory (California Verbal Learning Test: delayed recall test score—LLM: \( P = .02 \); AC: \( P = .002 \); and PTC: \( P = .02 \)) were improved. There was no statistically significant difference among the intervention effects. APOE ε4 presence moderates intervention effects as the LLM intervention improved only their task-switching processing speed (Trail Making Test, Part B: \( P = .03 \)) and the PTC intervention improved only the working memory (digit span backward: \( P = .03 \)). No significant performance alteration was noted for the APOE ε4+ cognitive AC training group.

Conclusions: None of the applied interventions could be identified as the optimal one; it is suggested, however, that combined cognitive and physical training and physical training via exergaming may be more effective for the high-risk MCI APOE ε4+ subgroup.
Introduction

Mild Cognitive Impairment

Mild cognitive impairment (MCI) can be defined as the condition between normal aging and dementia [1]. By the time older people meet the criteria for MCI, they have already exhibited measurable cognitive decline, and most of them have also accumulated the neuropathologic hallmarks of Alzheimer disease [2]. Heterogeneous etiology can cause MCI. Due to this heterogeneity, its progression is uncertain; patients may remain stable for years, a few could improve, and others could progress to dementia. Based on recent data, MCI presents a progression rate of 38.7% over 12 to 60 months. However, the progression rate across individual studies is quite variable, ranging from 6% to 39% per year [3].

Even though MCI is regarded as a preclinical stage of Alzheimer disease or other types of dementia, studies report neuronal loss of about 36.5% already at that stage as well as synaptic dysfunction [4]. MCI patients, however, seem to retain sufficient neuroplasticity to benefit from nonpharmacological interventions, which may, in turn, delay the progression to dementia [5]. Since there is currently no other treatment of dementia than the palliative one, research efforts are focused on possible ways that could delay disease onset, such as diet, cognitive, and physical training.

Nonpharmacological Interventions

The recent growing interest in investigating interventions capable of ameliorating or delaying aging and neurodegenerative effects has resulted in designing various projects for cognitive or/and physical training of the elderly [6]. There is no consensus about the best combination of training. However, findings suggest that interventions targeting multiple domains may be more effective and even provide a long-term benefit for individuals at risk [7].

Cognitive training is based on the idea that the brain function is modifiable even in old age [6]. It is claimed that cognitive training may contribute to the delay or even prevention of cognitive decline in older adults, although this claim remains controversial [8]. Cognitive improvement after cognitive training is generally associated with both compensatory and restorative mechanisms [9-12].

Physical training seems to promote multiple gains in both physical and cognitive states. Hippocampal neurogenesis [13], decrease of β-amyloid deposition [14], oxidative stress reduction [15], brain perfusion increase, and upregulation of neurotrophic factors [16] are a few of the widely studied and reported effects. These effects were presented as improved mood state, improved cognitive function, reduced comorbidities, and decreased risk of falls [17,18].

Combined physical and cognitive training may facilitate the neuroplasticity potential and enhance an individual’s capacity to respond to new demands, resulting in mutual enhancement [19].

Recent advances in information and communication technologies (ICTs) and health informatics offer new and elderly-friendly training on web-based platforms [20]. These platforms may also serve people with limited access to an organized day care center, in their own home or an assisted living/nursing home facility, occasionally from a distance with remote surveillance by specialized personnel. Technology-assisted solutions for elderly physical training through gaming, termed exergaming, have been increasingly investigated [21,22]. Validation of the effectiveness of these approaches is currently a top research priority [23].

Apolipoprotein E

The ε4 allele of the apolipoprotein E (APOE) gene (APOE ε4) is the major genetic risk factor for Alzheimer disease. APOE ε4 carriers not only have a higher risk but also an earlier onset of Alzheimer disease by 10 to 20 years [24] in a gene dose-dependent manner. APOE ε4 (ε4/ε4) homozygotes compared with persons homozygous for risk-neutral APOE ε3 (ε3/ε3) may have up to 15 times the increased risk for developing Alzheimer disease while APOE ε4 heterozygotes (ε4/ε3 or ε4/ε2) only have 4 times higher risk [25]. Numerous studies have attempted to elucidate the underlying mechanism for APOE ε4 influences on Alzheimer disease onset and progression. It has been difficult to determine whether the APOE ε4 represents a gain of toxic function, a loss of neuroprotective function, or both [26]. It is noteworthy that APOE ε4 is associated not only with Alzheimer disease but also with altered brain metabolism and structure in young cognitively normal adults [27].

The presence of APOE ε4 significantly influences the progression of healthy elderly to MCI and Alzheimer disease, and the progression risk peaks between ages 70 and 75 years [28]. Studies are suggesting that the effect of the ε4 allele on cognitive decline is stronger in this earlier clinical stage in comparison with later and more severe stages [26]. Moreover, the more sedentary the lifestyle of the elderly person is, the higher the impact of APOE ε4 on cerebral amyloid deposition. However, not all APOE ε4 carriers will develop Alzheimer disease, thereby suggesting the interactive effects of APOE genotype with other genetic or environmental factors [25].

Our long-term study aims to investigate the cognitive effects of different computer-based interventions depending on the APOE isoform. Also, the follow-up reevaluations at 6, 12, and 24 months intend to determine which training program, if any, can postpone further cognitive decline and dementia onset. In this paper, which describes the first part of the study, the pre-post training evaluation of the interventional groups is presented. We assessed and compared the efficacy of the different web-based interventions and subsequently assessed whether the APOE genotype may influence the outcome. It is
expected that such a finding may be useful for the improvement of the currently existing and future designs of web-based, technology-assisted therapeutic interventions.

**Methods**

**Study Design**

We used a quasi-experimental study design [29] to explore the efficacy of different interventions on participants with MCI. Participants were allocated between 2009 and 2017 into three different interventional groups. Based on previous efficacy evidence of the Long-Lasting Memories (LLM) intervention, an integrated ICT platform combining cognitive exercises with physical activity [19,30], we did not use a passive group in the pre-post assessment due to ethical considerations. Thirteen participants, however, were evaluated in the same pre- and postintervention period without participating in the intervention for personal reasons. All other passive data were retrospectively collected from the database records of the Greek Association of Alzheimer’s Disease and Related Disorders, matched for demographic data and initial diagnosis. This passive group was used only for the long-term follow-up.

Randomization of the participants was not feasible mainly for practical issues, time, and financial limitations of the study. Allocation to groups was driven by nonsystematic practical and logistic reasons (national holiday time, number of successfully screened participants at a given time point, etc) but was not influenced by participant choice, motivation, or compliance. The type of intervention applied each time in each place (spiritual center, open care center) was determined before the initiation of the screening procedure, and it was an open call to the elderly whether they were cognitively intact or not. Interventions took place both in the east and west areas of Thessaloniki, minimizing geographic socioeconomic differences of participants. From all the participants who enrolled in the LLM project, we analyzed those with an initial diagnosis of MCI fulfilling the selection criteria.

The training lasted about 8 to 12 weeks, and participants completed at least 24 sessions of cognitive training and 16 sessions of physical training. Screening evaluations were conducted 1 to 2 weeks before interventions, while posttest evaluations occurred 1 to 2 weeks after the end of the training. Neuropsychologists performing the pre- and postintervention neuropsychological assessments were generally different from those who administered the program.

Participant performance was assessed and compared among the different interventional groups to investigate a potential superiority of an intervention. Moreover, the performance of each interventional group, in each test between the two time points (pre-post), was assessed separately, investigating specific cognitive domain improvement. A second analysis, based on genotype, was performed subsequently. Each interventional group was subdivided into APOE ε4 carriers and non–APOE ε4 carriers. A comparison of each APOE subgroup among the interventional groups was performed to assess potential differences in efficacy in different genotypes. The performance of each APOE subgroup in the two time points was assessed separately within the interventional group as well.

**Participants**

A total of 215 MCI participants (intervention 202 [LLM 70; Active Control, or AC 93; Physical Training Control, or PTC 39] and passive 13; single and multiple domains) were recruited during a thorough screening procedure. The rest of the passive group data (n=120) was collected retrospectively as described in Study Design section (Figure 1). Males and females aged 60 years and older, fluent in Greek, were invited to participate. The call was made in church spiritual centers, open care centers for the elderly in east and west areas of Thessaloniki, minimizing geographic socioeconomic differences of participants. From all the participants who enrolled in the LLM project, we analyzed those with an initial diagnosis of MCI fulfilling the selection criteria.
Figure 1. Study flowchart with the number of the participants screened and allocated in each interventional group. MCI: mild cognitive impairment; LLM: Long-Lasting Memories; APOE: apolipoprotein E.

Exclusion criteria included any severe physical illness, current psychiatric or other neurological disorder (stroke, multiple sclerosis, Parkinson's disease, epilepsy, traumatic brain injury, etc), history of drug or alcohol abuse, and use of neuromodifying drugs (other than cholinesterase inhibitor).

All participants reported normal or corrected-to-normal vision and hearing. Before the training, all participants underwent an extensive neuropsychological evaluation performed using standardized Greek versions: Mini-Mental State Examination (MMSE) [31,32], Montreal Cognitive Assessment (MoCA) [33,34], and Trail Making Test, Part B (Trail B) [35,36] to examine task-switching, processing speed, and visuospatial ability; California Verbal Learning Test (CVLT) [37-39] and Rey Auditory Verbal Learning Test (RAVLT) in order to measure the ability of learning, long-term memory, and verbal episodic memory [40,41]; digit span forward and backward [42,43] to assess working memory; Instrumental Activities of Daily Living scale (IADL) [44,45], Functional Rating Scale of Symptoms of Dementia (FRSSD) [46], and Functional and Cognitive Assessment Test (FUCAS) [47] to assess daily functionality; Beck Depression Inventory (BDI) [48,49] and Geriatric Depression Scale (GDS) [50,51] to measure depression; and Beck Anxiety Inventory (BAI) [52,53] for anxiety evaluation. Participants were also subjected to blood tests and brain magnetic resonance imaging. A neurologist evaluated the neuropsychological, medical, and laboratory results. The Cumulative Illness Rating Scale-Geriatric (CIRS) was calculated based on their medical history to assess participant comorbidity [54]. Diagnosis and categorization were based on clinical criteria [1,55] and were made by a dementia expert neurologist (MT). A detailed description of the procedure is described by Bamidis et al [19].

Interventions
The first group attended the combined cognitive and physical training via the LLM project, using an integrated web service system through a universal interface, facilitated by touch screen systems [23,56]. Cognitive training was performed using a Greek-adapted version of the Brain Fitness software (later branded as BrainHQ, Posit Science Corporation) [57], and all physical exercises were implemented in the FitForAll (FFA) platform, an innovative ICT exergaming platform designed by Aristotle University of Thessaloniki [23]. FFA has four levels of difficulty and combines aerobic exercise; exercises of endurance, strength, and balance; and a cooling down process to recover normal cardiac rhythm.

The second group was the AC group, which was exposed to a homemade computerized cognitive training software suite (Video GRade, Lab of Medical Physics at the Aristotle University of Thessaloniki [58]), encompassing short documentary videos with themes from nature, art, history, and culture. At the end of each video, participants digitally performed a multiple-choice questionnaire about the documentary, following the same training dosage as the first group. The third group was the PTC group, which was exposed to computerized physical training using the FFA platform for the same number of sessions as the others. The fourth group was the passive control group, which did not follow any training program.

Apolipoprotein E Genotyping
Blood samples used for genotyping were collected in EDTA-containing receptacles. DNA was extracted from peripheral blood using the QIAamp Blood DNA purification kit (Qiagen Inc). To determine the APOE genotype, part of the APOE gene (228 bp) containing both polymorphic sites (amo
acid positions 112 and 158) was amplified by polymerase chain reaction analysis using the following primers: forward: 5′-GAGCGGGGTGCTCAGGAGCTGCA-3′ and reverse: 5′-GGCCGGGCGTACGTAGGGAG-3′, according to the method described by Koutroumani et al [59].

Statistical Analysis

Multiple Imputation

In clinical and epidemiological research, the problem of missing data is almost unavoidable. In our study, missing data were handled using multiple imputation [60] tackling the missing data problem from three aspects: (a) the missing data proportion, (b) the mechanisms of incomplete data, and (c) the missing data patterns as suggested by Dong and Peng [61]. The missing data proportion was calculated, and missing data mechanisms were assessed using the Little multivariate test [62] and performing \( t \) tests of mean differences between the complete and missing data groups following the guidelines illustrated with a sample dataset from IBM SPSS Missing Values 20 [63]. The missing data pattern was explored using the command Analyze Patterns, which provides descriptive measures of the missing data patterns and could be useful as an exploratory step (see Multimedia Appendix 1 for methodology details). The analysis was performed using SPSS Statistics version 23 (IBM Corporation).

In our model, demographic data along with the scores of different neuropsychological tools and questionnaires were included following the guidelines incorporated in Dong and Peng [61]. Twenty imputations were chosen to remove noise from estimations, such as reducing sampling variability from the imputation procedure [64]. Following the completion of the multiple imputation, the 20 complete datasets were handled by standard statistical procedures after splitting the imputed dataset based on the imputation number. As many procedures in SPSS Statistics do not support pooling, we decided to report mainly pooled mean ranks that are naive pooled. Even though we lose some of the descriptive power we could get from medians, we still gain valuable information about our groups in terms of our dependent variables. Moreover, we calculated the averaged median across the 20 complete datasets, as suggested by van Ginkel and Kroonenberg [65].

Demographics

During the baseline neuropsychological evaluation, a battery of tests was administered to participants including various neuropsychological tests and questionnaires assessing different cognitive aspects, performance in daily life activities, and the affective state of the participants. The scores collected by the tests and questionnaires used were tested for the normality assumption similarly to demographic data. As scores were not approximately normally distributed in all imputations, nonparametric analysis (Kruskal-Wallis test) was employed to explore differences between groups. When differences among groups reached statistical significance (\( P < .05 \)), the Mann-Whitney \( U \) test was performed pairwise. Alpha inflation due to multiple comparisons was prevented using a Bonferroni correction.

Performance of participants was further discriminated depending on the presence of the APOE \( ε^4 \) genotype. More precisely, scores on neuropsychological tests and questionnaires were also compared between APOE \( ε^4 \) carriers versus non–APOE \( ε^4 \) carriers. The normality assumption of test scores was explored, performing the described methodology between the two groups. As normality assumption was not met for both groups, a nonparametric analysis was performed (Mann-Whitney \( U \) test).

Neuropsychological Evaluation

Among-Group Analysis

Neuropsychological evaluations were administrated to the intervention groups (LLM, AC, and PTC) before and after the training completion. Scores of neuropsychological tests and questionnaires were analyzed using the group (LLM, AC, and PTC) as between factor and the time (pre- and posttraining) as within factor. The assumptions of mixed-model analysis of variance were not met in each cell of the design. Thus, an alternative analysis was followed using nonparametric procedures. Differences in scores at the two time points were computed for each test and questionnaire and then tested for normality. The Kruskal-Wallis \( H \) test was performed in differences (post-pre) of scores between groups. When differences among groups reached statistical significance (\( P < .05 \)), the Mann-Whitney \( U \) test was performed pairwise. In this case, \( P \) values were corrected for multiple comparisons using a Bonferroni correction.

Within-Group Analysis

After grouping our dataset by the imputation number and group, Wilcoxon signed-rank tests were run to investigate possible differences of each group at different time points (pre- and posttraining) in (M = 20) complete datasets. Additionally, we examined a small sample of the passive group (n = 13) regarding their performance in several tests such as the MMSE, MoCA, CVLT total, Trail B, IADL, and GDS at the two time points. Depending on normality assumption, different analyses were performed: either paired \( t \) test or Wilcoxon signed-rank test.

Among-Group Analysis Based on Genotype

Data were split not only by imputation number but also by genotype (carriers, non-\( ε^4 \) carriers). Differences in scores at the two time points were computed for each test and questionnaire and then tested for normality. As normality assumption was not fulfilled for all imputations and groups, respectively, nonparametric analysis for between-group comparison was determined. Kruskal-Wallis \( H \) tests were run for the post-pre differences in scores having as grouping variable the group (LLM, AC, and PTC). Results were split depending on the genotype. Significant differences among groups were explored running post hoc tests (pairwise comparisons using Mann Whitney \( U \) tests) and correcting for multiple comparisons.

Within-Group Analysis Based on Genotype

Data were split by imputation number, genotype (APOE \( ε^4 \) carriers, non-\( ε^4 \) carriers), and group. As violations of normality were observed, nonparametric analysis for within-comparison (pre, post) was performed.
Results

Demographics
A total of 335 participants in total were allocated to one of the four different groups (LLM, AC, PTC, passive). The baseline comparisons revealed significant differences between the four groups regarding demographics and cognitive performance. Therefore, a smaller sample of 244 subjects without differences in baseline evaluation scores was used for the pre-post comparison to evaluate the potential effect of the intervention without major confounding factors. Between and within-group comparisons at the first analysis stage were performed in LLM, AC, and PTC participants (see Table 1).

Table 1. Demographic characteristics of participants included in the study.

<table>
<thead>
<tr>
<th>Groups</th>
<th>LLM&lt;sup&gt;a&lt;/sup&gt; n=70</th>
<th>AC&lt;sup&gt;b&lt;/sup&gt; n=93</th>
<th>PTC&lt;sup&gt;c&lt;/sup&gt; n=39</th>
<th>Passive n=133</th>
<th>Test results</th>
</tr>
</thead>
<tbody>
<tr>
<td>Analyzed n=244</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age in years</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Median</td>
<td>69</td>
<td>69</td>
<td>67</td>
<td>68</td>
<td>6.8 .08</td>
</tr>
<tr>
<td>IQR</td>
<td>7</td>
<td>9</td>
<td>8</td>
<td>14</td>
<td></td>
</tr>
<tr>
<td>Q1, Q3</td>
<td>66.0, 73.0</td>
<td>65.0, 74.0</td>
<td>63.0, 71.0</td>
<td>60.0, 74.0</td>
<td></td>
</tr>
<tr>
<td>Gender, n</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>51</td>
<td>46</td>
<td>28</td>
<td>63</td>
<td>5.7 .13</td>
</tr>
<tr>
<td>Female</td>
<td>12</td>
<td>15</td>
<td>3</td>
<td>26</td>
<td></td>
</tr>
<tr>
<td>Education in years</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Median</td>
<td>6</td>
<td>8</td>
<td>6</td>
<td>8</td>
<td>7.5 .06</td>
</tr>
<tr>
<td>IQR</td>
<td>7</td>
<td>6</td>
<td>1</td>
<td>6</td>
<td></td>
</tr>
<tr>
<td>Q1, Q3</td>
<td>6.0, 13.0</td>
<td>6.0, 12.0</td>
<td>6.0, 7.0</td>
<td>6.0, 12.0</td>
<td></td>
</tr>
<tr>
<td>Comorbidity index (CIRS&lt;sup&gt;d&lt;/sup&gt;), pooled mean ranks</td>
<td>121.39</td>
<td>105.11</td>
<td>129.53</td>
<td>132.76</td>
<td>6.4 .11</td>
</tr>
</tbody>
</table>

APOE<sup>e</sup> ε4/- (frequency % in total sample of 335 participants)

- APOE ε4 carriers: 15 (21.4) 13 (14.0) 9 (23.1) 30 (22.6)
- Non-APOE ε4 carriers: 53 (75.7) 77 (82.8) 30 (76.9) 101 (75.9)

APOE<sup>e</sup> ε4/- (frequency % in total sample of 244 participants)

- APOE ε4 carriers: 13 (20.6) 9 (14.8) 7 (22.6) 14 (15.7)
- Non-APOE ε4 carriers: 48 (76.2) 51 (83.6) 24 (77.4) 74 (83.1)

<sup>a</sup>LLM: Long-Lasting Memories.
<sup>b</sup>AC: Active Control.
<sup>c</sup>PTC: Physical Training Control.
<sup>d</sup>CIRS: Cumulative Illness Rating Scale–Geriatric.
<sup>e</sup>apoE: apolipoprotein E.

Discriminating the participants with regard to the presence of APOE ε4 genotype, we found that there were 43 APOE ε4 carriers, 197 non–APOE ε4 carriers, and in 4 cases there were missing data. Planned analysis of available data showed that the two groups did not differ in age (U=4022.00, P=.60), education years (U=4041.50, P=.62), and CIRS scores (U=3267.00, P=.69). Additionally, the two independent binomial proportions regarding the proportion of gender across groups were statistically significantly different (χ²=3.9, P=.048; see Table 1).

In more detail, participants who were APOE ε4 carriers were barely older (age [pooled mean ranks] APOE ε4 carriers: 125.47; non–APOE ε4 carriers: 119.42) and more educated than noncarriers (education years [pooled mean ranks] APOE ε4 carriers: 125.01; non–APOE ε4 carriers: 119.52). Moreover, they had elevated CIRS scores relative to noncarriers (CIRS [pooled mean ranks] APOE ε4 carriers: 123.83; non–APOE ε4 carriers: 119.77).

Neuropsychological Evaluation

Among-Group Analysis

Nonsignificant changes have been observed between groups in most of the neuropsychological tests comparing the scores’ differences at the two time points. Significant differences have been found only in the post-pre comparisons on the MMSE and GDS tests (Table 2). Based on the post hoc analysis, the LLM group seems to have a significantly lower performance on...
MMSE compared with AC participants and considerably more depressive symptoms relative to the PTC group.

Table 2. Presentation of among-group comparison results along with descriptive measures (pooled mean ranks of post-pre scores) for each group (Long-Lasting Memories, Active Control, and Physical Training Control).

<table>
<thead>
<tr>
<th>Neuropsychological test</th>
<th>LLM&lt;sup&gt;a&lt;/sup&gt;</th>
<th>AC&lt;sup&gt;b&lt;/sup&gt;</th>
<th>PTC&lt;sup&gt;c&lt;/sup&gt;</th>
<th>Test results</th>
<th>χ&lt;sup&gt;2&lt;/sup&gt;</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Cognitive domain</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MMSE&lt;sup&gt;d&lt;/sup&gt;</td>
<td>69.47</td>
<td>89.58</td>
<td>72.54</td>
<td>7.1</td>
<td>.04</td>
<td></td>
</tr>
<tr>
<td>MoCA&lt;sup&gt;e&lt;/sup&gt;</td>
<td>71.88</td>
<td>81.26</td>
<td>84.03</td>
<td>2.5</td>
<td>.34</td>
<td></td>
</tr>
<tr>
<td>RAVLT&lt;sup&gt;f&lt;/sup&gt;</td>
<td>77.20</td>
<td>78.81</td>
<td>78.04</td>
<td>1.6</td>
<td>.52</td>
<td></td>
</tr>
<tr>
<td>RAVLT total&lt;sup&gt;g&lt;/sup&gt;</td>
<td>74.84</td>
<td>79.24</td>
<td>82.00</td>
<td>1.9</td>
<td>.48</td>
<td></td>
</tr>
<tr>
<td>RAVLTD&lt;sup&gt;h&lt;/sup&gt;</td>
<td>77.97</td>
<td>79.08</td>
<td>75.94</td>
<td>1.5</td>
<td>.53</td>
<td></td>
</tr>
<tr>
<td>CVLT1&lt;sup&gt;i&lt;/sup&gt;</td>
<td>69.37</td>
<td>84.09</td>
<td>83.57</td>
<td>5.0</td>
<td>.14</td>
<td></td>
</tr>
<tr>
<td>CVLT total&lt;sup&gt;j&lt;/sup&gt;</td>
<td>71.58</td>
<td>84.77</td>
<td>77.71</td>
<td>3.4</td>
<td>.26</td>
<td></td>
</tr>
<tr>
<td>CVLTD&lt;sup&gt;k&lt;/sup&gt;</td>
<td>71.33</td>
<td>79.23</td>
<td>89.14</td>
<td>4.7</td>
<td>.20</td>
<td></td>
</tr>
<tr>
<td>Trail B&lt;sup&lt;l&lt;/sup&gt;</td>
<td>74.95</td>
<td>81.23</td>
<td>77.84</td>
<td>1.0</td>
<td>.67</td>
<td></td>
</tr>
<tr>
<td>Digit span forward</td>
<td>75.15</td>
<td>77.65</td>
<td>84.48</td>
<td>1.5</td>
<td>.52</td>
<td></td>
</tr>
<tr>
<td>Digit span backward</td>
<td>72.73</td>
<td>78.77</td>
<td>87.19</td>
<td>2.6</td>
<td>.32</td>
<td></td>
</tr>
<tr>
<td><strong>Functionality</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>FUCAS&lt;sup&gt;m&lt;/sup&gt;</td>
<td>72.68</td>
<td>81.63</td>
<td>81.67</td>
<td>2.4</td>
<td>.39</td>
<td></td>
</tr>
<tr>
<td>FRSSD&lt;sup&gt;n&lt;/sup&gt;</td>
<td>74.47</td>
<td>83.83</td>
<td>73.70</td>
<td>3.9</td>
<td>.30</td>
<td></td>
</tr>
<tr>
<td>IADL&lt;sup&gt;o&lt;/sup&gt;</td>
<td>77.19</td>
<td>80.15</td>
<td>75.41</td>
<td>1.3</td>
<td>.61</td>
<td></td>
</tr>
<tr>
<td><strong>Affective domain</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GDS&lt;sup&gt;p&lt;/sup&gt;</td>
<td>88.33</td>
<td>78.50</td>
<td>56.02</td>
<td>8.5</td>
<td>.005</td>
<td></td>
</tr>
<tr>
<td>BAI&lt;sup&gt;q&lt;/sup&gt;</td>
<td>76.33</td>
<td>80.74</td>
<td>75.99</td>
<td>0.1</td>
<td>.51</td>
<td></td>
</tr>
<tr>
<td>BDI&lt;sup&gt;r&lt;/sup&gt;</td>
<td>79.18</td>
<td>79.41</td>
<td>72.83</td>
<td>4.8</td>
<td>.49</td>
<td></td>
</tr>
</tbody>
</table>

<sup>a</sup>LLM: Long-Lasting Memories.
<sup>b</sup>AC: Active Control.
<sup>c</sup>PTC: Physical Training Control.
<sup>d</sup>MMSE: Mini-Mental State Examination.
<sup>e</sup>MoCA: Montreal Cognitive Assessment.
<sup>f</sup>RAVLT1: Rey Auditory Verbal Learning Test: immediate recall.
<sup>g</sup>RAVLT total: Rey Auditory Verbal Learning Test: sum up of 5 recall attempts.
<sup>h</sup>RAVLTD: Rey Auditory Verbal Learning Test: delayed recall.
<sup>i</sup>CVLT1: California Verbal Learning Test: immediate recall.
<sup>j</sup>CVLT total: California Verbal Learning Test: sum up of 5 recall attempts.
<sup>k</sup>CVLTD: California Verbal Learning Test: delayed recall.
<sup>l</sup>Trail B: Trail Making Test, Part B.
<sup>m</sup>FUCAS: Functional and Cognitive Assessment Test.
<sup>n</sup>FRSSD: Functional Rating Scale of Symptoms of Dementia.
<sup>o</sup>IADL: Instrumental Activities of Daily Living scale.
<sup>p</sup>GDS: Geriatric Depression Scale.
<sup>q</sup>BAI: Beck Anxiety Inventory.
<sup>r</sup>BDI: Beck Depression Inventory.
Within-Group Analysis

Long-Lasting Memories Group
LLM participants scored significantly higher in RAVLT1, RAVLT total, CVLT1, CVLT total, and CVLTD tests after their training compared with the baseline (Table 3). The within-group comparison did not reveal any significant differences either in functionality test scores of FUCAS, FRSSD, and IADL tests or emotion test scores of GDS, BAI, and BDI scores when comparing pre- and postraining scores (Multimedia Appendix 2 Table A).

Active Control Group
The AC group showed significant improvement in their performance on the MMSE, RAVLT total, CVLT1, CVLT total, CVLTD, and digit span backward test when comparing the test scores before and after their training. They also showed significantly higher scores in the FUCAS test after training compared with the baseline evaluation, possibly indicating a decrease in their functionality in daily life activities (Table 3). Significant changes in the performance of the AC group at GDS, BAI, and BDI tests were not found when comparing scores at the two time points (Multimedia Appendix 2 Table B).

Physical Training Control Group
The PTC participants scored significantly higher in MoCA, RAVLT total, CVLT total, CVLTD, digit span forward, and digit span backward tests at the postraining screening relative to the baseline. A significant decrease was also observed in scores on the GDS test at the postraining neuropsychological screening relative to those of the baseline evaluation (Table 3; see Multimedia Appendix 3 Figure i for detailed results). Functionality scores of FUCAS, FRSSD, and IADL tests did not change significantly at the two time points (Multimedia Appendix 2 Table C).

The passive group (n=13), which was reassessed after the 12 weeks, did not reveal significant changes in their performance on the tests MMSE (t12=2.082; P=.059), MoCA (W=–0.319; P=.75), Trail B (t11=–0.656; P=.53), IADL (W=–0.577; P=.56), and GDS (W=–0.852; P=.39) at the two time points. However, a significant increase of 8.385 score units (95% CI 3.39 to 13.38, Cohen d=1.015 [38]) was found in CVLT total (t12=3.659; P=.003; CVLT baseline: 38.00; CVLT after 12 week: 46.38).
### Table 3. Test scores with significant improvement for each interventional group when comparing their scores at the two time points.

<table>
<thead>
<tr>
<th>Neuropsychological test</th>
<th>Pooled mean ranks: negative&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Pooled mean ranks: positive&lt;sup&gt;b&lt;/sup&gt;</th>
<th>Averaged median before training</th>
<th>Averaged median after training</th>
<th>Test results</th>
<th>Wilcoxon signed-rank test</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>LLM&lt;sup&gt;c&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RAVLT&lt;sup&gt;d&lt;/sup&gt; I</td>
<td>23.88</td>
<td>34.41</td>
<td>4.535</td>
<td>5.428</td>
<td>−3.2</td>
<td>.045</td>
<td></td>
</tr>
<tr>
<td>RAVLT total&lt;sup&gt;e&lt;/sup&gt;</td>
<td>25.45</td>
<td>32.65</td>
<td>37.121</td>
<td>41.85</td>
<td>−3.2</td>
<td>.04</td>
<td></td>
</tr>
<tr>
<td>CVLT&lt;sup&gt;f&lt;/sup&gt; I</td>
<td>20.35</td>
<td>29.62</td>
<td>4.795</td>
<td>5.311</td>
<td>−2.4</td>
<td>.04</td>
<td></td>
</tr>
<tr>
<td>CVLT total&lt;sup&gt;g&lt;/sup&gt;</td>
<td>25.22</td>
<td>31.18</td>
<td>41.369</td>
<td>46.206</td>
<td>−3.4</td>
<td>.002</td>
<td></td>
</tr>
<tr>
<td>CVLTD&lt;sup&gt;h&lt;/sup&gt;</td>
<td>19.67</td>
<td>30.73</td>
<td>8.559</td>
<td>9.239</td>
<td>−2.7</td>
<td>.02</td>
<td></td>
</tr>
<tr>
<td>AC&lt;sup&gt;i&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MMSE&lt;sup&gt;j&lt;/sup&gt;</td>
<td>22.56</td>
<td>24.96</td>
<td>27.000</td>
<td>28.000</td>
<td>−4.1</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td>RAVLT total</td>
<td>24.36</td>
<td>33.47</td>
<td>38.903</td>
<td>45.507</td>
<td>−3.8</td>
<td>.005</td>
<td></td>
</tr>
<tr>
<td>CVLT I</td>
<td>20.36</td>
<td>30.79</td>
<td>4.584</td>
<td>6.650</td>
<td>−4.0</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td>CVLT total</td>
<td>16.94</td>
<td>32.25</td>
<td>39.941</td>
<td>47.742</td>
<td>−4.6</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td>CVLTD</td>
<td>23.74</td>
<td>30.98</td>
<td>8.259</td>
<td>9.098</td>
<td>−3.6</td>
<td>.002</td>
<td></td>
</tr>
<tr>
<td>Digit span backward</td>
<td>21.30</td>
<td>26.96</td>
<td>4.004</td>
<td>4.488</td>
<td>−2.5</td>
<td>.03</td>
<td></td>
</tr>
<tr>
<td>PTC&lt;sup&gt;k&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MoCA&lt;sup&gt;l&lt;/sup&gt;</td>
<td>9.99</td>
<td>13.73</td>
<td>22.394</td>
<td>23.000</td>
<td>−2.0</td>
<td>.04</td>
<td></td>
</tr>
<tr>
<td>RAVLT total</td>
<td>12.43</td>
<td>17.51</td>
<td>37.546</td>
<td>44.117</td>
<td>−2.7</td>
<td>.02</td>
<td></td>
</tr>
<tr>
<td>CVLT total</td>
<td>11.56</td>
<td>16.41</td>
<td>41.187</td>
<td>48.359</td>
<td>−2.6</td>
<td>.02</td>
<td></td>
</tr>
<tr>
<td>CVLTD</td>
<td>12.32</td>
<td>16.08</td>
<td>8.175</td>
<td>10.869</td>
<td>−3.3</td>
<td>.02</td>
<td></td>
</tr>
<tr>
<td>Digit span forward</td>
<td>10.66</td>
<td>14.02</td>
<td>5.000</td>
<td>5.000</td>
<td>−2.3</td>
<td>.02</td>
<td></td>
</tr>
<tr>
<td>Digit span backward</td>
<td>9.12</td>
<td>12.16</td>
<td>4.000</td>
<td>4.000</td>
<td>−2.8</td>
<td>.006</td>
<td></td>
</tr>
<tr>
<td>GDS&lt;sup&gt;m&lt;/sup&gt;</td>
<td>13.46</td>
<td>7.58</td>
<td>2.000</td>
<td>0</td>
<td>−3.5</td>
<td>.001</td>
<td></td>
</tr>
</tbody>
</table>

<sup>a</sup>Negative mean rank: test score post < test score pre.

<sup>b</sup>Positive mean rank: test score post > test score pre.

<sup>c</sup>LLM: Long-Lasting Memories.

<sup>d</sup>RAVLT I: Rey Auditory Verbal Learning Test: immediate recall.

<sup>e</sup>RAVLT total: Rey Auditory Verbal Learning Test: sum up of 5 recall attempts.

<sup>f</sup>CVLT I: California Verbal Learning Test: immediate recall.

<sup>g</sup>CVLT total: California Verbal Learning Test: sum up of 5 recall attempts.

<sup>h</sup>CVLTD: California Verbal Learning Test: delayed recall.

<sup>i</sup>AC: Active Control.

<sup>j</sup>MMSE: Mini-Mental State Examination.

<sup>k</sup>PTC: Physical Training Control.

<sup>l</sup>MoCA: Montreal Cognitive Assessment.

<sup>m</sup>GDS: Geriatric Depression Scale.

**Among-Group Analysis Based on Genotype**

**Non-ε4 Carriers Among Groups**

Non-ε4 carriers appear to significantly alter their performance neither in any cognitive tests nor in any test assessing their functionality in activities of daily living at the two time points depending on the group. Significant among-group differences were observed only in GDS tests. Planned post hoc tests revealed that LLM showed a considerably greater change in their geriatric depressive symptoms than the PTC group (Table 4 and Multimedia Appendix 3 Figure i).

**Apolipoprotein E ε4 Carriers Among Groups**

The ε4 carriers did not change their cognitive status significantly depending on the training given as evaluated by post-pre differences between groups. Furthermore, ε4 carriers seem to
preserve their functionality and mood status as evaluated by respective tests at the two time points (Table 5 and Multimedia Appendix 3 Figure ii).

Table 4. Among-group comparison results in non-

<table>
<thead>
<tr>
<th>Neuropsychological tests</th>
<th>LLM&lt;sup&gt;a&lt;/sup&gt;</th>
<th>AC&lt;sup&gt;b&lt;/sup&gt;</th>
<th>PTC&lt;sup&gt;c&lt;/sup&gt;</th>
<th>Test results</th>
<th>$\chi^2$</th>
<th>$P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Cognitive domain</strong></td>
<td>Pooled mean ranks</td>
<td>Pooled mean ranks</td>
<td>Pooled mean ranks</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MMSE&lt;sup&gt;d&lt;/sup&gt;</td>
<td>57.11</td>
<td>70.00</td>
<td>54.77</td>
<td>4.6</td>
<td>.12</td>
<td></td>
</tr>
<tr>
<td>MoCA&lt;sup&gt;e&lt;/sup&gt;</td>
<td>60.75</td>
<td>64.68</td>
<td>56.39</td>
<td>0.5</td>
<td>.80</td>
<td></td>
</tr>
<tr>
<td>RAVLT1&lt;sup&gt;f&lt;/sup&gt;</td>
<td>61.13</td>
<td>62.48</td>
<td>62.73</td>
<td>1.7</td>
<td>.49</td>
<td></td>
</tr>
<tr>
<td>RAVLT total&lt;sup&gt;g&lt;/sup&gt;</td>
<td>59.67</td>
<td>62.69</td>
<td>65.19</td>
<td>1.8</td>
<td>.51</td>
<td></td>
</tr>
<tr>
<td>RAVLTD&lt;sup&gt;h&lt;/sup&gt;</td>
<td>62.93</td>
<td>61.79</td>
<td>60.60</td>
<td>1.7</td>
<td>.54</td>
<td></td>
</tr>
<tr>
<td>CVLT1&lt;sup&gt;i&lt;/sup&gt;</td>
<td>53.86</td>
<td>67.73</td>
<td>66.11</td>
<td>5.3</td>
<td>.12</td>
<td></td>
</tr>
<tr>
<td>CVLT total&lt;sup&gt;j&lt;/sup&gt;</td>
<td>56.74</td>
<td>67.69</td>
<td>60.43</td>
<td>3.2</td>
<td>.28</td>
<td></td>
</tr>
<tr>
<td>CVLTD&lt;sup&gt;k&lt;/sup&gt;</td>
<td>57.78</td>
<td>61.58</td>
<td>71.33</td>
<td>3.6</td>
<td>.26</td>
<td></td>
</tr>
<tr>
<td>Trail B&lt;sup&gt;l&lt;/sup&gt;</td>
<td>61.96</td>
<td>64.68</td>
<td>56.39</td>
<td>1.3</td>
<td>.58</td>
<td></td>
</tr>
<tr>
<td>Digit span forward</td>
<td>58.62</td>
<td>61.85</td>
<td>69.07</td>
<td>1.8</td>
<td>.44</td>
<td></td>
</tr>
<tr>
<td>Digit span backward</td>
<td>57.62</td>
<td>63.21</td>
<td>68.18</td>
<td>1.8</td>
<td>.45</td>
<td></td>
</tr>
<tr>
<td><strong>Functionality</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>FUCAS&lt;sup&gt;m&lt;/sup&gt;</td>
<td>55.59</td>
<td>65.65</td>
<td>67.07</td>
<td>3.3</td>
<td>.27</td>
<td></td>
</tr>
<tr>
<td>FRSSD&lt;sup&gt;n&lt;/sup&gt;</td>
<td>58.73</td>
<td>66.00</td>
<td>60.05</td>
<td>3.1</td>
<td>.35</td>
<td></td>
</tr>
<tr>
<td>IADL&lt;sup&gt;o&lt;/sup&gt;</td>
<td>59.63</td>
<td>65.26</td>
<td>59.80</td>
<td>2.1</td>
<td>.48</td>
<td></td>
</tr>
<tr>
<td><strong>Affective domain</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GDS&lt;sup&gt;p&lt;/sup&gt;</td>
<td>69.64</td>
<td>61.65</td>
<td>47.46</td>
<td>6.6</td>
<td>.047</td>
<td></td>
</tr>
<tr>
<td>BAI&lt;sup&gt;q&lt;/sup&gt;</td>
<td>60.18</td>
<td>64.09</td>
<td>56.13</td>
<td>1.9</td>
<td>.55</td>
<td></td>
</tr>
<tr>
<td>BDI&lt;sup&gt;r&lt;/sup&gt;</td>
<td>64.13</td>
<td>62.76</td>
<td>56.13</td>
<td>2.3</td>
<td>.46</td>
<td></td>
</tr>
</tbody>
</table>

<sup>a</sup>LLM: Long-Lasting Memories.
<sup>b</sup>AC: Active Control.
<sup>c</sup>PTC: Physical Training Control.
<sup>d</sup>MMSE: Mini-Mental State Examination.
<sup>e</sup>MoCA: Montreal Cognitive Assessment.
<sup>f</sup>RAVLT1: Rey Auditory Verbal Learning Test: immediate recall.
<sup>g</sup>RAVLT total: Rey Auditory Verbal Learning Test: sum up of 5 recall attempts.
<sup>h</sup>RAVLTD: Rey Auditory Verbal Learning Test: delayed recall.
<sup>i</sup>CVLT1: California Verbal Learning Test: immediate recall.
<sup>j</sup>CVLT total: California Verbal Learning Test: sum up of 5 recall attempts.
<sup>k</sup>CVLTD: California Verbal Learning Test: delayed recall.
<sup>l</sup>Trail B: Trail Making Test, Part B.
<sup>m</sup>FUCAS: Functional and Cognitive Assessment Test.
<sup>n</sup>FRSSD: Functional Rating Scale of Symptoms of Dementia.
<sup>o</sup>IADL: Instrumental Activities of Daily Living scale.
<sup>p</sup>GDS: Geriatric Depression Scale.
<sup>q</sup>BAI: Beck Anxiety Inventory.
<sup>r</sup>BDI: Beck Depression Inventory.
Table 5. Among-group comparison results in ε4 carriers. Descriptive measures (pooled mean ranks of post-pre scores) for each group (Long-Lasting Memories, Active Control, and Physical Training Control) are presented.

<table>
<thead>
<tr>
<th>Neuropsychological tests</th>
<th>LLM&lt;sup&gt;a&lt;/sup&gt; Mean ranks</th>
<th>AC&lt;sup&gt;b&lt;/sup&gt; Mean ranks</th>
<th>PTC&lt;sup&gt;c&lt;/sup&gt; Mean ranks</th>
<th>Test results</th>
<th>$\chi^2$</th>
<th>$P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Cognitive domain</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MMSE&lt;sup&gt;d&lt;/sup&gt;</td>
<td>12.44</td>
<td>17.63</td>
<td>16.37</td>
<td>2.3</td>
<td>.31</td>
<td></td>
</tr>
<tr>
<td>MoCA&lt;sup&gt;e&lt;/sup&gt;</td>
<td>12.25</td>
<td>16.20</td>
<td>18.57</td>
<td>3.2</td>
<td>.25</td>
<td></td>
</tr>
<tr>
<td>RAVLT1&lt;sup&gt;f&lt;/sup&gt;</td>
<td>14.99</td>
<td>15.52</td>
<td>14.36</td>
<td>1.1</td>
<td>.66</td>
<td></td>
</tr>
<tr>
<td>RAVLT total&lt;sup&gt;g&lt;/sup&gt;</td>
<td>14.57</td>
<td>14.94</td>
<td>15.88</td>
<td>1.8</td>
<td>.49</td>
<td></td>
</tr>
<tr>
<td>RAVLTD&lt;sup&gt;h&lt;/sup&gt;</td>
<td>14.48</td>
<td>15.96</td>
<td>14.74</td>
<td>1.6</td>
<td>.57</td>
<td></td>
</tr>
<tr>
<td>CVLT1&lt;sup&gt;i&lt;/sup&gt;</td>
<td>14.09</td>
<td>14.67</td>
<td>17.12</td>
<td>1.6</td>
<td>.49</td>
<td></td>
</tr>
<tr>
<td>CVLT total&lt;sup&gt;j&lt;/sup&gt;</td>
<td>13.30</td>
<td>16.02</td>
<td>16.84</td>
<td>1.7</td>
<td>.50</td>
<td></td>
</tr>
<tr>
<td>CVLTD&lt;sup&gt;k&lt;/sup&gt;</td>
<td>13.37</td>
<td>15.69</td>
<td>17.15</td>
<td>1.9</td>
<td>.48</td>
<td></td>
</tr>
<tr>
<td>Trail B&lt;sup&gt;l&lt;/sup&gt;</td>
<td>12.16</td>
<td>15.52</td>
<td>19.61</td>
<td>4.1</td>
<td>.18</td>
<td></td>
</tr>
<tr>
<td>Digit span forward</td>
<td>15.50</td>
<td>13.51</td>
<td>15.99</td>
<td>1.6</td>
<td>.61</td>
<td></td>
</tr>
<tr>
<td>Digit span backward</td>
<td>14.42</td>
<td>14.68</td>
<td>16.49</td>
<td>0.8</td>
<td>.72</td>
<td></td>
</tr>
<tr>
<td><strong>Functionality</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>FUCAS&lt;sup&gt;m&lt;/sup&gt;</td>
<td>15.21</td>
<td>15.67</td>
<td>13.74</td>
<td>1.2</td>
<td>.59</td>
<td></td>
</tr>
<tr>
<td>FRSSD&lt;sup&gt;n&lt;/sup&gt;</td>
<td>15.25</td>
<td>15.99</td>
<td>13.25</td>
<td>2.0</td>
<td>.53</td>
<td></td>
</tr>
<tr>
<td>IADL&lt;sup&gt;o&lt;/sup&gt;</td>
<td>16.62</td>
<td>12.58</td>
<td>15.10</td>
<td>2.9</td>
<td>.45</td>
<td></td>
</tr>
<tr>
<td><strong>Affective domain</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GDS&lt;sup&gt;p&lt;/sup&gt;</td>
<td>16.87</td>
<td>17.29</td>
<td>8.57</td>
<td>5.7</td>
<td>.07</td>
<td></td>
</tr>
<tr>
<td>BAI&lt;sup&gt;q&lt;/sup&gt;</td>
<td>15.07</td>
<td>15.86</td>
<td>13.77</td>
<td>1.8</td>
<td>.56</td>
<td></td>
</tr>
<tr>
<td>BDI&lt;sup&gt;r&lt;/sup&gt;</td>
<td>14.68</td>
<td>15.48</td>
<td>14.98</td>
<td>1.0</td>
<td>.64</td>
<td></td>
</tr>
</tbody>
</table>

<sup>a</sup>LLM: Long-Lasting Memories.  
<sup>b</sup>AC: Active Control.  
<sup>c</sup>PTC: Physical Training Control.  
<sup>d</sup>MMSE: Mini-Mental State Examination.  
<sup>e</sup>MoCA: Montreal Cognitive Assessment.  
<sup>f</sup>RAVLT1: Rey Auditory Verbal Learning Test: immediate recall.  
<sup>g</sup>RAVLT total: Rey Auditory Verbal Learning Test: sum up of 5 recall attempts.  
<sup>h</sup>RAVLTD: Rey Auditory Verbal Learning Test: delayed recall.  
<sup>i</sup>CVLT1: California Verbal Learning Test: immediate recall.  
<sup>j</sup>CVLT total: California Verbal Learning Test: sum up of 5 recall attempts.  
<sup>k</sup>CVLTD: California Verbal Learning Test: delayed recall.  
<sup>l</sup>Trail B: Trail Making Test, Part B.  
<sup>m</sup>FUCAS: Functional and Cognitive Assessment Test.  
<sup>n</sup>FRSSD: Functional Rating Scale of Symptoms of Dementia.  
<sup>o</sup>IADL: Instrumental Activities of Daily Living scale.  
<sup>p</sup>GDS: Geriatric Depression Scale.  
<sup>q</sup>BAI: Beck Anxiety Inventory.  
<sup>r</sup>BDI: Beck Depression Inventory.
Within-Group Analysis Based on Genotype

Long-Lasting Memories Group

The €4 carriers in the LLM group significantly improved their performance at Trail B while non-€4 carriers considerably improved their performance on many cognitive tests such as the MMSE, MoCA, RAVLT1, RAVLT total, CVLT1, CVLT total, and CVLTK, comparing their test scores both before and after the training (Table 6 and Multimedia Appendix 3 Figure iii). Neither €4 carriers nor non-€4 carriers considerably altered their functional status in activities of daily living and depressive and anxiety symptomatology (Multimedia Appendix 2 Table D).

Active Control Group

AC €4 carriers did not significantly change their scores on cognitive tests before and after training (Multimedia Appendix 2 Table E), while non-€4 carriers showed a considerable improvement on the MMSE, MoCA, digit span backward, RAVLT total, an on different categories of the CVLT test. The €4 carriers did not considerably change their functionality in activities of daily living as assessed by different tests at the two time points while the non-€4 carriers significantly altered their scores on the FUCAS test, indicating a decrease in their functionality (Table 6 and Multimedia Appendix 3 Figure iv). Nonsignificant changes were observed in both €4 carriers and non-€4 carriers with regard to their depressive and anxiety symptomatology (Multimedia Appendix 2 Table E).

Physical Training Control

The €4 carriers of PTC scored significantly better on digit span backward tests after training compared with the baseline, while non-€4 carriers of the same group showed considerable improvement in a couple of tests such as RAVLT total, CVLT total, CVLTK, digit span forward, and digit span backward (Table 6 and Multimedia Appendix 3 Figure v). PTC €4 carriers did not show a significant change in their functionality in activities of daily living as assessed by the FUCAS, FRSSD, and IADL tests (Multimedia Appendix 2 Table F). However, non-€4 carriers showed a marginally significant change only in FUCAS scores when comparing their scores at the two time points. Both €4 carriers and non-€4 carriers seemed to significantly improve their geriatric depressive scores after the training compared with the baseline screening (Table 6). Scores on BAI and BDI tests at the two time points did not change significantly in either group (Multimedia Appendix 2 Table F).
Table 6. Significant score changes in the performance of e4 carriers and non-e4 carriers of the Long-Lasting Memories, Active Control, and Physical Training Control groups.

<table>
<thead>
<tr>
<th>Neuropsychological tests</th>
<th>Pooled mean ranks: negative(^a)</th>
<th>Pooled mean ranks: positive(^b)</th>
<th>Averaged median before training</th>
<th>Averaged median after training</th>
<th>Test results</th>
<th>Wilcoxon signed-rank test</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>LLM(^c) e4 carriers</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Trail B(^d)</td>
<td>7.03</td>
<td>6.87</td>
<td>234.797</td>
<td>185.516</td>
<td>−2.2</td>
<td></td>
<td>.03</td>
</tr>
<tr>
<td><strong>LLM non-e4 carriers</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MMSE(^e)</td>
<td>14.30</td>
<td>20.36</td>
<td>27.000</td>
<td>28.000</td>
<td>−2.0</td>
<td></td>
<td>.047</td>
</tr>
<tr>
<td>MoCA(^f)</td>
<td>20.24</td>
<td>22.85</td>
<td>22.915</td>
<td>24.000</td>
<td>−2.2</td>
<td></td>
<td>.04</td>
</tr>
<tr>
<td>RAVLT1(^g)</td>
<td>17.33</td>
<td>26.15</td>
<td>4.523</td>
<td>5.463</td>
<td>−3.0</td>
<td></td>
<td>.049</td>
</tr>
<tr>
<td>RAVLT total(^h)</td>
<td>18.95</td>
<td>26.06</td>
<td>37.699</td>
<td>43.220</td>
<td>−3.0</td>
<td></td>
<td>.04</td>
</tr>
<tr>
<td>CVLT1(^i)</td>
<td>14.47</td>
<td>21.42</td>
<td>4.751</td>
<td>5.566</td>
<td>−2.6</td>
<td></td>
<td>.03</td>
</tr>
<tr>
<td>CVLT total(^j)</td>
<td>18.88</td>
<td>22.97</td>
<td>41.605</td>
<td>46.994</td>
<td>−3.4</td>
<td></td>
<td>.002</td>
</tr>
<tr>
<td>CVLTD(^k)</td>
<td>14.49</td>
<td>22.83</td>
<td>8.471</td>
<td>9.598</td>
<td>−2.7</td>
<td></td>
<td>.02</td>
</tr>
<tr>
<td><strong>Active non-e4 carriers</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MMSE</td>
<td>19.58</td>
<td>21.34</td>
<td>26.948</td>
<td>28.000</td>
<td>−3.8</td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>MoCA</td>
<td>17.28</td>
<td>27.77</td>
<td>22.997</td>
<td>24.726</td>
<td>−2.4</td>
<td></td>
<td>.04</td>
</tr>
<tr>
<td>RAVLT total</td>
<td>19.28</td>
<td>28.41</td>
<td>38.771</td>
<td>45.806</td>
<td>−3.6</td>
<td></td>
<td>.01</td>
</tr>
<tr>
<td>CVLT1</td>
<td>14.54</td>
<td>26.21</td>
<td>4.507</td>
<td>6.832</td>
<td>−4.2</td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>CVLT total</td>
<td>12.45</td>
<td>26.75</td>
<td>39.180</td>
<td>48.408</td>
<td>−4.5</td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>CVLTD</td>
<td>19.06</td>
<td>25.64</td>
<td>8.312</td>
<td>10.002</td>
<td>−3.5</td>
<td></td>
<td>.002</td>
</tr>
<tr>
<td>Digit span backward</td>
<td>17.41</td>
<td>22.16</td>
<td>4.000</td>
<td>4.362</td>
<td>−2.3</td>
<td></td>
<td>.046</td>
</tr>
<tr>
<td>FUCAS(^l)</td>
<td>17.66</td>
<td>23.69</td>
<td>43.798</td>
<td>44.271</td>
<td>−3.2</td>
<td></td>
<td>.004</td>
</tr>
<tr>
<td><strong>PTC(^m) e4 carriers</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Digit span backward</td>
<td>2.50</td>
<td>3.75</td>
<td>4.000</td>
<td>5.000</td>
<td>−2.1</td>
<td></td>
<td>.03</td>
</tr>
<tr>
<td>GDS(^n)</td>
<td>3.50</td>
<td>0</td>
<td>2.000</td>
<td>0</td>
<td>−2.2</td>
<td></td>
<td>.03</td>
</tr>
<tr>
<td><strong>PTC non-e4 carriers</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RAVLT total</td>
<td>9.37</td>
<td>13.62</td>
<td>37.509</td>
<td>44.118</td>
<td>−2.6</td>
<td></td>
<td>.03</td>
</tr>
<tr>
<td>CVLT total</td>
<td>9.32</td>
<td>13.02</td>
<td>41.230</td>
<td>47.803</td>
<td>−2.4</td>
<td></td>
<td>.04</td>
</tr>
<tr>
<td>CVLTD</td>
<td>9.41</td>
<td>13.16</td>
<td>7.871</td>
<td>10.822</td>
<td>−3.0</td>
<td></td>
<td>.03</td>
</tr>
<tr>
<td>Digit span forward</td>
<td>9.02</td>
<td>10.96</td>
<td>4.405</td>
<td>5.000</td>
<td>−2.5</td>
<td></td>
<td>.01</td>
</tr>
<tr>
<td>Digit span backward</td>
<td>6.52</td>
<td>9.96</td>
<td>4.000</td>
<td>4.000</td>
<td>−2.2</td>
<td></td>
<td>.03</td>
</tr>
<tr>
<td>FUCAS</td>
<td>8.54</td>
<td>14.55</td>
<td>43.537</td>
<td>44.505</td>
<td>−2.3</td>
<td></td>
<td>.05</td>
</tr>
<tr>
<td>GDS</td>
<td>10.68</td>
<td>5.28</td>
<td>2.000</td>
<td>0</td>
<td>−2.8</td>
<td></td>
<td>.006</td>
</tr>
</tbody>
</table>

\(^a\) Negative mean rank: test score post < test score pre.

\(^b\) Positive mean rank: test score post > test score pre.

\(^c\) LLM: Long-Lasting Memories.

\(^d\) Trail B: Trail Making Test, Part B.

\(^e\) MMSE: Mini-Mental State Examination.

\(^f\) MoCA: Montreal Cognitive Assessment.

\(^g\) RAVLT1: Rey Auditory Verbal Learning Test: immediate recall.

\(^h\) RAVLT total: Rey Auditory Verbal Learning Test: sum up of 5 recall attempts.

\(^i\) CVLT1: California Verbal Learning Test: immediate recall.
Discussion

Principal Findings

To our knowledge, this is the first quasi-experimental study to investigate in elders with MCI the impact of a combination of computerized physical and cognitive training not only in terms of cognitive decline in general but also based on the different APOE isofoms. Our results indicate that MCI APOE ε4 carriers respond differently and less prominently in web-based interventions.

Since there are no previous data about nonpharmacological computerized interventional outcomes on APOE ε4 carriers, we cannot possibly make direct comparisons with past research, but we do underline the importance of these new findings and the likely key role of future investigations with longitudinal randomized trials.

There are, however, recent data on computerized training interventions in MCI subjects that present results in line with our findings, suggesting improvement of learning ability (RAVLT total, CVLT total) and short-term memory (RAVLT1, CVLT1, digit span), verbal memory (RAVLT, CVLT), task-switching, processing speed and visuospatial memory (Trail B), episodic memory (RAVLTD and CVLTD delayed recall) and attention (MMSE, MoCA), and a positive effect on depressive symptoms (GDS) as well (for a review see Klimova et al [66]). Although these outcomes appear promising, researchers underline the limitations of these studies because of their duration, small sample sizes, and methodological differences. A recent meta-analysis on classic cognitive interventions targeting multiple domains in MCI subjects presented cognitive benefits in working memory, attention, and verbal memory in a larger study series [5]. The above outcomes, which are consistent with ours, enhance the strength of the thesis that training in the MCI population is a promising tool against neurodegeneration.

The combination of physical and cognitive training has also been studied previously in this high-risk population, underlining not only the cognitive benefits [67,68] but also the improvement of biological parameters such as brain-derived neurotrophic factor levels, grey matter volume [69], and increased para-hippocampal cerebral blood flow [67].

Recent data on exergaming, using the latest technology of the virtual reality with low and high cognitive engagement, also demonstrated improvement in verbal memory, a cognitive parameter that showed improvement in all of our interventional groups [69].

In our study, the analysis among the groups did not reveal statistically significant differences in the effect of the three different interventions other than the MMSE (LLM<AC) and the GDS (LLM>PTC), so we could not possibly identify the best intervention. Assessment of activities of daily living revealed no differences, while changes in the affective domain underlined the positive effect of physical exercise on stress and depression.

Within each interventional group, statistically significant differences were more obvious. The LLM group showed significant improvement in episodic memory, learning ability, and long-term memory, while no significant changes existed in functionality and the affective domain. The AC group showed a considerable improvement in global cognition status as assessed by MMSE, episodic memory, learning ability, long-term memory, and working memory. Finally, the PTC group showed significant improvement in global cognitive status as assessed by MoCA and in working memory, learning ability, and long-term memory. The PTC group also had statistically diminished depressive symptoms, which is also repeatedly shown in literature to be a beneficial effect of physical exercise in mood disorders [70].

The small sample of the passive group reassessed at 12 weeks presented no change in most of the parameters under investigation. They only showed an improvement in learning ability. This result may be explained by the short interval between the pre-post evaluation and familiarization with the evaluation process.

When participants were divided by genotype into two subgroups of APOE ε4 carriers and non-ε4 carriers, comparisons among the groups showed statistically significant differences only for the non-ε4 carriers’ depressive symptoms assessed by GDS between the LLM and PTC groups, with a less depressive burden for the PTC group. The ε4 carriers did not differentiate for any parameter between the groups.

Within-group analysis, however, revealed statistically significant improvements in the LLM group in working memory and visuospatial ability as measured by the Trail B test for the ε4 carriers, while the non-ε4 carriers showed considerable improvements in multiple cognitive domains. No changes have been noticed for either of the subgroups regarding functionality and emotional burden (Multimedia Appendix 3 Figure iii).

The AC ε4 carrier group showed no significant improvement in cognitive, functional, or emotional status. The non-ε4 carrier subgroup revealed multiple domain improvement once again but also a mild worsening of their functionality assessed by MoCA and in working memory, learning ability, and long-term memory. The PTC group also had statistically diminished depressive symptoms, which is also repeatedly shown in literature to be a beneficial effect of physical exercise in mood disorders [70].

The small sample of the passive group reassessed at 12 weeks presented no change in most of the parameters under investigation. They only showed an improvement in learning ability. This result may be explained by the short interval between the pre-post evaluation and familiarization with the evaluation process.

When participants were divided by genotype into two subgroups of APOE ε4 carriers and non-ε4 carriers, comparisons among the groups showed statistically significant differences only for the non-ε4 carriers’ depressive symptoms assessed by GDS between the LLM and PTC groups, with a less depressive burden for the PTC group. The ε4 carriers did not differentiate for any parameter between the groups.

Within-group analysis, however, revealed statistically significant improvements in the LLM group in working memory and visuospatial ability as measured by the Trail B test for the ε4 carriers, while the non-ε4 carriers showed considerable improvements in multiple cognitive domains. No changes have been noticed for either of the subgroups regarding functionality and emotional burden (Multimedia Appendix 3 Figure iii).

The AC ε4 carrier group showed no significant improvement in cognitive, functional, or emotional status. The non-ε4 carrier subgroup revealed multiple domain improvement once again but also a mild worsening of their functionality assessed by MoCA. This functional decline drives us to the assumption that physical activity helps the maintenance of complex functional tasks in comparison with cognitive training alone (Multimedia Appendix 3 Figure iv).

Finally, the PTC ε4 carrier group showed the only improvement in working memory while non-ε4 carriers had significant improvement in multiple domains (RAVL1, CVLT total, CVLTD, digit span). The non-ε4 carriers in this group also had
slightly worse functionality assessed by the FUCAS. Both subgroups, however, showed a statistical improvement in depressive symptoms (Multimedia Appendix 3 Figure v).

APOE isoforms have been used as potential predictor markers for examining cognitive intervention effects in the current literature. Peter et al [71] suggest that the presence of APOE ε4 was not a significant predictor of any change in the cognitive variables, while another study underlines the potential beneficial effect of its absence [72]. The above findings are in line with ours, as we found stability in cognitive performance in the case of ε4 carriers and a significant improvement in the case of non-ε4 carriers.

The presence of APOE ε4 has also been related to biological and cognitive outcomes in physical exercise. Different brain metabolic responses to exercise related to the APOE isoforms have been reported [73], although their significance remains to be elucidated. Hence, Makino et al [74] suggest potential memory function benefits of physical exercise for ε4 carriers among older adults, also consistent with our findings, showing improvement in working memory in both groups that used physical training.

In our study, the APOE ε4 presence was related to a resistance of cognitive improvement, while the non-ε4 carriers showed multiple cognitive benefits. Although nonresponder, the ε4 carriers seemed to improve at least one of the test scores under investigation with combined cognitive and physical training or physical training via exergaming but not with cognitive training only. That may be explained by the beneficial effects of physical exercise activity on systematic and neurological biological parameters [67,69,73-76]. The question that stems from the above findings is whether this is an intervention failure or the success of the disease progression postponement. The answer to the above question will be presented in a future paper on this study.

Limitations
Our study has certain limitations. Randomization and blinding of test administrators and participants was not feasible due to practical issues. However, the lack of randomization is unlikely to bias effects as demographic characteristics and baseline performance are comparable. In our sample, 17.6% (43/244) were APOE ε4 carriers (at least one ε4 allele), which is lower than the expected Greek population frequency of 25.5% [77]. That is due to the small sample size (n=244) regarding genetic studies, although other cognitive intervention studies recruited even fewer participants (n<100 [72,73]).

The short time to reevaluation may influence the described effect on neuropsychological test scores. However, the short-term interval of 12 weeks for intervention is commonly used in the design of similar studies. The missing values issue is a common problem in clinical research. It was handled in the most effective and statistically approved way as described in the literature, considering all the parameters and running all the necessary tests to avoid statistical analyses bias. Regarding future review and meta-analysis, we should declare that 35 participants in the LLM group were part of the interventional group of a previous study [19]. Future research in the field should consider these difficulties and may overcome them by using larger samples and long-term follow-up.

Conclusions
Exergaming is an effective intervention method for patients with MCI. None of the applied computer-based interventions could be identified as the best. Nevertheless, it seems that combined cognitive and physical training and physical training via exergaming tend to be more effective for the high-risk MCI APOE ε4+ subgroup.
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Abstract

Background: Brief messages are a promising way to improve adherence to medication for people with type 2 diabetes. However, it is often unclear how messages have been developed and their precise content, making it difficult to ascertain why certain messages are successful and some are not.

Objective: The goal of the research was to develop messages that have proven fidelity to specified evidence-derived behavior change techniques (BCTs) and are acceptable to people with type 2 diabetes.

Methods: Four studies were conducted: (1) a workshop (n=21) where behavioral change researchers and health care professionals developed messages based on specific BCTs or beliefs or concerns related to taking medication, (2) a focus group study with people with type 2 diabetes (n=23) to assess acceptability of the approach, (3) a survey to ascertain the acceptability of a subset of messages to people with type 2 diabetes (n=61) and, (4) a survey with behavior change researchers to assess the fidelity of a subset of messages to their intended BCT (n=18).

Results: In study 1, 371 messages based on 38 BCTs and beliefs/concerns were developed. Workshop participants rated BCTs to be relevant to medication adherence (mean 7.12/10 [SD 1.55]) and messages to have good fidelity (mean 7.42/10 [SD 1.19]). In study 2, the approach of providing medication adherence support through text messages was found to be acceptable. In study 3, mean acceptability of all BCTs was found to be above the midpoint (mean 3.49/5 [SD 0.26]). In study 4, mean fidelity for all BCTs was found to be above the midpoint (mean 7.61/10 [SD 1.38]).

Conclusions: A library of brief messages acceptable to people with type 2 diabetes and representative of specific evidence-derived BCTs was developed. This approach allowed brief messages to be developed with known content that can be used to test theory.

(J Med Internet Res 2020;22(5):e15989) doi:10.2196/15989
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Type 2 diabetes leads to high levels of glucose in the blood; if left uncontrolled, the condition can lead to a wide range of micro- and macrovascular complications including problems with the heart, feet, and eyesight [1]. There are effective tablet medications available that can help control blood glucose and reduce the risk of complications in people with type 2 diabetes. However, adherence to and persistence with tablet medication is poor for at least half the population of people with type 2 diabetes prescribed these medications [2]. If less than 80% of the prescribed medication is taken, only half the expected reduction in blood glucose control is seen, increasing the risk of complications for this population [3].

A recent Cochrane review concluded that medication adherence interventions have led to only modest increases in adherence, and studies with the lowest risk of bias had the lowest efficacy [4]. The authors proposed that novel approaches to this problem are needed [4]. One approach that has shown promise to improve medication adherence in people with type 2 diabetes is the delivery of brief messages. In a review of 15 interventions, there was some evidence of effectiveness, but there were weaknesses in the study designs [5]. Further, the review authors commented that the interventions were not well described, and the majority did not report being based on any explicit theoretical framework [5]. It has been noted that for brief message interventions “the content is the central driver of the behavior change” [6]; it is therefore essential that the content is well described so that whether a change in behavior does or does not occur it can be explained, and the intervention can be improved as needed. However, in many published reports, in addition to the content of messages being unclear, the development process can also be unclear with little reported about exactly how information from formative work is incorporated into the final intervention. This lack of transparency has led to the development process being described as a black box [7].

There are multiple ways to develop interventions to change behavior, and different approaches may be suitable for different contexts [8]. These approaches vary in the emphasis they place on the extent to which interventions should be based on theory and evidence of effectiveness and whether they should be developed and/or extensively tested with the intended target population. More specifically in the electronic health area, there are a growing number of approaches that focus on developing technology-based interventions (eg, the person-centered approach [9], behavioral intervention technology model [10], intervention mapping combined with the behavioral intervention technology model [11], and the mobile health development and evaluation framework [12]). However, these models provide a broad overview for development of many different types of technology-based interventions, which are often complex with multiple components. For this reason, the actual process of writing content such as brief messages is not often explained in detail. In cases where the actual process of writing the messages is reported or is the focus of the suggested procedure [13], it seems that it is conducted by a small number of people in the intervention team. Having a small team of people involved in the intervention drafting the messages may lead to a similarity in the approaches used compared with what has gone before rather than exploring novel approaches to the problem of medication adherence.

This research developed and refined message content using specific behavior change techniques (BCTs) to develop messages or as a means to code messages for content. BCTs are described as the active ingredients of an intervention [14]. They are the irreducible components of the intervention such as goal-setting or self-monitoring of behavior. Thus far, 93 such BCTs have been identified and defined in a taxonomy [15]. In cases where the BCT content of brief messages related to diabetes self-management have been defined in published reports, thus far relatively few of the 93 BCTs identified in the v1 taxonomy [15] have been used. In two reviews in the area, one identified 8 BCTs across 7 studies [16] and the other 16 BCTs across 6 studies [17].

The studies described in this paper form part of a larger body of work to develop a brief message service that could be used by people with type 2 diabetes within the UK National Health Service (NHS). Given the lack of effectiveness of existing interventions to promote medication adherence [4], it was important to identify as many potentially effective BCTs that could be delivered by brief message as possible. Prior to the work reported here, a rapid systematic review of systematic reviews was conducted [18]. This review highlighted a wide range of BCTs that existing quantitative systematic reviews had previously identified as being associated with changes in medication adherence across a range of chronic physical health conditions. In addition, qualitative reviews were examined to identify specific beliefs and concerns associated with taking medication for people with type 2 diabetes to ensure that novel insights inductively obtained from people with type 2 diabetes regarding their medication adherence were included [18]. Of the 46 BCTs identified, 13 were either not considered suitable for delivery via brief messages or, in delivering through brief messages, the content could be covered by another BCT (for excluded BCTs and reasons see Multimedia Appendix 1, Table A), 2 of the BCTs were considered more appropriately represented by 3 of the beliefs and concerns (see Table A for details).

This paper presents a transparent process of brief message development that aimed to ensure the message content had high fidelity to the intended BCTs. Further, the inclusion of relevant stakeholders at all stages of the research was deemed essential to ensure that the messages were acceptable to the target population. People with type 2 diabetes were included both as participants in the research studies but also in Patient and Public Involvement (PPI) panels. Members of the PPI panel participated in key meetings and research decisions, as well as reviewing protocols and participant-facing materials prior to ethical approval.

This paper reports the process of message development through 4 studies and decisions taken following each study. The purpose of this research was to develop a library of messages that are acceptable and represent explicit BCTs, identify any BCTs that were not suitable for delivery through brief messages, and identify any messages or BCTs that should be removed prior to publication.
to further development. The studies reported on are (1) a workshop to develop a library of messages based on specified BCTs and beliefs and concerns, (2) a focus group study to look at acceptability of the concept, (3) an online survey to assess the acceptability of the BCTs and messages developed during study 1 to people with type 2 diabetes, and (4) an online survey to assess the acceptable messages from study 3 for fidelity to the intended BCTs (see Figure 1 for an overview of message development through the four studies).

**Figure 1.** Development of messages targeting medication adherence through the four studies. BCT: behavior change technique; 1Three of the beliefs and concerns are represented by 2 additional BCTs here.
Methods

Ethical Approval

Ethical approval for the studies 1 and 4 was granted by the University of Oxford University Central Research Ethics Committee Medical Sciences Interdivisional Research Ethics Committee (ref: R50752/RE001). Ethical approval for studies 2 and 3 was granted by the NHS North West–Greater Manchester West Research Ethics Committee (ref: 17/NW/0224).

Study 1: Message Development Workshop

Aim

The aim of the workshop was to develop a library of messages based on specified BCTs and beliefs and concerns.

Recruitment

Participants were expert researchers in the fields of behavior change or medication adherence or health care professionals (HCPs) involved in diabetes care. Potential participants were identified from the research team’s knowledge of those active in these fields in the United Kingdom or Europe. A total of 31 invitations were sent by email, with a single reminder email.

Procedure

Participants were invited to attend a 1-day workshop in Manchester, England. An information sheet was sent to participants ahead of time and informed consent was taken on the day of the workshop. The day was split into 4 sessions. For the first 3 sessions, behavior change researchers were split into 4 groups of 4 or 5 people and for each session were provided with the descriptions of 2 or 3 BCTs per group. HCPs were asked to generate messages to address specific beliefs and concerns. The 31 BCTs and beliefs and concerns presented in study 1 were those identified by rapid review [18] and considered to be plausible for delivery via brief messages. Three of the included beliefs and concerns presented to HCPs represented an additional 2 BCTs. “Difficulties remembering and understanding the medication regimen” represented the BCT 4.1: Instruction on how to perform a behavior and “perceived risks of taking medication” and “beliefs about medication necessity” represented BCT 5.1: Information about health consequences (Table 1). Each group had a moderator who did not actively participate in writing messages but asked participants to develop brief messages based on each BCT that would target tablet medication adherence for people with diabetes. The moderator then entered any messages that were agreed by the group onto a spreadsheet. The messages generated by behavior change researchers were reviewed by a different group of behavior change researchers and rated according to how relevant the BCT was thought to be to improving diabetes tablet medication adherence (on a scale of 1 to 10), how far the aim of getting 8 to 10 messages that reflect the BCT well had been achieved (scale of 1 to 10), and the fidelity of each message generated to the intended BCT (scale of 1 to 10). The group of HCPs remained as a single group throughout and rated their own messages for how well they thought the messages addressed the beliefs and concerns raised in the rapid review, how relevant the belief/concern was thought to be, and how well the aim of getting 8 to 10 messages that reflect the belief/concern well was reached (scale of 1 to 10).

In the fourth session, the ratings for how well each BCT or belief and concern met the aim of generating 8 to 10 good quality messages were ranked, and those that scored lowest were discussed with all participants as a single group. Suitability of the BCTs for delivery through text message was discussed. Participants were asked to complete a survey describing their level of expertise and a brief workshop evaluation form. Participants were given an honorarium for their time, and accommodation, travel, and other subsistence costs were reimbursed.

Following the workshop, only those BCTs that were deemed compatible with delivery by text message and suitable for medication adherence for people with type 2 diabetes with an appropriate score for fidelity to the BCT were retained and used in study 2.

Study 2: Focus Group Study

Aim

The aim of the research was to ascertain the acceptability of the concept and types of messages to people with type 2 diabetes.

Recruitment

Five general practices sent letters introducing the study to eligible patients. Participants were eligible if they were aged over 18 years, taking tablet medication for type 2 diabetes, and had access to a mobile phone. Those who had been hospitalized in the last 3 months for hypo- or hyperglycemia, were pregnant or within 3 months postpartum, or had been diagnosed with a terminal illness were excluded.

Procedure

Participants were invited to take part in a focus group at the university or in a community location. Researchers facilitated the focus groups and presented the 31 BCTs that remained following study 1. As it would not be possible to discuss all 31 BCTs, these were grouped as potential strategies for behavior change grouped according to v1 taxonomy categories [15] with sample messages. As an example, BCT 1.2: Problem solving and BCT 1.4: Action planning are both grouped under goals change grouped according to v1 taxonomy categories [15]. BCTs, these were grouped as potential strategies for behavior change grouped according to v1 taxonomy categories [15]. Participants were given a description of the group “Messages that support and encourage you to plan to take your medication as intended, along with messages that encourage you to solve problems to help you achieve those goals” and some sample messages from those generated during study 1 were given (eg, “Plan when, where, and how you are going to take your medication” [BCT 1.4]).

The task of the groups was to discuss wording and acceptability of the concept and types of messages to people with type 2 diabetes. The belief/concern was thought to be, and how well the aim of getting 8 to 10 messages that reflect the belief/concern well was reached (scale of 1 to 10).

In the fourth session, the ratings for how well each BCT or belief and concern met the aim of generating 8 to 10 good quality messages were ranked, and those that scored lowest were discussed with all participants as a single group. Suitability of the BCTs for delivery through text message was discussed. Participants were asked to complete a survey describing their level of expertise and a brief workshop evaluation form. Participants were given an honorarium for their time, and accommodation, travel, and other subsistence costs were reimbursed.

Following the workshop, only those BCTs that were deemed compatible with delivery by text message and suitable for medication adherence for people with type 2 diabetes with an appropriate score for fidelity to the BCT were retained and used in study 2.
Following the focus group study, suggestions made by participants were reviewed and acted on as appropriate.

**Study 3: Message Acceptability Survey**

**Aim**
The goal of the research was to assess the acceptability of the BCTs and messages developed during studies 1 and 2 to people with type 2 diabetes.

**Recruitment**
Participants were aged over 18 years with type 2 diabetes and were taking tablet medication to control their diabetes (with or without concomitant insulin). Potential participants were invited from a nationwide database of individuals facilitated by the Greater Manchester Clinical Research Network. They had been diagnosed with diabetes, were interested in taking part in research, and had indicated on signing up to the database that they would be interested in completing online questionnaires (n=861). Advertisements were also posted on the Diabetes UK online support forum, and information about the study was distributed at a diabetes support group.

**Procedure**
The database facilitators sent initial email invitations containing a link to the participant information sheet, an online consent form, and 1 of 4 versions of the survey (see survey development and content section). Participants were screened for eligibility and required to agree with all consent statements before they could proceed to the survey. The advertisement also contained contact details if potential participants preferred to receive a paper version of the survey. In this case, the information sheet, consent forms, and 1 of the 4 surveys were printed and mailed to the individual with two postage paid return envelopes to keep consent forms and research data separate. No incentive was offered for completion.

**Survey Development and Content**
Two sets of messages from those developed in studies 1 and 2 were assessed for acceptability: 47 in survey 1, and 46 in survey 2. Messages were not grouped or ordered by BCT or belief/concern; both surveys were presented with messages in one order, and the reversed order, resulting in 4 versions of the survey. Participants were allocated sequentially to one of the versions of the survey. In total, 93 messages across the 31 BCTs and beliefs/concerns that remained after studies 1 and 2 were assessed (3 messages per BCT and belief/concern). Participants were asked to provide ratings for individual messages, and acceptability of each BCT or belief/concern was then considered across the 3 messages. The individual messages were selected by ordering per BCT or belief/concern according to the mean fidelity to the BCT or belief/concern score given to each message during study 1. For each BCT or belief/concern, one message that scored high, one that scored low, and one that was scored in the middle were chosen. This allowed examination of the acceptability across the range of fidelity to each BCT or belief/concern. Participants were asked initial screening questions, demographic questions, and whether they used a phone or tablet computer. Participants were then presented with either the 46 or 47 messages and after each message asked to provide 3 ratings of acceptability on 5-point Likert scales: How easy is the message to understand (very difficult to understand, difficult to understand, neither easy nor difficult to understand, easy to understand, very easy to understand)? How much do you like the message (do not like at all, do not like, neither like nor do not like, like, like a lot)? How useful would this message be for you (not useful at all to me, not useful to me, neither useful nor not useful to me, useful to me, very useful to me)? The final question was an open-ended comment box for any general comments about the messages. A panel of PPI representatives reviewed the survey, and changes were made in line with their suggestions prior to the survey being sent out. PPI representatives were reimbursed in accordance with the Involve guidelines from the National Institute of Health Research [19].

**Analysis**
For each facet of acceptability, individual message scores were examined to identify any messages that should be removed from the library. Mean scores for ease of understanding, liking, and usefulness were calculated across the messages for each BCT or belief/concern. An overall acceptability score was calculated as an average of the understanding, liking, and usefulness scores for each BCT or belief/concern.

Following the survey, only messages and BCTs, beliefs, and concerns that scored adequately in terms of acceptability were retained for study 4.

**Study 4: Message Fidelity Survey**

**Aim**
The goal of the research was to assess the extent to which the messages with any amendments following studies 2 and 3 had fidelity to the intended BCTs.

**Recruitment**
Participants were expert researchers in behavior change. Potential participants were identified from those who were invited but unable to attend study 1 and the research team’s knowledge of those researching BCTs. Initial email invitations (n=32) were sent, and a single reminder email was sent to those who did not respond.

**Procedure**
If an individual responded positively to the invitation, they were sent a further email with a unique participant number, a link to the full participant information sheet, consent form, and 1 of 2 versions of the survey selected at random (one with the order of BCTs reversed). A random allocation sequence was generated in blocks of 10 using QuickCalcs (GraphPad Software), and the unique participant number was assigned the next allocation in the sequence. Participants had to agree to all consent statements before continuing to the survey. Participants were given an honorarium for completing the survey.

**Survey Development and Content**
Participants completed some brief questions about their expertise. For each BCT (n=26), participants were presented with the title and description of the BCT from the BCT v1 taxonomy [15], and then 6 sample messages were presented.
with “How well does this message reflect the BCT problem solving as defined above?” under each message (italics adjusted for each BCT). Answers were given on a 10-point scale anchored with 1 (not very well) to 10 (very well). As participants were behavior change researchers, ratings were not sought for the beliefs and concerns but rather on whether or not the message reflected an underlying BCT. Three of the beliefs and concerns represented an additional 2 BCTs, resulting in 26 BCTs (eg, messages developed for the concern “perceived risks of taking medication” were presented under BCT 5.1: Information about health consequences). See Table 1 for details of beliefs and concerns and associated BCTs. For each of the 26 BCTs, 6 messages were rated, totaling 156 messages. The 6 messages chosen were those rated as having the highest fidelity to the BCT during study 1. The final question was an open-ended comment box for any general comments about the messages.

Results

Study 1: Message Development Workshop

Participants
A total of 21 participants attended the workshop. Participants were employed as either researchers (13/21, 62%), both researchers and HCPs (7/21, 33%), or as HCPs (1/21, 5%). Participants had been paid to conduct research and/or health care professional work for between 6 and 40 years (mean 15.95 [SD 9.94]). All participants (n=21) described behavior change interventions as either central or somewhat central to their work, 62% (13/21) described medication adherence as central or somewhat central, and 43% (9/20; 1 missing) of participants described diabetes as central or somewhat central to their work. Participants had published between 2 and 50 papers (mean 14.82 [SD 13.47]) related to medication adherence, diabetes or behavior change interventions (19/21, 1 missing and 1 clinician marked N/A).

Behavior Change Techniques
A total of 371 messages were generated during the workshop; 356 were scored and 15 were generated as additional suggested messages by the participants when they had finished scoring. There were between 6 and 15 messages per BCT or belief/concern (mean 9.76 [SD 2.07]). All subsequent BCT codes reference the v1 BCT taxonomy [15]. On a scale of 1 to 10, perceived relevance of the BCT or belief/concern to tablet medication adherence for people with type 2 diabetes ranged from 3.50 (BCT 8.4: Habit reversal) to 9.25 (BCT 5.3: Information about social and environmental consequences) with a median of 8.00. Across the messages, each BCT or belief/concern received mean fidelity scores ranging from 3.50 (BCT 8.4: Habit reversal) to 8.58 (BCT 3.1 Social support [unspecified]) with a median of 8.00. See Table 1 for details.

Decisions for Message Development
Following discussions in the fourth session of the workshop, 7 BCTs were identified as either incompatible with delivery via brief message during the workshop or unsuitable for medication adherence for people with type 2 diabetes: BCT 8.4: Habit reversal; BCT 11.3: Conserving mental resources; BCT 12.2: Restructuring the social environment; BCT 13.1: Identification of self as a role model; BCT 13.2 Framing/reframing; BCT 13.3: Incompatible beliefs; and BCT 15.3: Focus on past success. For detailed reasons, see Table 2. Following study 1, the library contained 306 messages based on 24 BCTs and 7 beliefs and concerns (3 of these beliefs and concerns were based on an additional 2 BCTs).

Study 2: Focus Group Study

Participants
A total of 23 participants with a mean age of 68 (SD 7.25) years and a mean of 11 (SD 5.94) years since diagnosis with type 2 diabetes took part in 1 of 5 focus groups; 17% (3/23) of the participants were female and 83% (15/23) were white British.

Behavior Change Techniques
Participants found the concept of sending messages related to medication adherence for diabetes acceptable, provided the messages were novel (eg, not using strategies the individual was already using). Participants were keen to introduce messages related to aspects of diabetes self-management beyond medication adherence and had suggestions for changes to the wording of some messages. The wider findings from these focus groups relating to the acceptability to people with type 2 diabetes of receiving short message service (SMS) messages in principle and what features the system should have are reported elsewhere [20].

Decisions for Message Development
Following the focus groups, suggestions were identified from the transcripts, and each was considered by the research team according to criteria adapted from previous research [21]. The criteria used to aid discussion were (1) how relevant the suggestion is to the target behavior, (2) how available the suggested content already is (if already widely available perhaps not needed in present intervention), (3) the ease of implementation from a technical perspective, and (4) support from theoretical findings and/or evidence. One researcher applied the criteria (with + for support, – for no support, and ? if unsure for each criteria on each suggestion); this was then brought to a multidisciplinary team meeting, agreements and disagreements about the rating were discussed, and a final decision was taken to accept or reject each suggestion. Following these discussions, messages related to other aspects of diabetes self-management were added in preparation for piloting (eg, links to verified sources of diet and exercise advice), and messages were reworded to use the word tablets rather than meds, medication, or pills in accordance with participants’ preference. The number of messages targeting medication adherence remained at 306, based on 24 BCTs and 7 beliefs and concerns (3 of these beliefs and concerns were based on an additional 2 BCTs).
Table 1. Number of messages, mean perceived relevance of the behavior change techniques (BCTs) to medication adherence, mean score for how well the aim of 8 to 10 messages that reflected the BCT well was met, and mean fidelity of messages to the intended BCT or belief/concern from study 1. BCTs are identified through the codes from BCT v1 taxonomy [15] and beliefs and concerns are labeled A through G.

<table>
<thead>
<tr>
<th>BCT2 or belief/concern</th>
<th>Number of messages</th>
<th>Relevance to improving medication adherence for people with type 2 diabetes, mean (SD)</th>
<th>Aim to have 8 to 10 messages that reflect the BCT or belief/concern well, mean (SD)</th>
<th>Fidelity of messages to the intended BCT/belief or concern2, mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.2. Problem solving</td>
<td>10</td>
<td>8.00 (1.41)</td>
<td>7.00 (0)</td>
<td>7.18 (1.36)</td>
</tr>
<tr>
<td>1.4. Action planning</td>
<td>8</td>
<td>8.50 (0.71)</td>
<td>7.25 (0.96)</td>
<td>7.94 (1.92)</td>
</tr>
<tr>
<td>2.3. Self-monitoring of behavior</td>
<td>11</td>
<td>9.00 (1.55)</td>
<td>6.75 (0.96)</td>
<td>6.86 (1.94)</td>
</tr>
<tr>
<td>3.1. Social support (unspecified)</td>
<td>9</td>
<td>9.25 (0.96)</td>
<td>9.00 (0)</td>
<td>8.58 (1.40)</td>
</tr>
<tr>
<td>3.2. Social support (practical)</td>
<td>8</td>
<td>9.00 (0.82)</td>
<td>8.50 (1.29)</td>
<td>7.83 (1.42)</td>
</tr>
<tr>
<td>3.3. Social support (emotional)</td>
<td>9</td>
<td>7.67 (1.15)</td>
<td>7.50 (1.00)</td>
<td>7.72 (1.75)</td>
</tr>
<tr>
<td>4.2. Information about antecedents</td>
<td>6</td>
<td>8.50 (1.29)</td>
<td>8.75 (0.96)</td>
<td>8.17 (1.34)</td>
</tr>
<tr>
<td>5.3. Information about social and environmental consequences</td>
<td>13</td>
<td>7.50 (1.91)</td>
<td>9.25 (0.50)</td>
<td>8.50 (1.13)</td>
</tr>
<tr>
<td>5.5. Anticipated regret</td>
<td>11</td>
<td>7.50 (2.38)</td>
<td>7.50 (0.58)</td>
<td>7.34 (1.36)</td>
</tr>
<tr>
<td>5.6. Information about emotional consequences</td>
<td>7</td>
<td>7.67 (1.15)</td>
<td>7.75 (0.50)</td>
<td>7.36 (1.91)</td>
</tr>
<tr>
<td>6.2. Social comparison</td>
<td>11</td>
<td>6.00 (2.45)</td>
<td>7.75 (0.96)</td>
<td>6.85 (2.63)</td>
</tr>
<tr>
<td>6.3. Information about others’ approval</td>
<td>8</td>
<td>5.50 (3.54)</td>
<td>7.75 (1.71)</td>
<td>8.09 (1.84)</td>
</tr>
<tr>
<td>7.1. Prompts/cues</td>
<td>11</td>
<td>8.25 (0.96)</td>
<td>8.25 (0.50)</td>
<td>8.02 (1.34)</td>
</tr>
<tr>
<td>8.3. Habit formation</td>
<td>11</td>
<td>9.75 (0.50)</td>
<td>8.50 (1.00)</td>
<td>7.81 (1.48)</td>
</tr>
<tr>
<td>8.4. Habit reversal</td>
<td>3</td>
<td>4.50 (1.73)</td>
<td>3.25 (0.50)</td>
<td>3.50 (0.90)</td>
</tr>
<tr>
<td>9.1. Credible source</td>
<td>8</td>
<td>7.25 (2.22)</td>
<td>7.75 (0.50)</td>
<td>8.06 (1.64)</td>
</tr>
<tr>
<td>9.2. Pros and cons</td>
<td>11</td>
<td>6.67 (0.58)</td>
<td>8.25 (0.96)</td>
<td>8.31 (1.15)</td>
</tr>
<tr>
<td>9.3. Comparative imaginings of future outcomes</td>
<td>8</td>
<td>8.00 (1.00)</td>
<td>6.75 (0.50)</td>
<td>6.61 (1.99)</td>
</tr>
<tr>
<td>10.5. Social reward</td>
<td>12</td>
<td>7.50 (0.58)</td>
<td>8.50 (0.58)</td>
<td>7.71 (1.35)</td>
</tr>
<tr>
<td>11.2. Reduce negative emotions</td>
<td>8</td>
<td>6.50 (1.29)</td>
<td>6.75 (0.50)</td>
<td>6.97 (1.11)</td>
</tr>
<tr>
<td>11.3. Conserving mental resources</td>
<td>12</td>
<td>6.00 (2.16)</td>
<td>5.75 (1.26)</td>
<td>6.33 (1.02)</td>
</tr>
<tr>
<td>12.1. Restructuring the physical environment</td>
<td>13</td>
<td>9.00 (0.82)</td>
<td>8.50 (1.29)</td>
<td>8.25 (1.57)</td>
</tr>
<tr>
<td>12.2. Restructuring the social environment</td>
<td>9</td>
<td>6.00 (2.16)</td>
<td>4.75 (1.89)</td>
<td>7.00 (1.78)</td>
</tr>
<tr>
<td>13.1. Identification of self as role model</td>
<td>9</td>
<td>4.00 (2.45)</td>
<td>8.00 (0.82)</td>
<td>7.81 (2.14)</td>
</tr>
<tr>
<td>13.2. Framing/reframing</td>
<td>8</td>
<td>5.00 (1.00)</td>
<td>6.75 (0.50)</td>
<td>7.11 (2.16)</td>
</tr>
<tr>
<td>13.3. Incompatible beliefs</td>
<td>9</td>
<td>4.50 (3.87)</td>
<td>6.25 (1.71)</td>
<td>6.47 (1.92)</td>
</tr>
<tr>
<td>13.5. Identity associated with changed behavior</td>
<td>12</td>
<td>4.50 (3.00)</td>
<td>6.75 (0.50)</td>
<td>6.94 (2.44)</td>
</tr>
<tr>
<td>15.1. Verbal persuasion about capability</td>
<td>9</td>
<td>5.25 (0.50)</td>
<td>7.00 (0.82)</td>
<td>6.42 (2.06)</td>
</tr>
<tr>
<td>15.2. Mental rehearsal of successful performance</td>
<td>11</td>
<td>5.25 (0.96)</td>
<td>6.00 (0.82)</td>
<td>4.50 (2.82)</td>
</tr>
<tr>
<td>15.3. Focus on past success</td>
<td>8</td>
<td>6.75 (1.26)</td>
<td>7.50 (0.58)</td>
<td>7.00 (1.38)</td>
</tr>
<tr>
<td>15.4. Self-talk</td>
<td>5</td>
<td>5.25 (1.71)</td>
<td>8.50 (0.58)</td>
<td>7.70 (0.86)</td>
</tr>
<tr>
<td>A. Difficulties with side effects</td>
<td>8</td>
<td>8.25 (0.96)</td>
<td>7.75 (0.96)</td>
<td>7.06 (1.81)</td>
</tr>
</tbody>
</table>
BCT<sup>a</sup> or belief/concern  | Number of messages | Relevance to improving medication adherence for people with type 2 diabetes, mean (SD) | Aim to have 8 to 10 messages that reflect the BCT or belief/concern well, mean (SD) | Fidelity of messages to the intended BCT/belief or concern<sup>b</sup>, mean (SD)
--- | --- | --- | --- | ---
B. Difficulties remembering and understanding the medication regimen (BCT 4.1: Instruction on how to perform a behavior)  | 8  | 7.50 (1.00)  | 7.50 (1.00)  | 7.22 (1.50)  
C. Beliefs around medication in general and western medicines specifically  | 6  | 7.25 (0.50)  | 6.25 (0.96)  | 7.54 (1.28)  
D. Perceived risks of taking medication (As E, BCT 5.1: Information about health consequences)  | 10  | 8.40 (0.89)  | 7.40 (0.55)  | 7.76 (1.02)  
E. Beliefs about medication necessity (As D, BCT 5.1: Information about health consequences)  | 11  | 8.80 (1.30)  | 8.00 (0.71)  | 7.96 (1.07)  
F. Social influence around taking medications  | 10  | 7.80 (0.84)  | 8.20 (0.45)  | 7.64 (1.24)  
G. Health care system-related concerns  | 15  | 8.00 (0.71)  | 8.60 (0.89)  | 8.00 (1.01)  

<sup>a</sup>BCT: behavior change technique.
<sup>b</sup>Mean is across reviewers per message and across messages per BCT.

<table>
<thead>
<tr>
<th>Reason for exclusion</th>
<th>Behavior change technique</th>
</tr>
</thead>
<tbody>
<tr>
<td>Missing taking medication was not thought to be habit; therefore it was thought there was no habit to reverse in the sense psychologists think of habits</td>
<td>8.4. Habit reversal</td>
</tr>
<tr>
<td>Participants couldn’t find a way to operationalize this that wasn’t also habit formation. In addition, there was concern that suggesting people with type 2 diabetes focus on medication adherence alone could devalue other important lifestyle messages (eg, diet and physical activity) that are also key to diabetes self-management</td>
<td>11.3. Conserving mental resources</td>
</tr>
<tr>
<td>Participants found it hard to structure messages that didn’t seem to suggest stopping seeing people</td>
<td>12.2. Restructuring the social environment</td>
</tr>
<tr>
<td>Participants did not feel a single health behavior such as taking medication as prescribed constituted an identity and therefore would be hard to model oneself as a role model</td>
<td>13.1. Identification of self as a role model</td>
</tr>
<tr>
<td>Hard to use without interaction; would need to know how someone is framing to start with in order to initiate change. This was not thought to be possible in a text message</td>
<td>13.2. Framing/reframing</td>
</tr>
<tr>
<td>Thought to be better used in a therapeutic situation rather than via text message</td>
<td>13.3. Incompatible beliefs</td>
</tr>
<tr>
<td>Designed to react to what someone has said, this would be difficult to deliver outside of a therapeutic situation as the text message system would not know if someone had had past successes or not</td>
<td>15.3. Focus on past success</td>
</tr>
</tbody>
</table>

**Study 3: Message Acceptability Survey**

**Participants**
A total of 72 patients consented, of whom 11 rated no messages and 52 completed ratings for all messages. Patients who consented were aged between 30 and 83 (mean 62.0 [SD 11.3]) years, 39% (28/71; 1 participant did not specify) were female; 54% (39/72) of participants had had their last change in diabetes tablets over a year ago. See Table 3 for details and comparison with those who completed all the message reviews.
Table 3. Demographics and questionnaire responses for study 3 participants.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Consented (n=72)</th>
<th>Completed the message reviews (n=52)(^a)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Female, n (%)(^b)</td>
<td>28 (39)</td>
<td>21 (40)</td>
</tr>
<tr>
<td>Age in years, mean (SD)</td>
<td>61.99 (11.25)</td>
<td>62.81 (10.83)</td>
</tr>
<tr>
<td><strong>Ethnicity, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>64 (89)</td>
<td>45 (87)</td>
</tr>
<tr>
<td>Asian/Asian British</td>
<td>1 (1)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Mixed/multiple ethnic groups</td>
<td>1 (1)</td>
<td>1 (2)</td>
</tr>
<tr>
<td>Did not answer</td>
<td>6 (8)</td>
<td>6 (12)</td>
</tr>
<tr>
<td>Time since diagnosis with diabetes in years, mean (SD)(^c)</td>
<td>12.1 (5.38)</td>
<td>12.73 (5.76)</td>
</tr>
<tr>
<td>Time since last change to diabetes tablets, n (%)(^d)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>≤1 month</td>
<td>6 (8)</td>
<td>3 (6)</td>
</tr>
<tr>
<td>&gt;1 month to &lt;3 months</td>
<td>6 (8)</td>
<td>6 (12)</td>
</tr>
<tr>
<td>≥3 months to &lt;6 months</td>
<td>8 (11)</td>
<td>8 (15)</td>
</tr>
<tr>
<td>≥6 months to &lt;1 year</td>
<td>9 (13)</td>
<td>6 (12)</td>
</tr>
<tr>
<td>&gt;1 year</td>
<td>39 (54)</td>
<td>27 (52)</td>
</tr>
<tr>
<td>First prescription</td>
<td>3 (4)</td>
<td>1 (2)</td>
</tr>
<tr>
<td>Did not answer</td>
<td>1 (1)</td>
<td>1 (2)</td>
</tr>
</tbody>
</table>

\(^a\)Includes postal response and 1 respondent who answered questions about all but the last message.

\(^b\)n=71 consented, n=51 completed due to missing value.

\(^c\)n=38 consented, n=26 completed; there was a problem with one of the 4 questionnaires, this question did not allow respondents to answer, some answered in the next question and these are included here.

\(^d\)n=71 consented, n=52 completed due to missing value.

**Behavior Change Techniques**

Mean scores for BCTs were highest for ease of understanding (median 4.24, range 3.71 to 4.60), then liking (median 3.33, range 2.92 to 3.85), and lowest for perceived usefulness (median 2.88, range 2.49 to 3.41). Overall acceptability (median 3.49, range 3.10 to 3.89) was over the midpoint of the scale (see Table 4).

**Decisions for Message Development**

As none of the BCTs scored below the midpoint on the scale (midpoint=3) for acceptability, it was decided to retain all the BCTs in the library. The number of messages in the library therefore remained at 306, based on 24 BCTs and 7 beliefs and concerns (3 of these beliefs and concerns were based on an additional 2 BCTs).
Table 4. Ease of understanding, liking, usefulness, and acceptability scores per behavior change technique or belief or concern from study 3. All available message reviews from participants (n=61) were analysed.

<table>
<thead>
<tr>
<th>BCT&lt;sup&gt;a&lt;/sup&gt;/belief or concern</th>
<th>Ease of understanding, mean (SD)</th>
<th>Liking, mean (SD)</th>
<th>Usefulness, mean (SD)</th>
<th>Overall acceptability, mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.2. Problem solving</td>
<td>4.13 (0.16)</td>
<td>3.33 (0.26)</td>
<td>2.84 (0.17)</td>
<td>3.43 (0.17)</td>
</tr>
<tr>
<td>1.4. Action planning</td>
<td>4.24 (0.09)</td>
<td>3.34 (0.18)</td>
<td>2.99 (0.20)</td>
<td>3.52 (0.12)</td>
</tr>
<tr>
<td>2.3. Self-monitoring of behavior</td>
<td>4.48 (0.06)</td>
<td>3.45 (0.25)</td>
<td>2.76 (0.20)</td>
<td>3.56 (0.13)</td>
</tr>
<tr>
<td>3.1. Social support (unspecified)</td>
<td>4.30 (0.17)</td>
<td>3.41 (0.06)</td>
<td>2.95 (0.17)</td>
<td>3.55 (0.11)</td>
</tr>
<tr>
<td>3.2. Social support (practical)</td>
<td>4.25 (0.16)</td>
<td>3.20 (0.08)</td>
<td>2.68 (0.28)</td>
<td>3.38 (0.05)</td>
</tr>
<tr>
<td>3.3. Social support (emotional)</td>
<td>4.22 (0.15)</td>
<td>3.27 (0.05)</td>
<td>2.91 (0.24)</td>
<td>3.47 (0.04)</td>
</tr>
<tr>
<td>4.2. Information about antecedents</td>
<td>4.43 (0.10)</td>
<td>3.68 (0.22)</td>
<td>3.25 (0.14)</td>
<td>3.79 (0.14)</td>
</tr>
<tr>
<td>5.3. Information about social and environmental consequences</td>
<td>4.38 (0.25)</td>
<td>3.28 (0.17)</td>
<td>2.85 (0.27)</td>
<td>3.50 (0.15)</td>
</tr>
<tr>
<td>5.5. Anticipated regret</td>
<td>4.46 (0.22)</td>
<td>2.95 (0.20)</td>
<td>2.88 (0.70)</td>
<td>3.43 (0.37)</td>
</tr>
<tr>
<td>5.6. Information about emotional consequences</td>
<td>4.08 (0.14)</td>
<td>3.35 (0.21)</td>
<td>3.04 (0.45)</td>
<td>3.49 (0.26)</td>
</tr>
<tr>
<td>6.2. Social comparison</td>
<td>4.18 (0.13)</td>
<td>3.25 (0.38)</td>
<td>2.79 (0.15)</td>
<td>3.41 (0.22)</td>
</tr>
<tr>
<td>6.3. Information about others’ approval</td>
<td>4.29 (0.15)</td>
<td>2.96 (0.43)</td>
<td>2.60 (0.42)</td>
<td>3.28 (0.24)</td>
</tr>
<tr>
<td>7.1. Prompts/cues</td>
<td>4.48 (0.10)</td>
<td>3.41 (0.26)</td>
<td>2.88 (0.30)</td>
<td>3.59 (0.18)</td>
</tr>
<tr>
<td>8.3. Habit formation</td>
<td>4.26 (0.21)</td>
<td>3.65 (0.10)</td>
<td>3.29 (0.40)</td>
<td>3.73 (0.13)</td>
</tr>
<tr>
<td>9.1. Credible source</td>
<td>4.53 (0.16)</td>
<td>3.56 (0.22)</td>
<td>3.11 (0.33)</td>
<td>3.73 (0.16)</td>
</tr>
<tr>
<td>9.2. Pros and cons</td>
<td>3.71 (0.56)</td>
<td>2.92 (0.42)</td>
<td>2.67 (0.31)</td>
<td>3.10 (0.41)</td>
</tr>
<tr>
<td>9.3. Comparative imaginings of future outcomes</td>
<td>3.92 (0.27)</td>
<td>3.12 (0.21)</td>
<td>2.93 (0.10)</td>
<td>3.32 (0.17)</td>
</tr>
<tr>
<td>10.5. Social reward</td>
<td>4.22 (0.53)</td>
<td>3.02 (0.39)</td>
<td>2.57 (0.43)</td>
<td>3.27 (0.45)</td>
</tr>
<tr>
<td>11.2. Reduce negative emotions</td>
<td>4.18 (0.06)</td>
<td>3.09 (0.27)</td>
<td>2.82 (0.14)</td>
<td>3.36 (0.10)</td>
</tr>
<tr>
<td>12.1. Restructuring the physical environment</td>
<td>4.60 (0.08)</td>
<td>3.62 (0.29)</td>
<td>3.09 (0.28)</td>
<td>3.77 (0.18)</td>
</tr>
<tr>
<td>13.5. Identity associated with changed behavior</td>
<td>4.00 (0.06)</td>
<td>3.20 (0.09)</td>
<td>2.93 (0.15)</td>
<td>3.38 (0.06)</td>
</tr>
<tr>
<td>15.1. Verbal persuasion about capability</td>
<td>4.22 (0.17)</td>
<td>3.32 (0.05)</td>
<td>2.73 (0.06)</td>
<td>3.43 (0.07)</td>
</tr>
<tr>
<td>15.2. Mental rehearsal of successful performance</td>
<td>3.87 (0.19)</td>
<td>2.95 (0.25)</td>
<td>2.57 (0.21)</td>
<td>3.13 (0.19)</td>
</tr>
<tr>
<td>15.4. Self-talk</td>
<td>4.35 (0.20)</td>
<td>3.25 (0.27)</td>
<td>2.88 (0.39)</td>
<td>3.49 (0.17)</td>
</tr>
<tr>
<td>A: Difficulties with side effects</td>
<td>4.40 (0.17)</td>
<td>3.85 (0.25)</td>
<td>3.41 (0.12)</td>
<td>3.89 (0.18)</td>
</tr>
<tr>
<td>B: Difficulties remembering and understanding the medication regimen (BCT 4.1: Instruction on how to perform a behavior)</td>
<td>4.11 (0.22)</td>
<td>3.33 (0.08)</td>
<td>2.83 (0.11)</td>
<td>3.42 (0.02)</td>
</tr>
<tr>
<td>C: Beliefs around medication in general and western medicines specifically</td>
<td>4.23 (0.10)</td>
<td>3.38 (0.16)</td>
<td>2.86 (0.06)</td>
<td>3.49 (0.09)</td>
</tr>
<tr>
<td>D: Perceived risks of taking medication (As E, BCT 5.1: Information about health consequences)</td>
<td>4.09 (0.56)</td>
<td>3.35 (0.55)</td>
<td>3.07 (0.45)</td>
<td>3.50 (0.52)</td>
</tr>
<tr>
<td>E: Beliefs about medication necessity (As D, BCT 5.1: Information about health consequences)</td>
<td>4.46 (0.12)</td>
<td>3.70 (0.05)</td>
<td>3.27 (0.09)</td>
<td>3.81 (0.03)</td>
</tr>
<tr>
<td>F: Social influence around taking medications (BCT 3.1: Social support unspecified)</td>
<td>4.35 (0.15)</td>
<td>3.23 (0.18)</td>
<td>2.49 (0.30)</td>
<td>3.36 (0.16)</td>
</tr>
<tr>
<td>G: Health care system–related concerns</td>
<td>4.04 (0.36)</td>
<td>3.48 (0.54)</td>
<td>3.10 (0.58)</td>
<td>3.54 (0.49)</td>
</tr>
</tbody>
</table>

<sup>a</sup>BCT: behavior change technique.

### Study 4: Message Fidelity Survey

#### Participants

A total of 18 participants completed the survey; all identified themselves as researchers (rather than clinicians or researchers and clinicians). They had been paid to do research for between 6 and 31 (mean 14.6 [SD 6.0]) years and had published between 5 and 110 papers in the areas of diabetes, medication adherence, or behavioral interventions (mean 29.2 [SD 29.0]). Behavior change interventions were rated as being central or somewhat central to all 18 participants. Medication adherence was also reported as central or somewhat central to 13 participants, and diabetes as central or somewhat central to 7 participants.
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**Behavior Change Techniques**

The mean scores of fidelity to the intended BCT ranged from 5.53 (BCT 4.1: Instruction on how to perform a behavior) to 8.87 (BCT: 5.3 Information about social and environmental consequences) with a mean of 7.61 (SD 0.93). See Table 5.

**Decisions for Message Development**

As none of the BCTs fell below the midpoint on the scale for fidelity (midpoint=5.5) it was decided that all the BCTs examined could be adequately represented by brief messages. At this stage of development, the findings related to individual messages from studies 2, 3, and 4 were considered together. One message was removed as it had scored below the midpoint for acceptability to patients in study 3 and for fidelity to the intended BCT in study 4 (“Diabetes tablets do not wear off over time” intended to represent BCT 5.1: Information about health consequences).

The final stage of message development was to review each message from the library with HCPs working on the project to ensure there was nothing either misleading or that could contradict current medical advice. One BCT (10.5: Social reward) was removed as the messages relied on a link to pharmacy pick-up that was not possible from the message delivery system at this time. A further 3 messages were removed and 7 were amended as a result of this review (see Table 6 for reasons). The final library contained 290 messages based on 25 BCTs and 4 beliefs and concerns (see Table B in Multimedia Appendix 1 for sample messages and Figure 1 for a flowchart of the message development process).

**Table 5.** Fidelity of the messages to the intended behavior change techniques from study 4.

<table>
<thead>
<tr>
<th>Behavior change technique</th>
<th>Fidelity of messages mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.2. Problem solving</td>
<td>8.73 (0.54)</td>
</tr>
<tr>
<td>1.4. Action planning</td>
<td>7.54 (2.22)</td>
</tr>
<tr>
<td>2.3. Self-monitoring of behavior</td>
<td>7.79 (0.80)</td>
</tr>
<tr>
<td>3.1. Social support (unspecified)</td>
<td>7.91 (0.74)</td>
</tr>
<tr>
<td>3.2. Social support (practical)</td>
<td>8.73 (0.41)</td>
</tr>
<tr>
<td>3.3. Social support (emotional)</td>
<td>8.07 (0.20)</td>
</tr>
<tr>
<td>4.1. Instruction on how to perform a behavior</td>
<td>5.53 (0.93)</td>
</tr>
<tr>
<td>4.2. Information about antecedents</td>
<td>6.43 (0.62)</td>
</tr>
<tr>
<td>5.1. Information about health consequences</td>
<td>6.49 (1.97)</td>
</tr>
<tr>
<td>5.3. Information about social and environmental consequences</td>
<td>8.87 (0.19)</td>
</tr>
<tr>
<td>5.5. Anticipated regret</td>
<td>8.43 (1.16)</td>
</tr>
<tr>
<td>5.6. Information about emotional consequences</td>
<td>6.67 (1.69)</td>
</tr>
<tr>
<td>6.2. Social comparison</td>
<td>7.17 (1.45)</td>
</tr>
<tr>
<td>6.3. Information about others’ approval</td>
<td>8.44 (0.92)</td>
</tr>
<tr>
<td>7.1. Prompts/cues</td>
<td>8.32 (0.45)</td>
</tr>
<tr>
<td>8.3. Habit formation</td>
<td>8.52 (1.06)</td>
</tr>
<tr>
<td>9.1. Credible source</td>
<td>7.49 (1.71)</td>
</tr>
<tr>
<td>9.2. Pros and cons</td>
<td>8.46 (0.65)</td>
</tr>
<tr>
<td>9.3. Comparative imaginings of future outcomes</td>
<td>7.02 (1.81)</td>
</tr>
<tr>
<td>10.5. Social reward</td>
<td>5.76 (0.55)</td>
</tr>
<tr>
<td>11.2. Reduce negative emotions</td>
<td>6.73 (0.49)</td>
</tr>
<tr>
<td>12.1. Restructuring the physical environment</td>
<td>8.40 (0.51)</td>
</tr>
<tr>
<td>13.5. Identity associated with changed behavior</td>
<td>7.03 (1.18)</td>
</tr>
<tr>
<td>15.1. Verbal persuasion about capability</td>
<td>7.75 (1.64)</td>
</tr>
<tr>
<td>15.2. Mental rehearsal of successful performance</td>
<td>7.48 (0.97)</td>
</tr>
<tr>
<td>15.4. Self-talk</td>
<td>8.13 (0.88)</td>
</tr>
</tbody>
</table>
There are at least three key strengths of this research. First and most important, the systematic transparent process of message development allows for clarity in terms of message content; this will aid interpretation of any intervention effects. Second, the inclusion of people with type 2 diabetes, experts in behavior change research, and health care practitioners to ensure views of key stakeholders are incorporated. Third, as a consequence of the first two strengths, this research has resulted in the identification of BCTs appropriate for delivery through brief messages and development of a library of messages with evidence supporting their acceptability and fidelity to explicit BCTs that can be used in further research.

The majority of the sample of people with type 2 diabetes recruited for studies 2 and 3 were of white ethnicity, and this is acknowledged as a limitation. However, the work reported here is part of a larger program of work to develop evidence-based brief messaging for type 2 diabetes. Due to the increased risk of the condition among South Asian populations [22], these populations are a specific focus of this work. Focus groups with South Asian populations were run in parallel with those described in study 2 [23]. Further development will be needed to explore the similarities and differences between these two focus group studies and the potential tailoring, or additional messages needed, to ensure a library of messages that are acceptable to the whole population of people with type 2 diabetes.

As identified in a Cochrane review, novel approaches to medication adherence are needed [4]. We were therefore keen at this stage to include as many potentially effective components as possible for further testing in a trial setting while excluding any messages or BCTs that were definitely unacceptable to the target population. Currently there is not a widely recognized threshold for acceptability for these studies. A threshold for acceptability was set at the median point or above [24], as this seemed appropriate to meet our aims. In a recent definition of acceptability, cognitive and emotional reactions to an intervention and perceived relevance were identified as key facets in the definition [25]. In addition to formative assessment of the acceptability of the broad concepts used in study 2, these individual facets have been measured in study 3 through ease of understanding, liking, and perceived usefulness to an individual. Of the facets of acceptability measured, perceived

### Table 6. Reasons for message removal or amendment following health care provider review.

<table>
<thead>
<tr>
<th>Message</th>
<th>BCT</th>
<th>Action</th>
<th>Reason</th>
</tr>
</thead>
<tbody>
<tr>
<td>If your blood sugar gets out of control, it could put you on an emotional rollercoaster. Taking your tablets as often as you should will stop the ups and downs.</td>
<td>5.6. Information about emotional consequences</td>
<td>Removed</td>
<td>Message implies a direct link between blood sugar control and an emotional rollercoaster—this is not true for everyone.</td>
</tr>
<tr>
<td>Some people with diabetes who don’t take their tablets lose their foot. Imagine how you feel if you let this happen to yourself.</td>
<td>5.5. Anticipated regret</td>
<td>Removed</td>
<td>Message implies a direct link between not taking tablets and losing a foot—smoking is a bigger risk factor.</td>
</tr>
<tr>
<td>Most religious leaders would agree that taking diabetes medication regularly is important.</td>
<td>9.1. Credible sources</td>
<td>Removed</td>
<td>Message flagged in qualitative comments of study 3; was not thought to be wholly accurate.</td>
</tr>
<tr>
<td>The tablets prescribed for your diabetes are very effective and can work alongside other treatments. Please let us know of anything else you may be taking.</td>
<td>C. Beliefs around medication in general and western medicines specifically</td>
<td>Amended</td>
<td>Confusing whom the message is seen as coming from.</td>
</tr>
<tr>
<td>If you don’t understand don’t be afraid to say so. There’s a team of people here to help you.</td>
<td>G. Health care system-related concerns</td>
<td>Amended</td>
<td>Confusing whom the message is seen as coming from.</td>
</tr>
<tr>
<td>Taking your tablets can be as routine as having your morning coffee. Use this time as a prompt, and make your tablet taking a habit.</td>
<td>8.3. Habit formation</td>
<td>Amended</td>
<td>May have a morning coffee at 11:00 without any food—tablets should be taken with food.</td>
</tr>
<tr>
<td>Don’t end up feeling guilty about extra diabetes complications caused by not taking your tablets as prescribed.</td>
<td>11.2. Reduce negative emotions</td>
<td>Amended</td>
<td>Complications may not be caused by not taking your tablets; referring to increased risk of complications is more accurate.</td>
</tr>
<tr>
<td>If you lost your eyesight because you didn’t take your diabetic tablets, would you regret it?</td>
<td>5.5. Anticipated regret</td>
<td>Amended</td>
<td>Loss is very final, seen to be too negative as this may go to people who have eyesight problems and these may not be linked to diabetic medication—a link implied that isn’t necessarily there.</td>
</tr>
<tr>
<td>If you take your tablets as prescribed, it reduces your risk of serious complications by 50% (Diabetes UK).</td>
<td>9.1. Credible sources</td>
<td>Amended</td>
<td>Quantification hard to substantiate, so removed.</td>
</tr>
<tr>
<td>Diabetes UK: Forgetting diabetes tablets just twice a week halves their overall benefit (hyperlink to webpage).</td>
<td>9.1. Credible sources</td>
<td>Amended</td>
<td>Quantification hard to substantiate, so removed.</td>
</tr>
</tbody>
</table>

### Discussion

Following this systematic development process involving four studies, we conclude that the messages produced have good acceptability and fidelity to their intended BCT. The retained BCTs were shown to be appropriate for delivery through brief messages, acceptable to patients, and clearly understood. All mean scores for retained BCTs were above the median point on the scales in studies 1, 3, and 4.

The majority of the sample of people with type 2 diabetes recruited for studies 2 and 3 were of white ethnicity, and this is acknowledged as a limitation. However, the work reported here is part of a larger program of work to develop
usefulness scored lower than either liking or ease of understanding. It should be noted that at this stage in development it was only possible to measure anticipated acceptability. As conceptualized by Sekhon and colleagues [25], acceptability should be measured across development of an intervention to assess both anticipated and experienced acceptability. It could be hypothesized that of the facets measured, perceived usefulness is the hardest to prospectively measure accurately. Future research could explore whether certain approaches may be perceived as more or less useful to different people in different contexts as this might be more appropriately done when people have had a chance to use the intervention in a more real-world setting and can report experienced acceptability. Future research could also explore the relationship between anticipated acceptability as we have measured here and experienced acceptability when participants are receiving these messages as part of their day-to-day lives.

Previous research in this area has found modest improvements in glycemic control in those with poorly controlled diabetes as a result of receiving brief diabetes-related messages in conjunction with blood glucose monitoring [26]. The messages in this previous research were generated within the research team and based on a review of previous research, existing mobile health interventions, and current patient resources [27]. The intervention was described as informed by 2 behavior change theories, and researchers incorporated 8 BCTs from an early version of the taxonomy [14] into the messages including “prompting self-monitoring” and “providing general encouragement” as well as reminders and feedback on blood glucose results through messages and an accompanying website [27]. It is not clear from the publications how the theories and BCTs were selected from the sources of information used (eg, the review, mobile health interventions, and patient resources). The messages were reviewed by diabetes experts and people with type 2 diabetes and piloted for acceptability and usability [27]. By contrast, the 4 studies reported in our research expand on this previous research by using a wider pool of individuals to generate the messages, looking beyond the individual theories and BCTs currently used to incorporate a wider range and back-checking with a separate group of researchers that the messages are good exemplars of the intended BCTs.

This approach may lead to more novelty in brief message interventions and greater confidence that individuals who receive the messages will be receiving the intended technique. This is important because if the intervention is found to be either effective or not effective, it will allow researchers to explain why, which will add to the empirical evidence in this area and allow researchers to optimize the intervention. Although some of the BCTs identified in the rapid review were deemed by behavior change researchers and health care professionals to be difficult to deliver through brief messages, we retained 29 BCTs and beliefs and concerns through to the final message library. This ensures that in addition to the more commonly used BCTs such as “self-monitoring of behavior,” this intervention can explore approaches to this problem that are novel in brief message interventions.

This research provides a transparent development process for other researchers to use or improve upon. While this approach is not intended to be an alternative to other approaches of overall intervention development, to the authors’ knowledge there is currently no guide for systematically developing the content of messages used in self-management interventions and ensuring that the content accurately represents the intended BCTs. This approach could therefore be used in conjunction with other approaches to intervention development [8]. The components of this approach were all important, however the order the studies were undertaken could have been altered. Initially, we planned to conduct the focus group study (reported here as study 2) prior to the message development study (reported here as study 1). As one of the aims of the focus group study was to ascertain people with diabetes’ views on a system such as this, if these had been negative, the time and effort in developing the messages may have been wasted. However, due to delays in recruitment for the focus group study, we decided to go ahead with the message development study for two reasons: (1) the brief messages developed could be delivered in a number of ways (if participants had favored an app or Web-based system or even a paper-based system, the text of the messages could still have been used) and (2) it is easier for people to give opinions on a proposed system if they are provided with concrete examples. The opinions given by participants in study 2 were more useful as they were of actual messages we were planning to use rather than any that had been generated within the team. Overall, the process was relatively time consuming compared with other ways of generating messages; however, this is considered justified for the confidence we can now have that these messages are acceptable and have fidelity to the intended BCTs. Furthermore, there is the potential that some of this work could be adapted to other medication adherence interventions without repeating all stages; this may be less time consuming than developing those interventions from scratch. There were some decisions the team made about BCTs to include based on the available technology, which is constantly evolving. Because we have transparently presented the BCTs considered and reasons for exclusion, we hope if other researchers are considering other forms of technology or systems with a greater number of components, the excluded BCTs could duly be reconsidered.

Through developing a library of brief messages that are based on explicit BCTs and have been shown to be acceptable to a patient population, this research could also provide a valuable resource to develop theory in the area of medication adherence and diabetes and to optimize brief message interventions for this population. In a recently published review study, researchers explored how BCTs might have an effect on behavior by extracting the proposed links between BCTs and mechanisms of action [28]. However, the authors noted that the links proposed by intervention study authors were rarely tested empirically. Due to the fidelity of the messages to explicit BCTs, the messages developed here could be used to test theories of behavior change and the relationships between BCTs, mechanisms of action, and behavior change. The message library developed here will be further refined through our forthcoming pilot and feasibility work. Although messages were found to have good fidelity to their intended BCT, it was raised in qualitative comments that a single message may represent more than one BCT from within the taxonomy [15]; this could be
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explored in future research. In addition, it was recognized that not all BCTs are suitable for delivery through brief messages. Specifically, those requiring interaction could not be facilitated by the current system. Further research could explore more advanced systems that could deliver these BCTs (eg, chat bots to allow lifelike automated responses during interactions), but it must be accepted that there may be some BCTs that are better delivered in person. In these cases, future research could explore the possibility of incorporating any of these techniques into medication reviews with an HCP.

Participants in the study 2 focus groups requested messages around diet and exercise management in addition to messages focused on medication adherence. A wariness was also expressed by the participants in study 1 that focusing solely on medication adherence may have the unintended effect of making other aspects of diabetes self-management seem less important. Messages that provide information from verified sources related to other aspects of diabetes care therefore may form an important part of engaging someone with the system and ensure a more holistic view of the condition. However, this will create a challenge when interpreting results and exploring the mechanisms of action. In addition, the focus here was on tablet medication adherence; further research would be needed to assess whether any of these messages would be acceptable and appropriate for people using only injected medication or what adaptations would be needed to ensure relevance. Our future work will aim to explore the potential mechanisms of action both qualitatively and quantitatively with participants while using the messaging system.

In conclusion, a library of brief messages acceptable to people with type 2 diabetes representing explicit BCTs has been developed using a rigorous, transparent process. This will provide the basis for a novel brief message intervention to improve medication adherence in people with type 2 diabetes and can be further used to develop the theory and understanding of behavior change in this area.
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Abstract

Background: Emotional exhaustion (EE) in health care workers is common and consequentially linked to lower quality of care. Effective interventions to address EE are urgently needed.

Objective: This randomized single-exposure trial examined the efficacy of a gratitude letter–writing intervention for improving health care workers’ well-being.

Methods: A total of 1575 health care workers were randomly assigned to one of two gratitude letter–writing prompts (self- vs other focused) to assess differential efficacy. Assessments of EE, subjective happiness, work-life balance, and tool engagement were collected at baseline and 1-week post intervention. Participants received their EE score at baseline and quartile benchmarking scores. Paired-samples t tests, independent t tests, and correlations explored the efficacy of the intervention. Linguistic Inquiry and Word Count software assessed the linguistic content of the gratitude letters and associations with well-being.

Results: Participants in both conditions showed significant improvements in EE, happiness, and work-life balance between the intervention and 1-week follow-up (P < .001). The self-focused (vs other) instruction conditions did not differentially predict improvement in any of the measures (P = .91). Tool engagement was high, and participants reporting higher motivation to improve their EE had higher EE at baseline (P < .001) and were more likely to improve EE a week later (P = .03). Linguistic analyses revealed that participants high on EE at baseline used more negative emotion words in their letters (P = .005). Reduction in EE at the 1-week follow-up was predicted at the level of a trend by using fewer first-person (P = .06) and positive emotion words (P = .09). No baseline differences were found between those who completed the follow-up assessment and those who did not (Ps > .05).

Conclusions: This single-exposure gratitude letter–writing intervention appears to be a promising low-cost, brief, and meaningful tool to improve the well-being of health care workers.

(J Med Internet Res 2020;22(5):e15562) doi:10.2196/15562
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**Introduction**

**Background**

Emotional exhaustion (EE) among US health care workers has increased to 1 out of 3 nurses [1] and almost half of practicing physicians [2], with the highest rates among junior doctors and those working at the front line of patient care [3-4]. Many aspects of patient safety and quality of care appear compromised by EE, which is a key component of burnout [5]. EE has been linked to higher frequencies of medical errors, lapses in professionalism, impeded learning, and suicidal ideation [6-8]. As such, there is an urgent need for simple, brief, effective, and accessible EE and burnout interventions on a broad scale.

Unfortunately, existing remedies for EE are limited by time, effort, and cost. For instance, mindfulness-based meditation courses have empirical support for reducing EE [9]; however, courses of this type can be costly and typically require 8 to 10 weeks and approximately 90 hours of effort from health care workers who already skip meals and breaks, deprive themselves of needed rest, and get home late as a norm [10,11]. In contrast, this study examines the efficacy of a brief, single-use tool—writing a letter of gratitude—for reductions in EE and improvements in well-being. If there is a way to use bite-sized tools to provide a quick recharge in the face of EE, it could facilitate (not replace) the use of other, more elaborate remedies.

Gratitude has one of the strongest associations with better mental health and well-being of any personality trait, even more than hope, optimism, or compassion [12]. Several rigorous controlled trials demonstrate the beneficial effect of gratitude interventions [13-15]. For instance, participants randomized to gratitude journal keeping, compared with active control conditions, reported higher levels of energy, determination, enthusiasm, feeling more optimistic, being more likely to exercise, having fewer physical symptoms, sleeping longer, and sleeping with better quality [16]. Another study found that participants randomized to write a gratitude letter and visit the recipient of the letter reported significant gains in happiness and reductions in depressive symptoms, compared with a placebo control group, both 1 week and 1 month later [17]. In fact, this intervention exhibited the greatest benefits compared with four other positive psychology interventions that the authors tested (ie, 3 good things, you at your best, using signature strengths, and identifying signature strengths) [17].

Previous research on live interactions has shown that expressions of gratitude that focused more on the benefits that the person expressing the gratitude received (ie, self-focused) benefited the expresser, whereas gratitude focusing more on the positive attributes of the individual being thanked (ie, other focused) benefited the recipient of said gratitude [18]. We hypothesized that participants randomized to gratitude letter–writing instructions to focus more on personal benefits in their letters (ie, self-focus) would exhibit greater improvement in well-being than those randomized to focus more on the positive aspects of the letter recipient (ie, other-focused).

On the basis of previous linguistic studies that have identified a language of depression, we were interested in identifying a language of burnout within the gratitude letters [19]. As such, we developed a series of hypotheses regarding the frequencies of words in particular word categories and their associations with both concerning levels of baseline EE and EE improvement. More frequent use of first-person singular (eg, I) and negative emotion words and marginally fewer positive emotion words have been identified in those experiencing depression [19,20]. Greater use of cognitive processing words (eg, because and realization) predicts fewer posttraumatic stress disorder symptoms among trauma survivors [21], and in our own research, third-person plural use (eg, we) is higher in groups with lower EE [22]. Taking this research together, we expected participants with concerning levels of EE at baseline to use more first-person singular and negative emotion words and fewer third-person plural, positive emotion, and cognitive processing words in their letters. We expected that EE improvers would exhibit the inverse of this pattern.

**Objectives**

This trial examined the efficacy of a gratitude letter–writing intervention to improve health care workers’ well-being measured in terms of EE, happiness, and work-life balance. The aims of this study were (1) to determine whether a onetime gratitude letter predicts improvements in well-being and to test whether self- vs other-focused instruction conditions differentially predict changes in well-being, (2) to measure participants’ engagement with the intervention and their reactions to receiving feedback on their individual EE, and (3) to examine the linguistic content of gratitude letters for correlates of baseline EE and predictors of EE improvement.

**Methods**

**Design and Patient Population**

This randomized before-and-after trial of a gratitude letter–writing intervention was conducted between January 2018 and February 2019 (institutional review board approval: Pro00063703). Health care workers enrolled through a website link [23], having learned of the study through colleagues or by participating in a workshop conducted by authors KA and JS. All health care workers (clinical and nonclinical) aged at least 18 years were eligible to participate. Participants completed assessments and the gratitude letter–writing intervention at baseline and were given the opportunity to complete assessments again 1 week later. The intervention and assessments were completed on the web.

Among the 1575 health care workers who participated in the gratitude letter–writing intervention, 1179 (74.86%) wrote 15 words or more, a threshold at which we found letters were less likely to be left unfinished. A total of 17.59% (227/1575) participants completed both the pre- and postintervention assessments.

**Measures**

A total of 3 validated scales were used to assess aspects of well-being: EE, subjective happiness, and work-life balance. These scales were selected for the following reasons: (1) all are brief (8 items or less) and therefore are less onerous to busy health care workers to complete, (2) all are psychometrically...
sound both in prior studies and in our own, and (3) all are sensitive to intervention in our prior studies [24]. Demographic questions on gender, race, ethnicity, and role were included at baseline.

**Emotional Exhaustion**

The Maslach Burnout Inventory (MBI) is widely used among professionals in human services, including health care workers, and is considered the gold standard survey instrument for assessing professional burnout [25]. The MBI includes 3 scales: EE, depersonalization, and personal accomplishment. EE consistently produces the largest and most consistent coefficient alpha estimates compared with depersonalization and personal accomplishment [5,26,27]. EE has also been used to discriminate between burned-out and nonburned-out outpatients suffering from work-related neurasthenia (according to International Classification of Diseases-10 criteria and Diagnostic and Statistical Manual of Mental Disorders–IV) [27,28]. We used a 5-item derivative of the original 9-item EE scale [25,29]. An example item is “I feel frustrated by my job.” Participants respond using a 5-point scale (1=disagree strongly and 5=agree strongly), and mean scores are rescaled to 0 to 100, with higher scores signifying more EE. Internal consistency in this study was good (Cronbach alpha at baseline=.84 and Cronbach alpha at follow-up=.86).

To examine linguistic differences by level of EE, we compared the language of a priori selected word categories for those participants whose EE scores reflected moderate and severe EE (concerning) with participants without EE. An EE score greater than or equal to 75 was deemed concerning, which reflects, on average, agreeing slightly or strongly to EE items. The concerning threshold should not be considered clinically diagnostic, but rather, it identifies those whose scores suggest a pronounced level of EE [29]. Those determined as not having EE (not concerning) had scores less than 50, which reflects, on average, disagreeing slightly or strongly to EE items. Participants who scored between 50 and 75 (mild EE) were not included in these analyses. To compare linguistic markers of EE improvement, we identified decliners as having a reduction of over 13 points and improvers as having scores that increased by 10 or more points.

**Subjective Happiness**

Lyubomirsky and Lepper’s Subjective Happiness Scale (SHS) is a 4-item internationally used scale of global happiness [30,31]. An example item is “In general I consider myself (1=not a very happy person to 7=very happy person).” SHS items are answered using a 7-point scale, and each participant’s responses are averaged, with higher scores indicating higher happiness. Internal consistency in this study was good (Cronbach alpha at baseline=.83 and Cronbach alpha at follow-up=.87).

**Work-Life Balance**

The work-life climate scale evaluates individual differences in work-life infraction behaviors and has been shown to have good psychometrics when administered to health care workers [10,11,29,32]. The scale prompt asks During the past week, how often did this occur? Items include: Arrived home late from work; Slept less than 5 hours in a night. Responses include rarely or none of the time (less than 1 day), some or a little of the time (1-2 days), occasionally or a moderate amount of time (3-4 days), all of the time (5-7 days), and not applicable. Scale scores were computed by taking the mean of the items [10]. Internal consistency in this study was acceptable (Cronbach alpha at baseline=.71 and Cronbach alpha at follow-up=.77).

**Intervention Experience**

In addition, five questions assessed participants’ experience with the tool. In the baseline survey, these questions were “Would you like a copy of this letter emailed to you?” (yes, no, or do not know) and “I completed this gratitude letter exercise before” (yes or no). The 1-week follow-up surveys included “Do you have other people in mind for whom you might write a letter like this?” (yes, no, or not sure), “Did you talk to anyone about your first gratitude letter?” (yes, no, or not sure), and “Since my first gratitude letter a week ago, it has gotten easier to think of things for which I am grateful” (1=very strongly agree and 8=very strongly disagree).

**Emotional Exhaustion Feedback**

After completing the items for the EE scale, participants were shown their scores and the quartiles of scores from our sample of over 135,000 US health care workers. Participants answered three Likert-type questions after receiving their scores and before the gratitude letter–writing intervention: “I was surprised by my burnout score,” “Knowing my burnout score makes me want to work on it more,” and “I would like to be more resilient.” Response options ranged from 1 to 5 (disagree strongly to agree strongly).

**Gratitude Intervention**

The gratitude letter–writing intervention invited participants to spend approximately 7 min writing an appreciative letter to someone who has positively affected their lives.

Participants were given general instructions plus two text boxes (parts 1 and 2) to enter their letters. Participants were randomized, through an automatic randomizer within the survey software program, to receive either the self-focus condition or the other-focus condition as described below:

Think of someone who has done something amazing for you; this person can be alive or no longer with us. This person contributed to your well-being in a big way. Spend the next 7 minutes writing a genuine, kind and appreciative 2-part note:

Self-focus condition:

Part 1: Tell this person what they did, how it impacted you, and the benefits you received.

Part 2: Tell this person why it was important to you.

Other-focus condition:

Part 1: Tell this person what they did, how it impacted you, how it made you feel, and why it was important to you.

Part 2: Tell this person what it says about them, that they did this amazing thing for you. You might include what this says about your relationship to this person.
Statistical Analysis

Demographic variables and evaluation questions were subjected to descriptive analysis. Cronbach alpha assessed the internal reliability of administered scales, with values above .70 considered acceptable [33]. Paired t tests assessed improvements in well-being between baseline and 1-week postintervention surveys. Independent-samples t tests compared changes in well-being scores between baseline and 1-week follow-up between gratitude letter-writing conditions. A manipulation check compared the linguistic use of first-person singular (eg, I) vs second person (eg, you) based on condition; the self-focus condition was expected to use more first-person words and fewer second-person words than the other-focus condition. Independent-samples t tests also compared EE feedback scores based on EE level at baseline (concerning vs no EE), EE improvement (improvers vs decliners), and baseline well-being scores in those who completed 1-week postintervention surveys vs those who did not. P values less than .05 were considered significant, and all tests were 2 tailed. Listwise deletion was used for missing data. Analyses were performed using SPSS version 24 software.

Linguistic Analysis of Letters

The Linguistic Inquiry and Word Count (LIWC) software program version 2015 was used to analyze text written in the participants’ gratitude letters [34]. The LIWC dictionary consists of 6400 words, word stems, and select emotions, with each entry defining one or more of 80 language categories [35]. Word counts are expressed as a percentage of the total number of words, controlling for the length of the text file. Text from both parts 1 and 2 of the instructions were included in the linguistic analyses. Independent-samples t tests compared differences in linguistic categories based on EE level at baseline (concerning vs no EE) and also compared differences in linguistic word count frequencies for EE improvers and decliners.

Results

Respondent Demographics

Overall, 1575 participants completed the onetime gratitude intervention and baseline assessments. The majority of participants were white and female (1165/1575, 73.84% and 1100/1575, 69.84%, respectively). The top 3 health care worker roles were those who classified as other (334/1575, 21.21%), attending or staff physician (266/1575, 16.89%), and other manager (260/1575, 16.51%). Nurse managers and charge nurses, when combined, accounted for 21.71% (342/1575). See Table 1 for additional demographic information.

Overall, 277 participants (self-focused condition=139 and other-focused condition=138) provided correct contact information and followed up at 1 week using a onetime email prompt. An independent t test revealed no differences in baseline EE, subjective happiness, or work-life balance for those who completed the 1-week follow-up and those who did not (P=.48, P=.44, and P=.12, respectively). At baseline, 38.02% (579/1523) participants met or exceeded the threshold for having concerning levels of EE.
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Table 1. Respondent demographics of gratitude letter–writing participants (N=1575).

<table>
<thead>
<tr>
<th>Demographics</th>
<th>Participants, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Health care worker role</strong></td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>334 (21.21)</td>
</tr>
<tr>
<td>Attending or staff physician</td>
<td>266 (16.89)</td>
</tr>
<tr>
<td>Fellow physician</td>
<td>6 (0.38)</td>
</tr>
<tr>
<td>Resident physician</td>
<td>6 (0.38)</td>
</tr>
<tr>
<td>Physician assistant, nurse practitioner, clinical nurse specialist</td>
<td>58 (3.68)</td>
</tr>
<tr>
<td>Nurse manager or charge nurse</td>
<td>175 (11.11)</td>
</tr>
<tr>
<td>Registered nurse (including certified registered nurse anesthetists)</td>
<td>167 (10.60)</td>
</tr>
<tr>
<td>Pharmacist</td>
<td>138 (8.76)</td>
</tr>
<tr>
<td>Therapist (respiratory therapy, physical therapy, occupational therapy, speech therapy)</td>
<td>5 (0.32)</td>
</tr>
<tr>
<td>Clinical social worker</td>
<td>15 (0.95)</td>
</tr>
<tr>
<td>Dietician or nutritionist</td>
<td>5 (0.32)</td>
</tr>
<tr>
<td>Clinical support (certified medical assistant, emergency medical technician, nurse aide, etc)</td>
<td>12 (0.76)</td>
</tr>
<tr>
<td>Technologist</td>
<td>8 (0.51)</td>
</tr>
<tr>
<td>Technician (eg, surgery, laboratory, radiology)</td>
<td>11 (0.70)</td>
</tr>
<tr>
<td>Admin support (clerk, secretary, receptionist)</td>
<td>23 (1.46)</td>
</tr>
<tr>
<td>Other manager (eg, clinic manager)</td>
<td>260 (16.51)</td>
</tr>
<tr>
<td>Missing</td>
<td>86 (5.46)</td>
</tr>
<tr>
<td><strong>Gender</strong></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>398 (25.30)</td>
</tr>
<tr>
<td>Female</td>
<td>1100 (69.84)</td>
</tr>
<tr>
<td>Missing</td>
<td>77 (4.89)</td>
</tr>
<tr>
<td><strong>Race and ethnicity</strong></td>
<td></td>
</tr>
<tr>
<td>American Indian or Alaska Native</td>
<td>3 (0.19)</td>
</tr>
<tr>
<td>Asian</td>
<td>72 (4.57)</td>
</tr>
<tr>
<td>Black or African American</td>
<td>116 (7.40)</td>
</tr>
<tr>
<td>Hispanic or Latino</td>
<td>88 (5.6)</td>
</tr>
<tr>
<td>Native Hawaiian or other Pacific Islander</td>
<td>4 (0.25)</td>
</tr>
<tr>
<td>White</td>
<td>1165 (73.84)</td>
</tr>
<tr>
<td>Other</td>
<td>40 (2.54)</td>
</tr>
<tr>
<td>Missing</td>
<td>87 (5.52)</td>
</tr>
</tbody>
</table>

Aim 1: Assessing Change in Well-Being Metrics Between Baseline and 1-Week Follow-Up and Differential Efficacy by Instruction Conditions

Table 2 shows the means and t test results across the sample of participants who completed the 1-week follow-up. Examined separately, both conditions showed significant reductions in EE and improvements in happiness and work-life balance (Ps < .001).
When directly comparing change in well-being between self- and other-focused conditions, independent t tests revealed no significant differences across any of the three well-being measures (Ps > .05; see Table 2). A linguistic manipulation check revealed that those randomized to the self-focused prompt used more first-person singular words (ie, I; self; mean 11.32, SD 4.021; other: mean 10.08, SD 3.66; t_{1406}=6.06; P < .001) and fewer second-person words (eg, you; self; mean 4.61, SD 4.04; other: mean 5.68, SD 4.47; t_{1406}=4.85; P < .001) than those randomized to the other-focus condition, indicating that condition prompts did elicit differential linguistic self- vs other focus.

As conditions did not differ in their efficacy, we reran the paired t tests with the pooled sample to obtain the overall effects, which remained significant (Ps < .001; see Table 3 and Figure 1). Participants with higher levels of EE at baseline were more likely to be improvers (mean 63.99, SD 23.17) compared with decliners (mean 50.21, SD 26.52) at the 1-week follow-up (t_{235}=3.89; P < .001). In addition, improvements in specific work-life balance behaviors were examined across the whole sample. Significant improvements were reported across all behaviors (see Table 4), with the biggest improvement in feeling less frustration with technology (t_{225}=6.18; P < .001).

### Table 2. Independent samples t tests comparing changes in well-being for participants in the self- vs other conditions.

<table>
<thead>
<tr>
<th>Variable</th>
<th>EEa change: self (N=134), mean (SD)</th>
<th>Other</th>
<th>t (df)</th>
<th>P value</th>
<th>95% CI</th>
<th>EE change: other (N=135), mean (SD)</th>
<th>t (df)</th>
<th>P value</th>
<th>95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Self vs other focus</td>
<td>Self-focus</td>
<td>−7.98 (17.30)</td>
<td>−7.81 (16.85)</td>
<td>−0.08 (257)</td>
<td>.94</td>
<td>4.27 to 3.93</td>
<td>5.26 (11.01)</td>
<td>.24 (471)</td>
<td>.81</td>
</tr>
</tbody>
</table>

aEE: emotional exhaustion.

### Table 3. Paired-samples t tests assessing well-being across participants who completed the self-focus condition, other-focus condition, and the overall sample at baseline and the 1-week follow-up.

<table>
<thead>
<tr>
<th>Variable</th>
<th>EEa pre intervention, mean (SD)</th>
<th>EE post intervention, mean (SD)</th>
<th>t (df)</th>
<th>P value</th>
<th>95% CI</th>
<th>EEa pre intervention, mean (SD)</th>
<th>EE post intervention, mean (SD)</th>
<th>t (df)</th>
<th>P value</th>
<th>95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Self-focus</td>
<td>Self-focus</td>
<td>61.48 (25.56)b</td>
<td>53.51 (27.0)b</td>
<td>5.34 (133)</td>
<td>&lt;.001</td>
<td>5.02 to 10.93</td>
<td>67.83 (19.7)c</td>
<td>73.09 (18.0)c</td>
<td>−5.57 (135)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Other focus</td>
<td>Other focus</td>
<td>59.88 (26.54)e</td>
<td>52.07 (28.48)e</td>
<td>5.38 (134)</td>
<td>&lt;.001</td>
<td>4.93 to 10.67</td>
<td>66.84 (19.9)d</td>
<td>71.77 (17.4)d</td>
<td>−4.95 (136)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Overall 1-week sample</td>
<td>Overall 1-week sample</td>
<td>60.67 (26.03)f</td>
<td>52.79 (27.7)g</td>
<td>7.59 (268)</td>
<td>&lt;.001</td>
<td>5.84 to 9.94</td>
<td>67.34 (19.7)b</td>
<td>72.43 (17.7)b</td>
<td>−7.43 (272)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

aEE: emotional exhaustion.

bN=134.
cN=136.
dN=132.
eN=135.
fN=137.
gN=269.
hN=273.
iN=266.
Figure 1. Pre- and postintervention well-being scores. For demonstration purposes, the work-life balance variable was scaled 0-100 in this graph, original response range 1-4. Error bars represent SE means.

Table 4. Paired-samples t tests assessing work-life balance items across participants who completed the 1-week follow-up gratitude letter-writing intervention.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Baseline, mean (SD)</th>
<th>1-week follow-up</th>
<th>P value</th>
<th>95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean (SD)</td>
<td>t (df)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Slept less than 5 hours in a night</td>
<td>1.91 (0.94)</td>
<td>1.76 (0.92)</td>
<td>.01</td>
<td>0.04 to 0.25</td>
</tr>
<tr>
<td>Worked through a shift or day without any breaks</td>
<td>2.32 (1.08)</td>
<td>2.09 (1.04)</td>
<td>&lt;.001</td>
<td>0.13 to 0.35</td>
</tr>
<tr>
<td>Skipped a meal</td>
<td>2.13 (1.00)</td>
<td>1.88 (0.98)</td>
<td>&lt;.001</td>
<td>0.14 to 0.36</td>
</tr>
<tr>
<td>Ate a poorly balanced meal</td>
<td>2.63 (0.93)</td>
<td>2.36 (0.99)</td>
<td>&lt;.001</td>
<td>0.17 to 0.37</td>
</tr>
<tr>
<td>Had difficulty sleeping</td>
<td>2.40 (0.99)</td>
<td>2.10 (1.00)</td>
<td>&lt;.001</td>
<td>0.19 to 0.42</td>
</tr>
<tr>
<td>Arrived home late from work</td>
<td>2.56 (1.03)</td>
<td>2.24 (0.96)</td>
<td>&lt;.001</td>
<td>0.22 to 0.43</td>
</tr>
<tr>
<td>Changed personal or family plans because of work</td>
<td>2.07 (0.91)</td>
<td>1.80 (0.83)</td>
<td>&lt;.001</td>
<td>0.19 to 0.38</td>
</tr>
<tr>
<td>Felt frustrated by technology</td>
<td>2.32 (0.95)</td>
<td>1.97 (0.90)</td>
<td>&lt;.001</td>
<td>0.24 to 0.46</td>
</tr>
</tbody>
</table>

Aim 2: Engagement With the Intervention and Reactions to Getting Emotional Exhaustion Scores

Of 1575 participants who wrote a baseline gratitude letter, 1007 (63.94%) requested an emailed copy of their gratitude letter and 121 (7.68%) reported having completed this gratitude letter exercise before. At the 1-week follow-up, of 140 participants, 136 (56.7%) answered yes to the question “Do you have other people in mind for whom you might write a letter like this?” compared with 46 (19.2%) and 58 (24.2%) who answered no or not sure, respectively. In addition, 75.4% (181/140) participants agreed slightly, strongly, or very strongly with the statement “Since my first gratitude letter a week ago, it has gotten easier to think of things for which I am grateful,” and 45.1% (125/277) participants responded yes to the question “Did you talk to anyone about your first gratitude letter?”. Independent t tests revealed no significant differences in well-being change scores for those who shared their gratitude letters relative to those who did not (EE: $t_{266}=1.36$, $P=.18$; happiness: $t_{270}=-1.04$, $P=.30$; and work-life balance: $t_{263}=1.04$, $P=.30$).

Participants’ responses to receiving their EE and work-life balance scores can be found in Table 5. It should be noted that 81.23% (1229/1513) of the respondents agreed slightly or strongly with “knowing my burnout score makes me want to work on it more,” and 93.81% (1426/1520) of participants reported wanting to be more resilient.

Those with higher levels of EE at baseline were more likely to agree with all three of these questions (see Table 5). Notably, EE improvers were significantly more likely to agree with the question “Knowing my burnout score makes me want to work on it more” than decliners. Improvers were not more likely than decliners to report being surprised by their scores or a desire to be more resilient.
Table 5. Reactions to receiving burnout feedback, differences by baseline emotional exhaustion levels, and emotional exhaustion improvers vs decliners. Responses were on a 1 (disagree strongly) to 5 (agree strongly) scale.

<table>
<thead>
<tr>
<th>Burnout feedback item</th>
<th>Severe baseline EEa (n=64): those who agreed slightly or strongly, n (%)</th>
<th>Moderate baseline EE (n=515): those who agreed slightly or strongly, n (%)</th>
<th>Mild baseline EE (n=472): those who agreed slightly or strongly, n (%)</th>
<th>No baseline EE (n=473): those who agreed slightly or strongly, n (%)</th>
<th>Concerning EE (n=579) vs EE improvers (n=173) vs decliners (n=62)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean (SD)</td>
<td>t (df)</td>
<td>P value</td>
<td>Mean (SD)</td>
<td>t (df)</td>
</tr>
<tr>
<td>&quot;I was surprised by my burnout score&quot;</td>
<td>18 (28.1)</td>
<td>267 (51.8)</td>
<td>211 (44.7)</td>
<td>142 (30)</td>
<td>M1b 3.12 (1.38); M2c 2.72 (1.26)</td>
</tr>
<tr>
<td>&quot;Knowing my burnout score makes me want to work on it more&quot;</td>
<td>51 (79.7)</td>
<td>453 (88.5)</td>
<td>400 (85.5)</td>
<td>322 (67.8)</td>
<td>M1 4.50 (0.84); M2 3.92 (1.11)</td>
</tr>
<tr>
<td>&quot;I would like to be more resilient&quot;</td>
<td>62 (96.8)</td>
<td>490 (95.8)</td>
<td>197 (96)</td>
<td>416 (89.1)</td>
<td>M1 4.82 (0.56); M2 4.50 (0.84)</td>
</tr>
</tbody>
</table>

aEE: emotional exhaustion.
bM1: mean numerical response on a 5-point scale for the concerning EE group (moderate and severe EE) at baseline group.
cM2: mean numerical response on a 5-point scale for the no EE at baseline group.

Aim 3: Linguistic Differences Based on Emotional Exhaustion Level at Baseline and Improvements in Emotional Exhaustion

A small number of participants (4.9%) submitted only a few words in the gratitude letter text box. In some cases, it appears that the writer started but did not finish the letter, and in others, the writers engaged in the exercise briefly and superficially (e.g., “Mom for raising me. She was amazing.”). As word count scores are computed as a percentage of the total number of words, we were concerned that brief letters could bias the linguistic analyses. To reduce potential bias, we excluded letters in the linguistic analyses that were less than 15 words long (77/1575, 4.89% of the sample).

Linguistic category frequencies were compared for those with concerning levels of EE with those without EE at baseline (see Table 6). Negative emotion words were more frequently used in the gratitude letters by those with concerning levels of EE at baseline (P<.005). All other word categories were not used differentially by baseline EE level (P>.05).
The frequencies of word categories were compared for EE improvers vs decliners. There was a statistical trend, albeit nonsignificant, showing that improvers used fewer first-person and positive emotion words ($P=0.06$ and $0.09$, respectively). Otherwise, EE improvers vs decliners did not demonstrate different use across the remaining word categories.

**Discussion**

**Principal Findings**

This study examined the efficacy of a single-use gratitude letter-writing intervention with a diverse sample of health care workers. Between baseline and the 1-week follow-up, participants reported significant improvements in all three of the well-being measures: EE, happiness, and work-life balance. Participants across both randomized instruction conditions (self-focus vs other focus) reported equivalent improvements in well-being. To our knowledge, this is the first application of a onetime gratitude intervention in health care workers. Between baseline and the 1-week follow-up, three-fourths of participants (75.4%) reported talking about their EE score during the baseline assessment. Participants were split between being surprised and not being surprised by their scores; however, participants who had higher EE scores were more likely to be surprised. This suggests that a significant portion of health care workers may be burned out, yet they are either not aware of it or are in denial about it [36,37]. After receiving their scores, participants reported very high levels of motivation to reduce their EE (81.2%) and increase their resilience (93.8%). Receiving one’s EE score might trigger behavioral change to improve well-being. Indeed, higher agreement to the question “Knowing my burnout score makes me want to work on it more” predicted greater improvement in EE. We cannot determine whether this improvement was because of behavioral change that occurred between the assessments or whether individuals who had higher agreement to this question experienced greater benefit from the gratitude letter-writing exercise or because of some other reason. However, considerable research has shown that greater awareness of a personal problem is a key step in behavioral change [38,39]. A recent meta-analysis of burnout prevalence in 109,628 physicians across 182 studies suggests that many physicians are answering burnout questions, but we believe that the proportion receiving feedback about their burnout is close to 0 [40]. It could be that burnout psychoeducation on its own may not be sufficiently motivating. Rather, receiving one’s burnout score can be likened to someone stepping on the scale before engaging in more physical activity, bringing a personal awareness of his or her status to trigger behavioral change.

Linguistic analyses revealed that participants with moderate and severe EE at baseline used more negative emotion words in their letters compared with participants without EE. Similarly, previous research has shown that depressives use more negative emotion words in their writing samples [19]. Surprisingly, we did not find differences in the use of first-person singular or plural, positive emotions, or cognitive processing word categories by EE severity. Although we found a statistical trend associating greater reductions in EE with the use of fewer first-person singular words (eg, I and me) and fewer positive emotion words, neither of them reached statistical significance ($P=0.06$ and $0.09$, respectively; see the Multimedia Appendix Table 6. Independent $t$ tests of linguistic differences in gratitude letters by baseline emotional exhaustion (concerning or not) and emotional exhaustion improved (or declined) at the 1-week follow-up.

<table>
<thead>
<tr>
<th>Hypothesized categories</th>
<th>Baseline EE ($P$ value)</th>
<th>EE improvement 1 week later ($P$ value)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>EE concerning, mean (SD)</td>
<td>EE not concerning, mean (SD)</td>
</tr>
<tr>
<td>First person (eg, I, I’ve, and my)</td>
<td>10.96 (4.52)</td>
<td>10.91 (5.10)</td>
</tr>
<tr>
<td>First-person plural (eg, we, let’s, and us)</td>
<td>0.74 (1.48)</td>
<td>0.84 (1.69)</td>
</tr>
<tr>
<td>Negative emotion (eg, annoy, angry, and scream)</td>
<td>1.16 (1.54)</td>
<td>0.92 (1.36)</td>
</tr>
<tr>
<td>Positive emotion (eg, appreciate, funny, and thank)</td>
<td>8.61 (4.71)</td>
<td>8.61 (5.20)</td>
</tr>
<tr>
<td>Cognitive processing (eg, accept, because, and realization)</td>
<td>12.13 (5.28)</td>
<td>11.89 (5.42)</td>
</tr>
</tbody>
</table>

EE: emotional exhaustion.

### Table 6.
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Differences in these categories have been found in depressives vs controls in prior research, albeit with very different writing prompts [19]. Writing a note of gratitude might draw out a different pattern of language compared with the expressive writing prompts often used by other linguistics researchers, which ask participants to write about their deepest emotions and emotional challenges over a 4-day period [41]. Thus, linguistic patterns in the gratitude letter tool may not reflect psychological well-being as clearly as was found in other studies. Given that the gratitude tool appears to be beneficial, it may be that an overall feeling of gratitude induced by this intervention drives improvement, rather than a complex linguistic pattern across word categories. In other words, it may simply be more important that you are grateful rather than how you are grateful.

In line with prior research, we expected that participants who were assigned to write more about themselves, rather than the recipient of the letter, would benefit more from the exercise. Although our prompts appeared to change the linguistic focus (ie, the self-focused condition used more I and less we language than the other-focused condition), one condition did not further enhance well-being relative to the other. Notably, prior research on the benefits of self-focused language examined verbal expressions of gratitude, rather than written letters [18]. It may be that in a letter format, the impact of focusing on oneself during expressions of gratitude is inherently weaker or diluted by the additional time spent writing.

This study and prior research indicate that the gratitude letter tool, and similar positive psychology tools, might improve well-being by shifting one’s focus from what is not going well to what is going well. Indeed, the negativity bias makes people significantly more likely to pay attention to negative vs positive stimuli [42]. Individuals with higher levels of negativity bias are more likely to be depressed [43]. When prompted to positively reflect, participants appear to consider good things they had previously taken for granted, had not thought much about, or were formerly overshadowed by attention to negative experiences. By intentionally shifting attention to what is going well, participants may recalibrate their perceptions toward noticing more positive experiences and be primed to engage in other self-care activities such as exercising [44]. Indeed, 75.4% of follow-up participants reported that it became easier to think of things to be grateful for after writing their first gratitude letter.

We chose to implement gratitude letter writing as a web-based intervention to increase the availability of the tool and increase our sample size. In fact, our baseline sample size was larger than we anticipated. However, it is possible that a web-based format made it easier for participants to ignore the 1-week follow-up survey message. Web-based studies typically have high dropout rates, likely because of the ease of ignoring the request and reduction of interpersonal reciprocity norms. It is possible that personal characteristics make web-based tools more appealing to some, and this could have influenced enrollment and engagement in the study. Future research should explore what characteristics predispose individuals to benefit from web-based vs in-person well-being tools.

Limitations

Our study has several limitations. First, our study included randomization to two letter conditions, but there was no nonintervention control group. In addition, the intervention included both the gratitude letter activity and receiving one’s baseline EE score, component effects of which we cannot disentangle. These aspects preclude our establishing a causal relationship between gratitude letter writing and improvement in well-being. However, prior randomized controlled gratitude interventions (eg, nightly gratitude log and gratitude visit) have demonstrated improvement compared with placebo controls, which bolsters confidence in the results of this study [16].

Nonetheless, the observed benefits of this intervention may in part arise from expectancy bias or placebo effects. We observe that participants who engaged in the gratitude letter tool and completed the 1-week follow-up reported significant improvements across all outcomes. It is possible that there were intrinsic characteristics of the cohort that completed follow-up assessments that predisposed them to improvement, whereas participants not completing postintervention assessments may not have benefited to the same degree.

Selection bias comprises another noted limitation. Our sample largely comprised women (69.9% of participants at baseline). Nevertheless, this approximates the base rates of women working in health care in the United States (in 2017, 75% of health care workers were female) [45]. Future research should employ a placebo-controlled design, examine the gratitude letter or EE feedback alone, and potentially oversample for men, all of which will serve to better determine causality, divine specific effects of the tool, and establish the extent of efficacy across genders. Overall, the high level of engagement observed within our cohort, significant participant interest in discussing letters, and self-reported improvements in the ability to identify that for which they were grateful suggest a meaningful impact of this short letter-writing activity.

Our study also suffered from what looks like attrition, with 18% of participants who completed a baseline assessment also completing the 1-week follow-up. A significant component likely arose from varied means by which health care workers were referred to the tool. In some cases, participants received a brief link at the conclusion of a talk or meeting, without mention of any follow-up evaluation: “Consider giving this just 7 minutes to see what you think of a bite-sized resilience activity.” In other words, although many participants enrolled knowing that there would be a 1-week follow-up, some participants likely never intended on completing the follow-up at the outset. It is possible that individuals who failed to complete the follow-up did not benefit from the tool to the same extent as those who did complete it, overinflating the tool’s effects. That said, our attrition rates are similar to comparable studies [46-48]. Attrition is a primary barrier to evaluating web-based interventions, with levels often reaching 60% to 80%. Among people seeking treatment for obesity using weight loss programs in medical centers, one-third to half discontinue their program and are lost to follow-up [49,50]. Similarly, over 40% of people seeking treatment through a smoking cessation clinic were lost to follow-up [51], and 48% of web-based...
smoking cessation individuals were lost to follow-up [52]. Even when offered significant financial incentives (US $600) to participate in a cessation program, only 20% of those invited chose to participate [53]. In future iterations of this tool, we plan to improve the follow-up rates by setting clear expectations for receiving and completing follow-up assessments, identifying whether participants correctly entered their contact information into our system, and implementing reminders.

Perhaps most importantly, the gratitude letter tool is designed to build participants’ personal well-being resources but does not address the demands placed upon them in their work environments. Ultimately, the pace and intensity of contemporary health care are major unaddressed sources of strain that impair well-being. The gratitude letter tool, although promising, should be part of a much larger toolkit of valid and accessible interventions facilitating individual well-being and institutional changes.

Despite these limitations, this study finds that the gratitude letter tool offers a simple, brief, and free individual intervention to improve health care workers’ EE, happiness, and work-life balance. The flexibility of this single-use tool is highly desirable amid the fast pace of health care. Indeed, it can be inserted into a staff meeting, during a break, or completed briefly at home. In an era of alarmingly high levels of health care worker EE, the gratitude letter tool appears to be a promising arrow in the quiver to improve well-being.

Conclusions

A single-exposure gratitude letter–writing intervention is a promising tool to improve EE, happiness, and work-life balance in health care workers. There is preliminary evidence that receiving feedback about your EE serves to motivate further well-being action and, in turn, improve EE. The gratitude letter tool [23] is brief, simple, and free and requires no further action after writing a 7-min letter, which are all important factors for busy health care workers and overburdened health care systems. Given the relationship between health care workers’ well-being and health care quality, engaging in the gratitude letter tool may help relieve EE and, in turn, improve patient safety and quality.
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Abstract

Background: Randomized controlled trials (RCTs) often provide accurate estimates of the internal validity of an intervention but lack information on external validity (generalizability). We conducted an RCT on the effectiveness of a self-management intervention among patients with lymphoma in a population-based setting.

Objective: The objectives of the current study were to describe the proportion of RCT participants compared to all patients invited to participate, and compare sociodemographic and clinical characteristics of RCT participants with all respondents, all patients invited to participate, and all patients selected from the Netherlands Cancer Registry (NCR) to determine the reach of the intervention. An additional objective was to assess differences on RCT outcome variables between RCT and paper respondents.

Methods: Patients with lymphoma or chronic lymphocytic leukemia ≥18 years old at diagnosis from 13 hospitals in the Netherlands were selected from the population-based NCR, which routinely collects data on sociodemographic and clinical characteristics. Eligible patients were invited to participate in an RCT and complete a questionnaire. Web-based completion determined RCT enrollment, whereas paper respondents were followed observationally.

Results: A total of 1193 patients were selected from the NCR, 892 (74.77%) of whom were invited to participate in the trial by their hematologist after verifying eligibility. Among those invited, 25.4% (227/892) completed the web-based questionnaire and were enrolled in the RCT. The RCT participants were younger and there was a higher proportion of men than nonparticipants (P<.001). In addition, 25.7% (229/892) of those invited opted to participate in the paper-based observational follow-up study. Compared with paper respondents, RCT participants were younger (P<.001), with a higher proportion of men (P=.002), and had higher education levels (P=.02). RCT participants more often wanted to receive all available information on their disease (P<.001), whereas paper respondents reported higher levels of emotional distress (P=.009).

Conclusions: From a population-based sample of eligible patients, the participation rate in the RCT was approximately 25%. RCT participants may not be representative of the target population because of different sociodemographic and clinical characteristics. Since RCT participants represent a minority of the target population, RCT results should be interpreted with caution as patients in the RCT may be those least in need of a self-management intervention.
Introduction

Randomized controlled trials (RCTs) are widely considered to be the gold standard for evaluating the effects of an intervention in behavioral and psycho-oncological research [1,2]. In contrast to the effects of interventions that are most often examined extensively in RCTs [3], much less attention has been paid to the proportion of patients who participate in these interventions and whether those who choose to participate are representative of the target population in terms of sociodemographic and clinical characteristics [2,4]. Thus, RCTs often provide accurate estimates of the internal validity (ie, effect of an intervention for the sample enrolled in the RCT), but do not typically provide information about the external validity or generalizability (ie, effect of an intervention in the target population) [5-7].

The reach of an RCT provides information on the absolute number, proportion, and representativeness of the sample that participates in the trial [8]. The absolute number and proportion of RCT participants are relatively easy to assess and are therefore most often reported. However, few studies report the representativeness of the sample enrolled in an RCT, which is a much more challenging metric to assess [8,9] since it requires sociodemographic information, and preferable psychosocial, clinical, or case mix information, on RCT participants as well as nonparticipants. It is particularly challenging to collect information on nonparticipants who typically do not consent to be included in the research [8].

Interventions with promising effects in RCTs have been implemented in daily practice without specific knowledge of the generalizability of the results. Therefore, more attention should be paid to providing information related to the representativeness of the sample enrolled in an RCT. Lack of representativeness may occur as a result of inadequate selection procedures (ie, sampling bias) or when the probability of nonparticipation in the study is related to the object of research (ie, nonresponse bias) [10,11].

To fill this gap, the aim of the current study was to address the reach of a web-based self-management intervention within the context of the Lymphoma InterVention (LIVE) trial (Netherlands Trial Register NTR5953), whose objectives have been described elsewhere [12]. For the LIVE trial, patients were selected from the population-based Netherlands Cancer Registry (NCR) that routinely collects data on sociodemographic and clinical characteristics. This can provide unique insight into the characteristic differences between RCT participants and nonparticipants to estimate the reach of this intervention. The primary objectives were to (1) describe the proportion of RCT participants compared to all patients invited to participate, and (2) compare sociodemographic and clinical characteristics of RCT participants with those of all respondents (ie, patients who completed a web-based or paper questionnaire), all patients invited to participate, and all patients selected from the NCR.

In addition, as patients had the option of completing a web-based questionnaire (ie, enrollment in the RCT) or a paper-based questionnaire (ie, no enrollment in the RCT; observational cohort), a secondary objective was to assess baseline differences in psychological distress, self-management skills, and satisfaction with information provision (ie, RCT outcome variables) between the two groups.

Methods

Study Design

Baseline data were collected from an RCT embedded in a population-based registry [13] as an observational cross-sectional dataset without information on the effectiveness of the intervention. In short, the LIVE trial examines the effectiveness of feedback on patient-reported outcomes and a web-based self-management intervention on self-management skills, satisfaction with information provision, and psychological distress among patients with lymphoma [12].

Participants and Recruitment Procedure

From October 2016 to February 2019, patients who were diagnosed with lymphoma, including Hodgkin lymphoma, nonHodgkin lymphoma, or chronic lymphocytic leukemia (CLL) as defined by the International Classification of Diseases for Oncology-3 codes [14], from 13 hospitals in the Netherlands were selected for participation via the NCR. The NCR registers all patients newly diagnosed with cancer in the Netherlands within the first year after diagnosis and routinely collects detailed data on sociodemographic and clinical characteristics (eg, patient age and sex, date of cancer diagnosis, cancer type, and primary treatment). Patients had to be 18 years or older at the time of study invitation. Treating hematologists were asked to verify the patients’ eligibility for the study and to exclude patients who were deceased, had severe psychopathology, were too ill, were not able to complete a questionnaire in Dutch, or had severe cognitive impairment. All eligible patients were invited by mail to participate by their own hematologist. Patients had the option to complete a web-based or paper-based questionnaire. Patients were informed that completion of the web-based questionnaire automatically resulted in enrollment in the RCT with randomization to one of the study arms, whereas completion of a paper questionnaire resulted in participation in the observational Patient Reported Outcomes Following Initial treatment and Long term Evaluation of Survivorship (PROFILES) registry [13] but not enrollment in the RCT. To address the primary objective of the current study—describing the proportion of RCT participants compared to all patients invited to participate—paper respondents were
assessed as nonparticipants as they did not participate in the RCT.

**Measures**

**Sociodemographic and Clinical Measures**

Sociodemographic characteristics (age and sex) and detailed clinical information (date of diagnosis, cancer type, primary treatment) were available from the NCR. Information on education level and marital status was assessed from the questionnaire (data only available for respondents).

Comorbidities at the time of questionnaire completion were assessed using an adapted version of the self-administered comorbidity questionnaire [15]. Patients were asked to identify comorbidities present within the past 12 months, including heart disease, hypertension, arthritis, stroke, lung disease, diabetes, stomach disease, kidney disease, liver disease, anemia, thyroid disease, and rheumatoid arthritis. Positive responses were summed to a total score ranging from 0 to 12 (data only available for respondents).

**Personality Traits**

Personality traits were assessed with the Big Five Inventory, a 44-item inventory designed to measure the Big Five dimensions of personality: extraversion, neuroticism, conscientiousness, agreeableness, and openness to experience [16]. Each item was scored on a 5-point scale. Scale scores were obtained by averaging all items for each domain ranging from 0 to 5. Each trait is assumed to represent a continuum from high to low on the specific attribute and is partnered with a trait on the opposite pole of the spectrum [17,18].

**Information Preferences**

One question from an adapted version of the Information Satisfaction Questionnaire was used to measure information preferences [19]. Patients had to categorize themselves into one of three groups: those who would like (1) all available information, (2) only positive information about the illness, and (3) only limited information. Patients were further asked whether they use the internet (yes/no).

**Psychological Distress, Self-Management Skills, and Satisfaction With Information Provision**

Primary outcomes to assess the effectiveness of the intervention were psychological distress, self-management skills, and satisfaction with information provision.

Psychological distress was assessed with the 14-item Hospital Anxiety and Depression Scale [20]. Each item is rated on a 4-point scale from 0 to 3. The total score was obtained by adding all item scores and ranged from 0 to 42, in which higher scores indicate higher levels of psychological distress [21]. Patients with a Hospital Anxiety and Depression Scale sum score ≥13 were categorized as “psychologically distressed” [22]. Self-management skills were assessed with the Health Education Impact Questionnaire (heiQ) that contains 40 items across eight scales: positive and active engagement in life, health-directed activities, skill and technique acquisition, constructive attitudes and approaches, self-monitoring and insight, health service navigation, social integration and support, and emotional distress [23]. Each item is scored on a 4-point scale. Scale scores were obtained by averaging all items for each domain and ranged from 1 to 4. Higher scores indicate better status or self-management, except for emotional distress in which higher scores indicate greater distress [23].

Satisfaction with overall information provision was assessed with one item from an adapted version of the Information Satisfaction Questionnaire [19]. Patients were asked to rate their level of satisfaction for overall information provision on a scale from 1 (“very unsatisfied”) to 5 (“very satisfied”).

**Statistical Analyses**

The proportion of RCT participants (ie, participation rate) was calculated by dividing the number of patients who were enrolled in the RCT by the total number of eligible patients who were invited to participate. Sociodemographic and clinical characteristics of RCT participants were compared with those of all respondents (ie, patients who completed a web-based or paper questionnaire), all patients invited to participate, and all patients selected from the population-based NCR. In addition, personality traits and information preferences of RCT participants were compared with those of all respondents. Differences on sociodemographic and clinical characteristics between RCT participants and nonparticipants were compared using analysis of variance for continuous variables and Chi-square tests for categorical variables.

Differences in baseline psychological distress, self-management skills, and satisfaction with information provision (ie, RCT outcome variables) between RCT participants and paper respondents were compared using analysis of variance for continuous variables and Chi-square tests for categorical variables. All statistical analyses were performed with SAS version 9.4 (Cary, NC, USA). P≤.05 indicated statistically significant differences.

**Results**

**Patients Selected From the Netherlands Cancer Registry**

As shown in Figure 1, a total of 1193 patients with lymphoma or CLL who were ≥18 years old at diagnosis from 13 hospitals were selected from the population-based NCR. The basic characteristics of the invited patients are summarized in Table 1. The majority of patients were men, were diagnosed with high-grade nonHodgkin lymphoma, and were actively being treated, with chemotherapy as the most common treatment.
Figure 1. Flowchart of the data collection process. CLL: chronic lymphocytic leukemia; NCR: Netherlands Cancer Registry; RCT: randomized controlled trial; PROFILES: Patient Reported Outcomes Following Initial treatment and Long term Evaluation of Survivorship.

1193 patients with lymphoma or CLL ≥ 18 years at diagnosis from 13 hospitals were selected from the NCR

Hematologists received a list with patients to assess eligibility

Exclusion of 296 patients (24.81%) on advice of hematologists:
- 156 patients not eligible due to various reasons (e.g., treatment/follow-up in other hospital, different diagnosis)
- 78 patients were deceased between selecting and assessing eligibility
- 22 patients had severe psychopathology
- 17 patients were too ill
- 12 patients had insufficient proficiency of the Dutch language
- 11 patients had severe cognitive impairment
- 5 patients were excluded as they declined participation in previous studies within the PROFILES registry

892 patients (74.77% of all selected patients) were invited to participate and completed a questionnaire

436 patients (48.9% of all invited patients) were nonrespondents and did not complete a questionnaire

456 patients (51.1% of all invited patients) responded and completed a (web-based or paper) questionnaire

227 patients (25.5% of all invited patients) completed a web-based questionnaire and were enrolled in the RCT and randomized to one of the trials arms

229 patients (25.7% of all invited patients) completed a paper questionnaire and were observationally followed within the population-based PROFILES lymphoma registry
### Table 1. Baseline characteristics of patients selected from the Netherlands Cancer Registry (NCR) according to participation\(^a\).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Patients selected from the NCR (N=1193)</th>
<th>Patients invited to participate (n=892)</th>
<th>Respondents (n=456)</th>
<th>RCT(^b) participants (n=227)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Sociodemographic characteristics, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age at time of survey (years), mean (SD)</td>
<td>64.7 (15.6)</td>
<td>64.1 (15.3)</td>
<td>64.5 (13.5)</td>
<td>60.7 (13.4)</td>
</tr>
<tr>
<td>Sex, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>725 (60.8)</td>
<td>537 (60.2)</td>
<td>291 (63.8)</td>
<td>161 (70.9)</td>
</tr>
<tr>
<td>Female</td>
<td>468 (39.2)</td>
<td>355 (39.8)</td>
<td>165 (36.2)</td>
<td>66 (29.1)</td>
</tr>
<tr>
<td><strong>Education, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low(^c)</td>
<td>N/A(^d)</td>
<td>N/A</td>
<td>33 (7.2)</td>
<td>6 (2.6)</td>
</tr>
<tr>
<td>Medium(^e)</td>
<td>N/A</td>
<td>N/A</td>
<td>260 (57.0)</td>
<td>106 (46.7)</td>
</tr>
<tr>
<td>High(^f)</td>
<td>N/A</td>
<td>N/A</td>
<td>159 (34.9)</td>
<td>114 (50.2)</td>
</tr>
<tr>
<td>Partner (yes), n (%)</td>
<td>N/A</td>
<td>N/A</td>
<td>355 (77.9)</td>
<td>190 (83.7)</td>
</tr>
<tr>
<td><strong>Clinical characteristics</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Months since diagnosis, mean (SD)</td>
<td>13.9 (3.5)</td>
<td>14.0 (3.4)</td>
<td>14.2 (3.3)</td>
<td>14.0 (3.2)</td>
</tr>
<tr>
<td><strong>Cancer type, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HL(^g)</td>
<td>120 (10.1)</td>
<td>102 (11.4)</td>
<td>46 (10.1)</td>
<td>27 (11.9)</td>
</tr>
<tr>
<td>NHL-HG(^h)</td>
<td>676 (56.7)</td>
<td>484 (54.3)</td>
<td>260 (57.0)</td>
<td>125 (55.1)</td>
</tr>
<tr>
<td>NHL-LG(^i)</td>
<td>280 (23.5)</td>
<td>224 (25.1)</td>
<td>114 (25.0)</td>
<td>56 (24.7)</td>
</tr>
<tr>
<td>CLL(^j)</td>
<td>116 (9.7)</td>
<td>82 (9.2)</td>
<td>36 (7.9)</td>
<td>19 (8.4)</td>
</tr>
<tr>
<td><strong>Primary treatment, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Active surveillance</td>
<td>315 (26.4)</td>
<td>252 (28.3)</td>
<td>113 (24.8)</td>
<td>53 (23.3)</td>
</tr>
<tr>
<td>CT(^k) alone</td>
<td>522 (43.8)</td>
<td>405 (45.4)</td>
<td>222 (48.7)</td>
<td>109 (48.0)</td>
</tr>
<tr>
<td>RT(^l) alone</td>
<td>80 (6.7)</td>
<td>70 (7.8)</td>
<td>31 (6.8)</td>
<td>11 (4.8)</td>
</tr>
<tr>
<td>CT + RT</td>
<td>103 (8.6)</td>
<td>90 (10.1)</td>
<td>51 (11.2)</td>
<td>29 (12.8)</td>
</tr>
<tr>
<td>SCT(^m)/CT/RT</td>
<td>30 (2.5)</td>
<td>25 (2.8)</td>
<td>20 (4.4)</td>
<td>16 (7.0)</td>
</tr>
<tr>
<td>Other</td>
<td>56 (4.7)</td>
<td>39 (4.4)</td>
<td>16 (3.5)</td>
<td>7 (3.1)</td>
</tr>
<tr>
<td>Unknown</td>
<td>87 (7.3)</td>
<td>11 (1.2)</td>
<td>3 (0.7)</td>
<td>2 (0.9)</td>
</tr>
<tr>
<td>Number of self-reported comorbidities, mean (SD)</td>
<td>N/A</td>
<td>N/A</td>
<td>1.3 (1.2)</td>
<td>1.1 (1.1)</td>
</tr>
<tr>
<td><strong>Personality traits, mean (SD)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Openness</td>
<td>N/A</td>
<td>N/A</td>
<td>3.4 (0.6)</td>
<td>3.5 (0.6)</td>
</tr>
<tr>
<td>Conscientiousness</td>
<td>N/A</td>
<td>N/A</td>
<td>3.7 (0.5)</td>
<td>3.7 (0.4)</td>
</tr>
<tr>
<td>Extraversion</td>
<td>N/A</td>
<td>N/A</td>
<td>3.5 (0.6)</td>
<td>3.5 (0.6)</td>
</tr>
<tr>
<td>Agreeableness</td>
<td>N/A</td>
<td>N/A</td>
<td>3.8 (0.5)</td>
<td>3.8 (0.4)</td>
</tr>
<tr>
<td>Neuroticism</td>
<td>N/A</td>
<td>N/A</td>
<td>2.5 (0.7)</td>
<td>2.4 (0.6)</td>
</tr>
<tr>
<td><strong>Information preferences, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>All available information</td>
<td>N/A</td>
<td>N/A</td>
<td>211 (46.3)</td>
<td>126 (55.5)</td>
</tr>
<tr>
<td>Only positive information</td>
<td>N/A</td>
<td>N/A</td>
<td>65 (9.9)</td>
<td>23 (10.1)</td>
</tr>
<tr>
<td>Limited information</td>
<td>N/A</td>
<td>N/A</td>
<td>170 (37.3)</td>
<td>78 (34.4)</td>
</tr>
<tr>
<td>Internet use (yes)</td>
<td>N/A</td>
<td>N/A</td>
<td>370 (81.1)</td>
<td>220 (96.9)</td>
</tr>
</tbody>
</table>

\(^a\)See Figure 1 for the flowchart of patient selection. The groups in columns are not mutually exclusive; RCT participants are also included in the groups of the other 3 columns.
Patients Invited to Participate

A flowchart of the patient selection process is shown in Figure 1. Of all selected patients, 24.81% (296/1193) were excluded after verifying eligibility by their treating hematologists for the following reasons: deceased, severe psychopathology, too ill, insufficient proficiency of the Dutch language, and cognitive impairment. In addition, 156 patients were not eligible for other reasons, including 36 patients who received treatment or follow up in another hospital and 20 patients for whom the ultimate diagnosis did not meet our inclusion criteria (eg, myelodysplastic syndrome, acute lymphoblastic leukemia). The remaining 100 patients were excluded by the hematologists for unknown reasons. Furthermore, 5 patients were excluded as they declined participation in previous studies within the PROFILES registry. After exclusion of these patients, 892 patients (74.77%) were invited to participate and completed a questionnaire. Patients invited to participate did not significantly differ from all patients selected from the NCR in terms of age (P=.38) and sex (P=.07) (Table 1).

Respondents

Among the 892 invited patients, 456 patients (51.1%) responded and completed either a web-based or paper questionnaire. The mean age of all respondents (Table 1) was comparable with that of nonrespondents (63.8 years, P=.43), and the majority of the respondents were also men. Respondents did not differ from all patients selected from the NCR in terms of age (P=.81) and sex (P=.26). Respondents were more often actively treated than nonrespondents (75% vs 66%, P=.01). Half of the respondents (229/456, 50.2%) completed a paper questionnaire, whereas the other half (227/456, 49.8%) completed a web-based questionnaire and were enrolled in the RCT. Nearly half of the respondents stated that they would like to receive all available information, with a lower proportion preferring limited information, and even less indicating that they would like to receive only positive information about the illness (Table 1). Approximately 82% of all respondents reported using the internet.

Randomized Controlled Trial Participants

A quarter of all invited patients (227/892) participated by completing a web-based questionnaire, which resulted in a participation rate of the RCT of 25.4%. The mean age of RCT participants was slightly lower than that of nonparticipants (ie, nonrespondents and paper respondents (n=665, 65.3 years, P<.001) with a slightly higher mean time since diagnosis, and comprised a higher proportion of men (70.9%, 161/227 vs 57.0%, 379/665, P<.001). The proportion of patients who were actively treated were comparable between RCT participants and nonparticipants (75.8%, 172/227 vs 69.0%, 459/665, P=.13). In addition, RCT participants were significantly younger than respondents, patients invited to participate, and patients selected from the NCR (all P<.001). Furthermore, there was a higher proportion of men among RCT participants compared with all patients invited to participate and all patients selected from the NCR (both P<.001).

Randomized Controlled Trial Participants Versus Paper Participants

RCT participants were younger than paper respondents (60.7 vs 68.3 years, P<.001). In addition, RCT participants were more often male (71% vs 57%, P=.002), more highly educated (50% vs 20%, P<.001), and more often had a partner (84% vs 75%, P=.02). No significant differences were found between RCT and paper respondents regarding cancer type or primary treatment (P=.54 and P=.06, respectively). RCT participants also reported fewer comorbidities than paper respondents (1.1 vs 1.4, P=.02).

Concerning personality traits, RCT participants had lower scores on neuroticism (2.4 vs 2.6, P=.003) and higher scores on openness to experience (3.5 vs 3.4, P=.002) than paper respondents, although effect sizes were small (Cohen d=0.29 and 0.28, respectively). With respect to information preferences, the majority of RCT participants stated a preference for receiving all available information, whereas only 38.9% (89/229) of paper respondents indicated this preference (P=.001). Conversely, paper respondents more often preferred receiving limited information (41.9%, 96/227 vs 34.4%, 78/227; P=.001). Furthermore, RCT participants more often used the internet (96.9%, 220/227 vs 66.4%, 152/229; P<.001) (Table 1).

Emotional distress, as measured with the heiQ, was significantly lower among RCT participants compared with the score for paper respondents (Table 2), although the effect size was small (Cohen d=0.25). No significant differences were observed regarding other self-management skills between RCT participants and paper respondents, although paper participants seemed to have higher mean scores. Furthermore, no differences were observed between RCT

bRCT: randomized controlled trial.
cLow education level: none/primary school.
dN/A: data not available.
eMedium education level: lower general secondary education/vocational training.
fHigh education level: preuniversity education/high-level vocational training/university.
gHL: Hodgkin lymphoma.
hNHL-HG: high-grade nonHodgkin lymphoma.
iNHL-LG: low-grade nonHodgkin lymphoma.
jCLL: chronic lymphocytic leukemia.
kCT: chemotherapy.
lRT: radiotherapy.
mSCT: stem cell transplantation.
participants and paper respondents regarding satisfaction with overall information provision (Table 2).

### Table 2. Differences in randomized controlled trial (RCT) outcome variables at baseline between RCT participants and paper respondents.

<table>
<thead>
<tr>
<th>Outcome variable</th>
<th>RCT participants (N=227)</th>
<th>Paper respondents (N=229)</th>
<th>P value</th>
<th>Cohen d</th>
</tr>
</thead>
<tbody>
<tr>
<td>Psychological distress (yes), n (%)</td>
<td>34 (15.0)</td>
<td>45 (19.7)</td>
<td>.18</td>
<td></td>
</tr>
<tr>
<td>Psychological distress^a^, mean (SD)</td>
<td>6.5 (5.9)</td>
<td>7.5 (6.1)</td>
<td>.06</td>
<td>0.18</td>
</tr>
<tr>
<td><strong>Self-management skills^b^, mean (SD)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Health-directed behavior</td>
<td>3.3 (0.6)</td>
<td>3.2 (0.6)</td>
<td>.12</td>
<td>0.14</td>
</tr>
<tr>
<td>Positive and active engagement in life</td>
<td>3.2 (0.5)</td>
<td>3.1 (0.5)</td>
<td>.05</td>
<td>0.18</td>
</tr>
<tr>
<td>Self-monitoring and insight</td>
<td>3.0 (0.4)</td>
<td>3.1 (0.4)</td>
<td>.62</td>
<td>0.05</td>
</tr>
<tr>
<td>Constructive attitudes and approaches</td>
<td>3.3 (0.5)</td>
<td>3.3 (0.5)</td>
<td>.66</td>
<td>0.04</td>
</tr>
<tr>
<td>Skill and technique acquisition</td>
<td>2.9 (0.5)</td>
<td>3.0 (0.5)</td>
<td>.33</td>
<td>0.09</td>
</tr>
<tr>
<td>Social integration and support</td>
<td>3.2 (0.5)</td>
<td>3.2 (0.5)</td>
<td>.77</td>
<td>0.03</td>
</tr>
<tr>
<td>Health services navigation</td>
<td>3.3 (0.4)</td>
<td>3.3 (0.4)</td>
<td>.54</td>
<td>0.06</td>
</tr>
<tr>
<td>Emotional distress</td>
<td>1.8 (0.5)</td>
<td>1.9 (0.6)</td>
<td>.01</td>
<td>0.25</td>
</tr>
<tr>
<td><strong>Satisfaction with overall information provision, n (%)</strong></td>
<td></td>
<td></td>
<td>.29</td>
<td></td>
</tr>
<tr>
<td>Very unsatisfied</td>
<td>1 (0.4)</td>
<td>2 (0.9)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unsatisfied</td>
<td>9 (4.0)</td>
<td>8 (3.5)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Neither</td>
<td>49 (21.6)</td>
<td>41 (17.9)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Satisfied</td>
<td>126 (55.5)</td>
<td>143 (62.4)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Very satisfied</td>
<td>41 (18.1)</td>
<td>27 (11.8)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

^a^Scale 0-42; a higher score indicates more psychological distress.

^b^Scale 1-4; higher scores indicate better status or self-management, except for emotional distress, in which higher scores indicate higher distress.

### Discussion

#### Principal Findings

This reach analysis among RCT participants within a population-based sample showed a selective reach with an underrepresentation of older patients, women, and those with a medium to low level of education. In addition, our RCT participants may represent individuals with relatively better psychological well-being as scores for emotional distress were lower in this group.

Approximately a quarter of the population-based sample of patients with lymphoma and CLL were assessed to be not eligible for the study for various reasons (eg, deceased, severe psychopathology or cognitive impairment, a different diagnosis was ultimately made). Among the eligible patients who were invited to participate, 51% responded and completed a questionnaire, half of whom completed the web-based questionnaire and were enrolled in the RCT, resulting in a participation rate of 25%. This means that only one in four of all eligible patients actually participated in the RCT. This participation rate was lower compared with that of an RCT on the fully automated electronic health (eHealth) application Oncokompas that supports cancer survivors in their self-management (48%) [24]. Similar to the patients in our RCT, patients in the Oncokompas RCT were selected from the population-based NCR. However, cancer survivors in the Oncokompas RCT were first invited in an online survey study on supportive care and eHealth to assess internet use. Their participation rate was calculated as the number of RCT participants divided by the number of eligible respondents of the survey (access to the internet and email address). Thus, their group of eligible respondents was more selective compared with our sample. In our sample, only 82% of all respondents used the internet, and this percentage may be even lower among all patients invited to participate.

The results of the current study demonstrate that the RCT participants were younger, more often men, and more often actively treated compared to nonparticipants. Thus, the sample of RCT participants may not be representative of the target population. Therefore, even though the sample size reached the required number of patients [12], this sample may not be reliable for drawing conclusions about the target population. Furthermore, the effects of the intervention on the target population may be different from the effects that were found in the RCT sample [10,25].

These results also provide information about the response rate of observational research, which was 51%. This is comparable with response rates from other population-based studies on quality of life among lymphoma survivors in Germany (54.7%) [26] and the United States (54.8%) [27]. However, the current response rate is lower compared with that reported from earlier observational research within our study group at approximately
80%, despite similar patients and recruitment procedures [28]. This might be explained by the knowledge that the more information that is disclosed about the study—which is inherently more for an RCT than for observational research—the higher the proportion of nonrespondents [29]. Patients received abundant information along with the invitation, especially about participation in an RCT and randomization. The amount of information, as well as the knowledge of being randomized when completing a web-based questionnaire, may have deterred patients from participating. In addition, the type of intervention may have influenced the participation rate, as the majority of patients did not have problems with emotional adjustment to having cancer and therefore may have been less interested in a self-management intervention. Another explanation may be related to the fact that participation and response rates for health-related research have been declining over the past several years [30,31], and potential participants are faced with an increasing number of requests to participate in studies. This may result in patients refusing to participate in all studies [32].

We further compared the characteristics of RCT participants with those of paper respondents. RCT participants, who completed the web-based questionnaire, were younger, more often men, and more highly educated than the paper respondents, which are similar to the characteristics from previous observational studies within our study group [33,34]. Highly educated patients more often display prosocial behavior than patients with lower levels of education, and therefore the former group may be more likely to participate in an RCT for altruistic reasons [35]. In addition to differences in sociodemographic characteristics, RCT participants reported lower scores related to neuroticism and higher scores related to openness than paper respondents. In addition, information preferences slightly differed between RCT and paper respondents, as RCT participants more often wanted to receive all available information on their disease. RCT participants also more often reported using the internet. To complete a web-based questionnaire, and subsequently be enrolled in a web-based self-management intervention RCT, patients must not only be able to use a computer but also be sufficiently skilled in browsing the internet [33]. Although there seems to be a trend of older individuals becoming more active online [33,36], there is still a subgroup of patients who do not use the internet and thus have no access to a web-based questionnaire or internet-based intervention.

Despite these various differences between RCT participants and paper participants, baseline scores on self-management skills, satisfaction with information provision, and psychological distress appeared to be comparable between these groups, although scores for emotional distress were slightly lower among RCT participants.

**Strengths**

The strengths of this study include its unique setting. As patients were recruited from the population-based NCR, we had information on sociodemographic and clinical characteristics of both RCT participants and nonparticipants. In addition, as the RCT was embedded in the PROFILES registry, we were able to assess differences between RCT participants and paper respondents on sociodemographic and clinical characteristics, in addition to personality traits, information preferences, and baseline psychological distress, self-management skills, and satisfaction with information provision (ie, RCT outcome variables). This information provided the opportunity to determine both the reach and generalizability of the RCT sample.

**Limitations**

The current study has some limitations. Although information regarding sociodemographic and clinical characteristics of nonparticipants was available, we did not have information about nonparticipants’ reasons for declining participation or their physical and psychological health. Therefore, it remains unclear whether the physical and psychological health of RCT participants is similar to that of nonparticipants. In a previous study that assessed the generalizability of the results of observational research among cancer survivors by comparing characteristics of participants and nonparticipants, sensitivity analysis demonstrated that quality of life might be lower among nonparticipants [34]. As RCT participants may have a systematically higher quality of life or report fewer symptoms compared with nonparticipants, observed outcomes may represent a group of healthier patients with better outcomes. This may lead to circumspection in generalizing the results of an RCT to the target population. It is important to keep this in mind when interpreting RCT results that may only represent a minority of the target population.

**Conclusions**

The participation rate in the RCT was 25%. RCT participants may not be representative of the target population owing to different sociodemographic and clinical characteristics. RCT results should be considered with caution, as RCT participants represent a minority of the target population, and may actually be those least in need of the intervention.
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Abstract

Background: Unhealthy nutrition contributes to the worldwide rising prevalence of noncommunicable diseases. As most adverse reproductive outcomes originate during the periconception period, effective interventions targeting this period are needed. Therefore, we developed the lifestyle intervention Smarter Pregnancy to empower women to adapt a healthy diet prior to conception and during early pregnancy and performed a randomized controlled trial.

Objective: The objectives of this trial were to investigate compliance and effectiveness in women using the Smarter Pregnancy program.

Methods: Women aged between 18 and 45 years who were contemplating pregnancy or <13 weeks pregnant and their male partners living in the urban area of Rotterdam, the Netherlands, were eligible for participation. After baseline screening, the intervention group received personal online coaching based on identified inadequate intakes of vegetables, fruits, and folic acid supplements. The sum of these risk factors was used as a dietary risk score (DRS), ranging from 0 (healthy) to 9 (unhealthy). The control group did not receive coaching. We applied an intention-to-treat principle and used a multivariable linear regression model to evaluate the change in DRS after 24 weeks. Compliance was defined as the percentage of women who completed the screening questionnaire at 24 weeks.

Results: Of women recruited, 81.2% (177/218) completed the program (intervention: 91/218, 83.5%; control: 86/218, 78.9%; P=.95). After 24 weeks, the reduction in DRS of women in the intervention group was significantly larger than in the control group (β=.75, 95% CI 0.18-1.34). This reduction was mainly due to increased vegetable intake (β=.55, 95% CI 0.25-0.86).

Conclusions: The high compliance and the larger improvements in nutritional behaviors, especially vegetable intake, in women in the intervention group emphasizes the effectiveness of empowering women by using the lifestyle change intervention Smarter Pregnancy.

Trial Registration: Netherlands Trial Register: NL3927; https://www.trialregister.nl/trial/3927

International Registered Report Identifier (IRRID): RR2-10.1186/s12884-017-1228-5

(J Med Internet Res 2020;22(5):e15773) doi:10.2196/15773
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Introduction

Unhealthy nutrition contributes to the development of noncommunicable diseases (NCDs) such as obesity, diabetes, and cardiovascular and metabolic disease [1-5]. In recent decades, the worldwide prevalence of NCDs and corresponding mortality rates have increased rapidly [6]. Vitamin deficiencies and high caloric intake combined with inadequate physical exercise are key risk factors for metabolic and endocrine derangements that contribute to obesity and a wide spectrum of NCDs [7-9]. These risk factors are also highly prevalent in women and men during the reproductive phase of their life, with significant consequences for fertility, growth, and development of the offspring [10-17]. Moreover, unhealthy nutrition and lifestyle also confer increased transgenerational risks for offspring in developing NCDs in later life [2,5,18-20].

There is increasing evidence for a need for effective interventions to improve nutrition and other modifiable risk factors in women who are contemplating pregnancy, particularly in the periconception period (ie, the period 14 weeks prior to conception up to 10 weeks after conception) [19,21]. As most adverse reproductive and pregnancy outcomes originate during this period, it is considered the earliest window of opportunity for interventions. However, since the periconception period is often neglected in regular health care, with specific periconception care rarely implemented, the prevalence of these modifiable risk factors still remains very high in the population of reproductive age [10,22].

In order to translate the scientific evidence currently available into accessible periconception care, various barriers need to be overcome. These barriers include the lack of intrinsic motivation for changing lifestyle in the target population; low levels of awareness; and a lack of clarity regarding responsibility, organization, and costs [23-26]. One way of overcoming some of these barriers is to make use of recent developments in electronic health (eHealth). These include using the broad range of functions available on mobile phones and handheld devices, with or without internet access, also known as mobile health (mHealth) [27,28]. Indeed, the global use of smartphones has opened new doors for health care delivery: new and innovative approaches in the fields of preventive and personalized medicine can provide patients with both general information and individualized content [27,29,30]. In 2011, we launched a lifestyle change intervention called Smarter Pregnancy that aims to empower women to improve nutrition prior to conception and during early pregnancy. We performed a single-center, open randomized controlled trial in the urban area of Rotterdam, the Netherlands. There was no blinding of participants, involved health care professionals, or involved researchers. Women eligible for inclusion were invited to participate by a health care professional working in one of the following locations in this area: one academic hospital, four teaching hospitals, four midwifery practices, and several children’s daycare and child health centers. After online registration, each woman was contacted by a researcher to verify her eligibility, provide her with more details about the study, answer any questions about the Smarter Pregnancy program, and confirm her inclusion in the study. After the researcher had verified the eligibility of women willing to participate in the study, inclusion occurred by signing an online (ie, digital) patient informed consent form, which was sent by email to the participant through a secure study email account. Participants were asked to print and sign the informed consent form to ensure compliance with the guidelines laid down in the Declaration of Helsinki. Participants were able to resign from the study at any time without having to give a reason. All procedures involving patients were approved by the medical ethical and institutional review board of the Erasmus Medical Center, University Medical Centre, Rotterdam, the Netherlands. Trial was registered at Netherlands Trial Register [NL3927].

Randomization

Randomization was stratified according to the location from which the participants had been recruited. A preprogrammed permuted blocking design (two intervention and two control allocations per block) ensured that the number of women from the different locations was balanced between the two treatment groups and allocation into groups was concealed from the involved researchers. Women eligible for inclusion were invited to participate unless they were receiving dietary advice or were on a vegan diet. We designed a randomized controlled trial to determine compliance with the Smarter Pregnancy intervention and investigate whether use of the program empowers women to improve nutrition prior to conception and during early pregnancy.

Methods

Trial Design, Participants, and Recruitment

A detailed study protocol is published elsewhere [34]. In short, women between aged 18 and 45 years were considered eligible for inclusion in this study if they were in possession of a smartphone with internet access, resided in the Netherlands, and were contemplating pregnancy or already pregnant (<13 weeks of pregnancy). We excluded women if they had insufficient knowledge or understanding of the Dutch language, if they were being treated by a dietician to lose weight in the context of fertility treatment, or if they were on a vegan diet. Body mass index (BMI) was not an exclusion criterion. Dutch-speaking male partners with smartphones were also invited to participate unless they were receiving dietary advice or were on a vegan diet.

We performed a single-center, open randomized controlled trial in the urban area of Rotterdam, the Netherlands. There was no blinding of participants, involved health care professionals, or involved researchers. Women eligible for inclusion were invited to participate by a health care professional working in one of the following locations in this area: one academic hospital, four teaching hospitals, four midwifery practices, and several children’s daycare and child health centers. After online registration, each woman was contacted by a researcher to verify her eligibility, provide her with more details about the study, answer any questions about the Smarter Pregnancy program, and confirm her inclusion in the study. After the researcher had verified the eligibility of women willing to participate in the study, inclusion occurred by signing an online (ie, digital) patient informed consent form, which was sent by email to the participant through a secure study email account. Participants were asked to print and sign the informed consent form to ensure compliance with the guidelines laid down in the Declaration of Helsinki. Participants were able to resign from the study at any time without having to give a reason. All procedures involving patients were approved by the medical ethical and institutional review board of the Erasmus Medical Center, University Medical Centre, Rotterdam, the Netherlands. Trial was registered at Netherlands Trial Register [NL3927].
personalized interaction (the intervention), and a modified version that had limited functionality and no personalized interaction, which was used in the control group. Detailed information on the program can be found in the study protocol [34]. Because the focus of this study was on evaluating the change in the intakes of vegetables and fruits, details on the intake of other food groups and cessation of smoking and alcohol consumption are not further addressed.

Men and women in the intervention group received tailored coaching based on their answers of the baseline questionnaire to questions regarding vegetable, fruit, and folic acid supplement intake. Vegetable intake and fruit intake were both subdivided into a risk score of 0, 1.5, or 3, where 0 represented an adequate daily intake (vegetable intake of ≥200 grams per day or a fruit intake of ≥2 pieces per day). A score of 1.5 represented a nearly adequate intake (vegetable intake of 150 to 200 grams per day or a fruit intake of 1.5 to 2 pieces per day). A score of 3 represented an inadequate daily intake (vegetable intake <150 grams per day or a fruit intake of <1.5 pieces per day). Folic acid supplement use was considered adequate (score 0) or inadequate (score 3) based on the international recommended dose of 400 μg per day. The dietary risk score (DRS) was calculated as the sum of the scores for vegetable, fruit, and folic acid supplement intake, thus ranging from 0 to 9 in women, in which 9 was the most unhealthy risk score. In men, the DRS ranged from 0 to 6, as they did not receive any coaching regarding folic acid supplement use.

The tailored coaching comprised a maximum of three emails or text messages per week. These emails and messages contained seasonal recipes, incentives, feedback, recommendations, and additional questions regarding the participant’s diet. Progress regarding the adoption of healthy behavior was monitored using online questionnaires at 6, 12, 18, and 24 weeks in the intervention group, while the control group only received these questionnaires at 12 and 24 weeks.

The first follow-up study questionnaire was sent at 36 weeks (ie, 12 weeks after the final screening questionnaire) and contained the same questions on nutrition, lifestyle, and pregnancy status as the other online questionnaires at baseline, 12, and 24 weeks.

All participants were given access to a personal online webpage that provided access to additional modules (ie, apps) that promoted physical activity, a calendar to improve compliance with hospital appointments and taking their folic acid supplements, and a module to monitor the safety of any prescribed medication.

Outcome Measures
The main outcome measures of this study were compliance of all participants, defined as the percentage of participants who completed the online screening at 24 weeks, and degree of improvement in nutrition in women 24 weeks after starting the Smarter Pregnancy program, as reflected by a reduction in the DRS.

Statistical Analysis
We analyzed data from all participants, those who completed the Smarter Pregnancy program and those who resigned prematurely, whereby missing data were handled using the last-observation-carried-forward method.

For all participants, the DRS was calculated at baseline (t=0), 12 weeks (t=12), and 24 (t=24) weeks. In further analyses, we included all women with a DRS>0 at baseline since these women were able to improve unhealthy behaviors and thereby reduce their risk scores. The primary analysis was based on intention to treat. The difference in differences principle was used to analyze the continuous outcome measures used in a multivariable linear regression model, adjusted for the baseline value of the DRS. Bootstrapping was performed on all analyses because residuals of the linear regression analyses were not normally distributed [35]. All analyses were performed using SPSS Statistics for Windows version 21.0 (IBM Corp). The analyzed dataset of this trial will be available from the corresponding author upon reasonable request.

Patient Involvement
The design of this trial was based partly on patient evaluations obtained during a survey of the Smarter Pregnancy program [12]. During this study, we also received questions and feedback from participants, which we used to optimize trial procedures and improve participant satisfaction.

Results

Participant Characteristics
The study was open from May 2014 until January 2017 and included 218 women and 36 men. After randomization, the intervention group consisted of 109 women and 19 men and the control group of 109 women and 17 men (Figure 1). Baseline characteristics of all women in the study population are shown in Table 1. Median age, median BMI, pregnancy status, and partner participation were similar for women in the intervention and control groups. In our population, the BMI of all participants ranged between 16.3 to 45.9 kg/m². In both groups, most women were highly educated and of Dutch origin.
Regarding nutrition and lifestyle, in both groups almost two-thirds of women reported an inadequate vegetable intake. Fruit intake was inadequate in about one-third of women in both groups. In both groups, almost 1 in 10 women reported inadequate folic acid supplement use. These figures resulted in a median DRS at baseline of 3 in both groups. The baseline characteristics of the participating men are shown in Multimedia Appendix 1; in both groups, men had a higher DRS and a higher prevalence of smoking compared with women.
### Table 1. Baseline characteristics of all women in the intervention and control groups.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Intervention n=109</th>
<th>Control n=109</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age in years, median (IQR(^a))</td>
<td>30.6 (5.3)</td>
<td>30.7 (5.7)</td>
</tr>
<tr>
<td>Height (cm), median (IQR)</td>
<td>170.0 (9)</td>
<td>170.0 (9)</td>
</tr>
<tr>
<td>BMI(^b) (kg/m(^2)), median (IQR)</td>
<td>24.2 (6.0)</td>
<td>23.7 (5.4)</td>
</tr>
<tr>
<td>Pregnant at enrollment, n (%)</td>
<td>36 (33.0)</td>
<td>37 (33.9)</td>
</tr>
<tr>
<td>Partner participation, n (%)</td>
<td>19 (17.4)</td>
<td>18 (16.5)</td>
</tr>
<tr>
<td><strong>Geographic origin, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dutch</td>
<td>83 (76.1)</td>
<td>86 (78.9)</td>
</tr>
<tr>
<td>Western</td>
<td>5 (4.6)</td>
<td>2 (1.8)</td>
</tr>
<tr>
<td>Nonwestern</td>
<td>15 (13.8)</td>
<td>15 (13.8)</td>
</tr>
<tr>
<td>Missing</td>
<td>6 (5.5)</td>
<td>6 (5.5)</td>
</tr>
<tr>
<td><strong>Education, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>High</td>
<td>62 (56.9)</td>
<td>76 (69.7)</td>
</tr>
<tr>
<td>Intermediate</td>
<td>37 (33.9)</td>
<td>23 (21.1)</td>
</tr>
<tr>
<td>Low</td>
<td>1 (0.9)</td>
<td>3 (2.8)</td>
</tr>
<tr>
<td>Missing</td>
<td>9 (8.3)</td>
<td>7 (6.4)</td>
</tr>
<tr>
<td><strong>Vegetables, grams per day, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;150 (DRS(^c) 3)</td>
<td>65 (59.6)</td>
<td>65 (59.6)</td>
</tr>
<tr>
<td>150-200 (DRS 1.5)</td>
<td>19 (17.4)</td>
<td>24 (22.0)</td>
</tr>
<tr>
<td>≥200 (DRS 0)</td>
<td>25 (22.9)</td>
<td>20 (18.3)</td>
</tr>
<tr>
<td><strong>Fruit, pieces per day, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;1.5 (DRS 3)</td>
<td>39 (35.8)</td>
<td>37 (33.9)</td>
</tr>
<tr>
<td>1.5-2.0 (DRS 1.5)</td>
<td>8 (7.3)</td>
<td>14 (12.8)</td>
</tr>
<tr>
<td>≥2.0 (DRS 0)</td>
<td>62 (56.9)</td>
<td>58 (53.2)</td>
</tr>
<tr>
<td><strong>Folic acid supplement use, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Inadequate (DRS 3)</td>
<td>10 (9.2)</td>
<td>10 (9.2)</td>
</tr>
<tr>
<td>Adequate (DRS 0)</td>
<td>99 (90.8)</td>
<td>99 (90.8)</td>
</tr>
<tr>
<td>DRS, median (IQR) (DRS 0-9)</td>
<td>3 (4.5)</td>
<td>3 (3.0)</td>
</tr>
<tr>
<td>Alcohol consumption, n (%)</td>
<td>85 (78.0)</td>
<td>82 (75.2)</td>
</tr>
<tr>
<td>Smoking, n (%)</td>
<td>5 (4.6)</td>
<td>12 (11.0)</td>
</tr>
</tbody>
</table>

\(^a\)IQR: interquartile range.

\(^b\)BMI: body mass index.

\(^c\)DRS: dietary risk score.

**Compliance and Dropout**

Of women entering the study, compliance was 81.2% (177/208). In the intervention group, compliance was 78.9% (86/109) and in the control group 83.5% (91/109; \(P=.95\)). In men, overall compliance was 77.8% (28/36), with 78.9% (15/19) in the intervention group and 76.5% (13/17) in the control group (\(P=.59\)). When we compared the baseline characteristics of all women who completed the program (n=177) with those of women who resigned prematurely (n=41), we observed that women who resigned prematurely had a significantly higher median DRS (\(P=.007\)) and a significantly lower level of education (\(P=.01\); Table 2).
Table 2. Baseline characteristics of all women, stratified by compliance, defined as whether they completed the questionnaire at 24 weeks or resigned before this time point.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Completed n=177</th>
<th>Resigned n=41</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age in years, median (IQR(^a))</td>
<td>30.8 (6.0)</td>
<td>30.1 (6.0)</td>
<td>.33</td>
</tr>
<tr>
<td>Height (cm), median (IQR)</td>
<td>170 (10.0)</td>
<td>169 (8.0)</td>
<td>.86</td>
</tr>
<tr>
<td>BMI(^b) (kg/m(^2)), median (IQR)</td>
<td>23.4 (5.8)</td>
<td>25.6 (4.5)</td>
<td>.13</td>
</tr>
<tr>
<td>Pregnant at enrollment, n (%)</td>
<td>63 (33.9)</td>
<td>10 (31.3)</td>
<td>.77</td>
</tr>
<tr>
<td>Partner participation, n (%)</td>
<td>31 (16.7)</td>
<td>6 (18.8)</td>
<td>.77</td>
</tr>
<tr>
<td>Geographic origin, n (%)</td>
<td></td>
<td></td>
<td>.21</td>
</tr>
<tr>
<td>Dutch</td>
<td>145 (78.0)</td>
<td>24 (75.0)</td>
<td></td>
</tr>
<tr>
<td>Western</td>
<td>7 (3.8)</td>
<td>0 (0)</td>
<td></td>
</tr>
<tr>
<td>Nonwestern</td>
<td>27 (14.5)</td>
<td>3 (9.4)</td>
<td></td>
</tr>
<tr>
<td>Missing</td>
<td>7 (4.0)</td>
<td>5 (12.2)</td>
<td></td>
</tr>
<tr>
<td>Education, n (%)</td>
<td></td>
<td></td>
<td>.01</td>
</tr>
<tr>
<td>High</td>
<td>119 (64.0)</td>
<td>19 (59.4)</td>
<td></td>
</tr>
<tr>
<td>Intermediate</td>
<td>53 (28.5)</td>
<td>7 (21.9)</td>
<td></td>
</tr>
<tr>
<td>Low</td>
<td>3 (1.6)</td>
<td>1 (3.1)</td>
<td></td>
</tr>
<tr>
<td>Missing</td>
<td>11 (6.2)</td>
<td>5 (12.2)</td>
<td></td>
</tr>
<tr>
<td>Vegetables, grams per day, n (%)</td>
<td></td>
<td></td>
<td>.13</td>
</tr>
<tr>
<td>&lt;150 (DRS(^c) 3)</td>
<td>106 (57.0)</td>
<td>24 (75.0)</td>
<td></td>
</tr>
<tr>
<td>150-200 (DRS 1.5)</td>
<td>38 (20.4)</td>
<td>5 (15.6)</td>
<td></td>
</tr>
<tr>
<td>≥200 (DRS 0)</td>
<td>42 (22.6)</td>
<td>3 (9.4)</td>
<td></td>
</tr>
<tr>
<td>Fruit, pieces per day, n (%)</td>
<td></td>
<td></td>
<td>.06</td>
</tr>
<tr>
<td>&lt;1.5 (DRS 3)</td>
<td>59 (31.7)</td>
<td>17 (53.1)</td>
<td></td>
</tr>
<tr>
<td>1.5-2.0 (DRS 1.5)</td>
<td>19 (10.2)</td>
<td>3 (9.4)</td>
<td></td>
</tr>
<tr>
<td>≥2.0 (DRS 0)</td>
<td>108 (58.0)</td>
<td>12 (37.5)</td>
<td></td>
</tr>
<tr>
<td>Folic acid supplement use, n (%)</td>
<td></td>
<td></td>
<td>.48</td>
</tr>
<tr>
<td>Inadequate (DRS 3)</td>
<td>16 (8.6)</td>
<td>4 (12.5)</td>
<td></td>
</tr>
<tr>
<td>Adequate (DRS 0)</td>
<td>170 (91.4)</td>
<td>28 (87.5)</td>
<td></td>
</tr>
<tr>
<td>DRS, median (IQR) (DRS 0-9)</td>
<td>3 (4.5)</td>
<td>4.5 (3.0)</td>
<td>.007</td>
</tr>
<tr>
<td>Alcohol consumption, n (%)</td>
<td>40 (21.5)</td>
<td>11 (34.4)</td>
<td>.14</td>
</tr>
<tr>
<td>Smoking, n (%)</td>
<td>13 (7.0)</td>
<td>4 (12.5)</td>
<td>.28</td>
</tr>
</tbody>
</table>

\(^a\)IQR: interquartile range.
\(^b\)BMI: body mass index.
\(^c\)DRS: dietary risk score.

**Dietary Risk Score**

The outcomes of the multivariable linear regression model regarding the DRS and separate risk factors are depicted in Figure 2. Compared with participants in the control group, participants in the intervention group showed a significantly larger reduction in the DRS (β= .750; 95% CI 0.188-1.341), in particular for vegetable intake (β= .550; 95% CI 0.253-0.859). There were no significant differences between groups regarding fruit intake and folic acid supplement intake.
Figure 2. Dietary risk score (DRS) and separate risk factors over time in all women (with a baseline DRS>0) in the intervention and control groups. The linear regression model includes adjustment for baseline DRS and randomization.

Follow-Up
A total of 69 women (27.1%) completed the follow-up questionnaire 36 weeks after randomization. Although women did not receive any coaching during the period between 24 and 36 weeks, the mean DRS appeared to continue to decrease in both the intervention group (n=32) and control group (n=37; Figure 3). All men were lost to follow-up regarding the questionnaire at 36 weeks.

Figure 3. Mean dietary risk score (DRS) over time in all women who completed the follow-up questionnaire at 36 weeks (n=69).

Discussion
Principal Findings
The results of this randomized controlled trial indicate that compliance with the empowering lifestyle change intervention Smarter Pregnancy is high. Our findings also demonstrated that the use of this program improved the intake of vegetables (in particular) in women prior to conception and during early pregnancy. The follow-up results also suggest that this intervention had a positive effect on the continuation of healthier nutrition intake 12 weeks after stopping the intervention.

Strengths and Limitations
Major strengths of this study are the randomized controlled trial design, the fact that we used a standard and light version of the Smarter Pregnancy intervention, and the uniform collection of data in both the intervention and control group at baseline, 12,
24, and 36 weeks. By providing the control group with limited information and interaction, we encouraged participants in this group to adhere to the program, thereby ensuring high compliance and preventing dropout. The high compliance rates observed in both groups support this strategy. A further strength is that a wide range of professionals and non–health care professionals recruited women for the study, as women were approached not only during a scheduled hospital or midwifery visit, but also at children’s day care centers, for example. Women who had not been personally invited could also enroll via the website we set up, thereby limiting selection bias. Additional strengths of this study are the longitudinal observations, the fact that male partners also participated, and that we collected additional information regarding lifestyle factors, educational level, geographic origin, and pregnancy status at enrollment.

In terms of weaknesses, we experienced difficulties enrolling a sufficient amount of women in the preconception period, which was the reason we expanded our inclusion criteria to include women up to 13 weeks of pregnancy. This meant that our sample size was limited, which prevented us from carrying out subgroup analyses that would have provided additional quantitative data regarding lifestyle, fertility, pregnancy course and outcome, and cost effectiveness.

We decided to reduce the total number of questionnaires in the control group from 4 to 2 because we expected that further reduction of the number of questionnaires to 1, or even 0, would have led to a higher number of resigning participants. This led to a difference in questionnaire administration, which can be considered a limitation.

A further limitation was that the program Smarter Pregnancy was only available online and in the Dutch language, thereby excluding women who have insufficient knowledge of this language or no internet access from participation in this trial. This might have excluded a high-risk population of women who might have benefitted the most from the program. An English version of this program will be released very soon.

Comparison With Other Studies

To date, there is little scientific evidence for the success of nutrition and lifestyle interventions during the preconception or periconception period. Most studies regarding preconception interventions have focused on micronutrient supplementation or weight gain, for example [36,37], or on specific subgroups and disease-related conditions, such as fertility treatment [38], polycystic ovary syndrome [39], or pre-existing/gestational diabetes [40,41]. Even fewer studies have looked at interventions on the mobile phone specifically focused on the preconception and periconception periods [40,42].

The small amount of scientific evidence regarding mHealth during the periconception period mainly showed comparable results regarding the prevalence of unhealthy nutrition and lifestyle, especially insufficient fruit and vegetable intake and smoking. These and other studies also showed and specifically addressed the relatively high dropout rates among all users [43-46]. There is a clear need for high-quality evidence that intervening in these periods in general is indeed effective, since many studies could also not demonstrate significant effectiveness [45,47,48]. A key problem underlying this lack of evidence is the lack of awareness of the importance of periconception care among both patients and health care professionals, resulting in low adherence and uptake of such care. This was described in 2002 by De Weerd et al [49]. While this barrier is widely acknowledged, and various studies have focused on how to overcome it, unfortunately barriers still remain [24,28,50,51]. It has been suggested that modern marketing campaigns such as those increasingly found online might help to overcome or at least lower this barrier [30]. Taking this into account, together with the wide uptake of mobile devices and online information [52], we believe that our approach—using a personalized intervention on the mobile phone specifically targeted at identifying and improving periconceptional risk factors—can contribute to lowering the unawareness barrier.

Conclusions and Future Perspectives

To our knowledge, Smarter Pregnancy is the first intervention on the mobile phone showing effectiveness in empowering women to improving healthy nutrition before and during early pregnancy. We therefore consider this study a good example of a successful intervention study, of which the findings support the considerable potential of using mobile phone apps. Current awareness among health care professionals of their responsibility to inform their patients about healthy nutrition is very low [53]. However, we assume that the increasing amount of evidence for the importance of nutrition in the periconception period will make health care professionals particularly more aware and make them more likely to recommend evidence-based interventions to their patients. This will contribute to an increase in the general awareness of the importance of the periconception period. As a result, we hope that periconception care will become more easily and more widely accessible, thereby improving reproductive and pregnancy outcomes in both fertile and subfertile couples.
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Abstract

Background: With the global rise in chronic health conditions, health care is transforming, and patient empowerment is being emphasized to improve treatment outcomes and reduce health care costs. Patient-centered innovations are needed. We focused on patients with chronic myeloid leukemia (CML), a chronic disease with a generally good long-term prognosis because of the advent of tyrosine kinase inhibitors. However, both medication adherence by patients and guideline adherence by physicians are suboptimal, unnecessarily jeopardizing treatment outcomes.

Objective: The aim of this study was to develop a patient-centered innovation for patients with CML using a design thinking methodology.

Methods: The 5 phases of design thinking (ie, empathize, define, ideate, prototype, and test) were completed, and each phase started with the patient. Stakeholders and end users were identified and interviewed, and observations in the care system were made. Using tools in human-centered design, problems were defined and various prototypes of solutions were generated. These were evaluated by patients and stakeholders and then further refined.

Results: The patients desired (1) insights into their own disease; (2) insights into the symptoms experienced, both in terms of knowledge and comprehension; and (3) improvements in the organization of care delivery. A web-based platform, CMyLife, was developed and pilot-tested. It has multiple features, all targeting parts of the bigger solution, including a website with reliable information and a forum, a guideline app, personal medical records with logs of symptoms and laboratory results (including a molecular marker and linked to the guideline app), tailored feedback based on the patients’ symptoms and/or results, screen-to-screen consulting, delivery of medication, and the collection of blood samples at home.

Conclusions: The multifeatured innovation, CMyLife, was developed in a multidisciplinary way and with active patient participation. The aim of developing CMyLife was to give patients the tools to monitor their results, interpret these results, and act on them. With this tool, they are provided with the know-how to consider their results in relation to their personal care process. Whether CMyLife achieves its goal and the evaluation of the added value will be the focus of future studies. CML could become the first malignancy for which patients are able to monitor and manage their disease by themselves.
eHealth; chronic myeloid leukemia; patient participation; mobile apps

Introduction

Background

In 2002, the World Health Organization reported about expecting dramatic changes in global health because of the rising prevalence of chronic health conditions, underscoring the necessity for innovations in health care to effectively manage long-term health problems [1], which also requires a shift in the traditional roles of physicians and patients. The growing involvement of patients in their own care process and self-management needs to be stimulated [2] as this could improve the health outcomes of treatment and reduce health care costs [3]. Ideally, care for chronic illnesses should be patient-centered, resulting in an increased understanding and awareness of health, treatment options, symptoms, and behaviors [4,5]. This patient-centeredness should be of major focus when facilitating innovation in health care. In other sectors, involving the end user of a product in its development is a common practice, and different kinds of human-centered approaches are available [6]. One of these approaches is design thinking. Although a universal definition is missing, the solution-focused methodology is best described as “a discipline that uses the designer’s sensibility and methods to match people’s needs with what is technologically feasible and what a viable business strategy can convert into customer value and market opportunity” [7]. By engaging the end user from the beginning of the process, solutions are developed bottom-up instead of top-down [8]. Nowadays, design thinking is also gaining ground in the field of health care and health care education [9-13]. Design thinking and user-centered design are quite similar and start from the same standpoint—the user. The steps of both processes are quite comparable. However, design thinking emphasizes the ideation phase and focuses on finding solutions and has a specific set of tools.

Objective

This paper aimed to describe the development and pilot testing of a patient-centered innovation that can change the current model of health care. As starting with small and rapid prototyping is key, we started with changing care for a specific group of patients (ie, patients with chronic myeloid leukemia [CML]). This malignant disease results from a reciprocal translocation between chromosomes 9 and 22, generating an abnormal Philadelphia chromosome. The resulting BCR-ABL1 fusion gene encodes for a constitutively active tyrosine kinase, which is pivotal in the pathogenesis of CML and can be inhibited by tyrosine kinase inhibitors (TKIs). With the advent of TKIs, CML became a chronic disease rather than an often fatal one [14,15]. As with many chronic diseases, therapy compliance and guideline adherence are challenging. The paramount step in the monitoring of patients with CML is the quantification of BCR-ABL1 transcripts with a polymerase chain reaction on peripheral blood, which represents disease activity [16]. The recommendations for the monitoring of patients with CML are defined in international guidelines [16,17]. However, guideline adherence by physicians is often suboptimal [18-20], which is associated with a higher risk of progression to an advanced phase of the disease and death [21]. Another challenge in CML care comprises suboptimal adherence to TKIs by patients, which in part relates to the adverse events (AEs) caused by TKIs [18,21-24]. Common AEs are muscle aches and cramps, fatigue, gastrointestinal symptoms, and fluid retention, among others [25,26]. AEs are the main cause of intentional nonadherence. The adequate management of AEs is a necessity, as an adherence rate of ≤50% is clearly related to a lower probability of reaching important treatment goals [22]. Furthermore, physicians tend to underestimate the severity of AEs experienced by patients and overestimate the patients’ overall health status [27].

By transforming CML care into a patient-centered care model, the self-management of monitoring and intake of TKI can be stimulated, resulting in improved health outcomes and the involvement of patients in their own care process. Hence, CML is pre-eminently suited for developing an innovative patient-centered care model.

Methods

Overview of the Study Design

The design thinking methodology [28] was used for the development of the innovative patient-centered care model. It comprises the following 5 phases: empathize, define, ideate, prototype, and test. We started with the key element of every phase, ie, the end user, and in our case, the patient. Pilot evaluations of the developed innovation were performed by focus group interviews with patients. Design thinking is a dynamic process where phases can run parallel or in iterative circles based on new insights or feedback. Going back is possible at any moment during the process. Generally, it can be visualized in the shape of 2 diamonds: first diverge in empathizing, then converge and define a problem, then again diverge and converge, generating ideas for a solution and prototyping and testing the right solution, respectively. Figure 1 represents this process and is adapted from an illustration developed by Jasper Liu [29].
**Figure 1.** The double diamond model depicting the essentials of the design thinking process.

---

**Setting**

The project has been established by a collaboration among hematologists at 3 hospitals in the Netherlands, the Dutch hematological patient advocacy group, Hematon, and the Reshape and Innovation Center of Radboudumc. A multidisciplinary project team was formed to coordinate the process, comprising patients, health care professionals, designers, developers, and a communication specialist, thereby representing both the participating and the developing parties. The study was approved by the institutional review board of the Radboudumc.

**Phase 1: Empathize**

The understanding of the end users and their needs, desires, and challenges in everyday life is crucial and should be explored. To do so, we conducted in-depth interviews with patients and hematologists until data saturation was reached. The interviews were conducted by the user-centered designers of the project team. The patients were asked to participate during a national meeting of the patient association Hematon or were approached by their hematologists. The hematologists were approached via professional associations. Furthermore, field observations of different parts of the patient’s journey in the health care system were made. These observations took place in pharmacies, in waiting rooms, during blood sample collection, and at the outpatient clinics during consultations with the hematologists. A checklist was used to evaluate a certain set of items (eg, providing information on prescription medication, waiting time). Communication science students conducted the observations and were supervised by the project team. All information gathered in this phase was clustered into themes to identify connections. Furthermore, a stakeholder analysis was made, with the aid of stakeholder mapping, to identify all stakeholders.

**Phase 2: Define**

During this analyzing phase, all information gathered in the empathizing phase was translated into a problem statement: an expression of the problem we were aiming to address. The statement had to be human-centered, broad enough for creative freedom and narrow enough to make it manageable [30]. Therefore, tools such as affinity clustering, the 5 whys, frameworks, and creating a point of view were used [31-33]. The statement was defined by the project team in an iterative process until consensus was achieved.

**Phase 3: Ideate**

Here, the goal was to generate the broadest range of ideas for design as possible, preferably from different stakeholders’ perspectives. We started ideating with a selection of the project team comprising at least a designer, patient, developer, and health care professional. Subsequently, the ideas were shared and modified by the entire project team. By asking “how might we” questions, the information gathered in the previous phases was converted into requirements of the innovation. It was key to strive for as many ideas as possible to solve parts of the problems and not just for one idea to solve the whole problem. In this manner innovation concepts could be formed and tested on a small scale.

**Phase 4: Prototype**

We started with rapid prototyping by developing many low-resolution (quick to make and without much expenses) prototypes, eg, screenshots of possible apps and websites. These were tested early in the process and immediately refined after
feedback from the end users and stakeholders. Feedback was collected during the test sessions with small groups of end users. In addition, meetings were held with the project team, complemented by the representatives of different stakeholders. If additional information was found to be missing or new ideas came up, the previous phases were repeated.

Phase 5: Test

This phase ran partially parallel with the prototype phase where every feature from the mock-up to concept product was tested iteratively with the end users. Eventually, a pilot test was run on a small scale at the Radboudumc (the center where the project team was situated). A stepwise workflow was developed, containing the tasks and requirements that had to be fulfilled at each step and the person who had to fulfill these in the first 12 months. To create awareness of the innovation, a communication plan was developed for both patients and health care professionals. In the prototype phase, the prototypes were tested in small groups of mostly patients (4-6 patients). During the pilot test, focus groups were conducted with the help of a structured interview guide (Multimedia Appendices 1 and 2). They were conducted with groups of patients and hematologists. Participants were approached via the website of the innovation, Hematon, and professional associations. The first focus group comprised 4 patients and 1 patient’s caregiver (3 males and 2 females, aged 54-72 years). In the subsequent focus group, 7 patients participated. They were interviewed about the introduction to and awareness of the innovation, practical issues in utilizing it, layout, content, and the added value in one’s own life. Another focus group was conducted with 13 hematologists, following a CML-focused national working group. The topics were similar to those in the patients’ focus groups (see Multimedia Appendix 2 for the interview guide). Quantitative data on the usage of the innovation’s website and different mobile features were established at 12 and 16 months using Google Analytics and data from the third parties involved, respectively.

Results

Phase 1: Empathize

Overall, 8 patients (data saturation was reached) were interviewed to understand their experiences and explore their needs and desires. The mean age of these patients was 53 years (range 28-75), and 75% (6/8) were male. Each interview lasted between 60 and 90 min. The patients’ strongest wish was to be cured of the disease; however, 3 other wishes were mentioned almost unanimously. First, insights into their disease, with more knowledge and comprehension, were desired (for instance, “Am I doing well or not?” and “Where am I in my disease course?”). Second, they wished for better support in understanding and coping with the symptoms they experienced (eg, “I’m having a hard time summarizing all the symptoms of the past 3 months before consultation” and “How can I explain [to] my family and friends what the impact is on my daily life?”). Finally, they wished for improvements in the organization of care delivery. The journey to the hospital and different appointments (ie, hematologist, nurse specialist, blood sample collection, pharmacy) at different times and multiple locations were considered to be time-consuming, apart from the time spent in a waiting room.

A total of 14 hematologists (9 working at a university hospital and 5 at a nonuniversity hospital) were interviewed, and they mentioned the following desires: to empower the patient, better insight into the patient-reported experiences and outcomes, improvement of guideline adherence, and providing care only when medically needed or when desired by the patient.

In addition, 34 observations (data saturation was reached) in the outpatient clinic, during blood testing, or in the pharmacy were made to fully understand the patients’ journey. The observations were not connected to the patients interviewed and took place during different parts of the day. Lengthy waiting times were the biggest issue in almost all observations as well as receiving too little information regarding the prescription medication at the pharmacy. Altogether, the role of the patients was too small in their own care process, and adequate tools to take the lead were lacking.

The following stakeholders were identified: the patients as end users; health care professionals such as hematologists, general practitioners, and, to a lesser extent, pharmacists; molecular biologists; and health insurers.

Phase 2: Define

The objective of the innovation was defined as “to empower patients and facilitate them to take the lead in their own care process.” As CML cannot be cured, we could not meet the biggest desire of curing the disease. However, it has recently become clear that it is feasible for patients to achieve a durable remission of the disease after discontinuation of their treatment [34,35]. This is referred to as treatment-free remission (TFR) and is considered to represent an operational cure. TFR is having a stable, deep molecular response without any ongoing TKI treatment. Patients in chronic phase CML who have maintained a stable and deep molecular response (for at least two years) are considered for TKI discontinuation. In an international consensus statement of patient representatives and doctors, TFR was adopted as a desirable goal of CML therapy in the context of adequate medical and psychological support [36]. It was established that optimizing guideline adherence and therapy compliance are prerequisites for achieving this goal.

Phase 3: Ideate

On the basis of the Define phase, the innovation should provide reliable information and instruments for the patients to gain insights into their own disease course and educate them in the subsequent steps. In addition, the innovation had to support patients when experiencing symptoms, whether disease-related or TKI-related. To reduce logistic struggles such as waiting times and to achieve availability for every patient with CML, the multidisciplinary project team decided that the innovation had to transfer part of the current care from the hospital to the personal environment of the patient.

Owing to the variety in problems, a variety of solutions were proposed, for instance, electronic health (eHealth) technologies to enhance knowledge and comprehension of the disease, provide a way to report and log symptoms, facilitate contact...
among patients for both social support and sharing insights, improve the organization of care delivery, and eliminate unnecessary steps, and, in addition, a nurse specialist in both CML and electronic nursing, who can empower and educate patients with the aid of eHealth technologies. The multidisciplinary project team came up with a web-based innovation covering these different solutions to achieve the main goal of empowering the patient and making CML care more patient-centered by improving the quality of life, medication adherence, guideline adherence, treatment outcomes, and reducing organizational burdens of the care process.

**Phase 4: Prototype**

Low-profile prototypes varying in content and layout were made of various parts of the coordinating solution (eg, different graphs depicting BCR-ABL1 values to select the most insightful one; [Figure 2](#)). Eventually, the iterative testing of the prototypes with the patients’ focus groups resulted in the concept of a web-based platform called CMvLife, literally meaning *see my life* and referring to CML. The platform was extended by adding different features, with the patients deciding which features to use in their own care process. It comprised a public website containing reliable information on the disease; treatment (eg, AE profiles per TKI and TFR); other medical issues; the impact on social aspects, eg, sports and financial issues ([Figure 3](#)); and a patient-tailored part with additional features in a secure environment. These features have been described as follows.

**Figure 2.** Four examples of graphs depicting BCR-ABL1 values. Graphs B, C, and D have a colored area under the curve, in contrast to graph A. Furthermore, the percentages on the y-axis differ: graphs A, C, and D have percentages from 100 to ≤0.001, representing the number of BCR-ABL1 transcripts. Graph B has a positive approach with percentages from 9 to ≥99.999, representing the amount of healthy cells.
**Forum**
A forum was developed in a secured part of the platform, where patients could meet other patients and ask questions. It was monitored by 2 patient-experts and the community manager of the project team who can refer the questions to a hematologist, in case of medical questions.

**Patients Know Best**
Another feature is the Patients Know Best portal [37], where patients are in control of their personal medical record. They can grant access to the medical records to their health care professionals (including professionals other than hematologists) or choose to keep them private. For patients in the pilot hospital, a connection was made between the hospital’s eHealth record and the Patients Know Best portal. In this way, laboratory results are uploaded to the Patients Know Best automatically.

**MedApp**
We reached out to the developers of the mobile phone app, MedApp, aimed at helping patients managing their medications [38]. This resulted in a CMyLife module that is linked to a patient’s Patients Know Best portal in the app. In this module, patients can rate 10 frequent TKI-related symptoms daily on a 4-point Likert scale, resulting in a weekly or monthly overview. This can be used as a visual representation of the impact of CML on their daily life and can be shared with family and friends. If the patients share their Patients Know Best record with the hematologist, this can result in a more tailored consultation. Preparations are made to develop a feedback loop signaling the nurse specialist to contact the patient in case of grade 3 or 4 AEs.

**Disease Activity**
To provide insight into an individual’s disease course, graphs depicting the molecular marker measured to monitor disease activity (BCR-ABL1 transcript values) are uploaded in the Patients Know Best record, in collaboration with the local molecular laboratory (Figure 4).
Figure 4. Screenshot of the graph depicting BCR-ABL1 transcript values in a patient’s own Patients Know Best record in the CMyLife environment. When a dot is selected, it shows the results and its date.

**Guideline Application**

The above-mentioned graph (Figure 4) visualizing the molecular marker levels is linked to the guideline app. This app contains an easy to understand stepwise explanation of the Dutch CML guideline for patients with CML in chronic phase using a first-line TKI [39]. On the basis of their last molecular response and moment of testing, patients receive advise, for example:

*The response is optimal, you should continue with your medication.*

*The response is not optimal. This can be due to medication interactions, skipping medication or progression of disease. Ask your hematologist about it on your next appointment.*

In addition, reminders are sent when patients should be tested again. Expanding the functionalities to second-line treatment and CML in other phases is planned for the near future.

**Reducing Hospital Visits**

Furthermore, organizational issues were addressed by the following features, all aimed at minimizing hospital visits.

**Blood Samples**

In collaboration with the Thrombosis Service, a service monitoring anticoagulant therapy in the Netherlands, which draws blood samples at home or nearby for patients with thrombosis using oral anticoagulants, patients with CML can get their blood samples drawn at home.

**Pharmacy**

TKIs are delivered to the patient’s home by the pharmacy. In the MedApp’s CMyLife module, patients can request the pharmacy directly for a new delivery when they are almost out of TKIs. Hence, a 12-month valid prescription is supplied by the hematologist.

**Screen-to-Screen Consulting**

Finally, patients are offered a screen-to-screen consultation with their hematologists. Consultation rooms were provided with the right equipment, and health care professionals were trained. Face-to-face consultations with the hematologist were reduced to once a year unless additional face-to-face physical consultations at the hospital were considered desirable by the patient. Between these visits, patients were supported through screen-to-screen consultations and the other features described above.

**Security**

All data were secured, and data protection conformed to the national and European privacy regulations (General Data Protection Regulation). The features containing data from the hospital’s electronic health record (ie, laboratory results in their personal health record, website, and app) were secured with a password-protected log-in and subsequent token via an SMS text message for authentication. This is in accordance with the Dutch security guideline NEN7510. The forum is password protected.

Before the connection can be made between the hospital’s systems and CMyLife, a patient has to register for a personal health record. Subsequently, their identity is checked based on
name, date of birth, postal code, and citizen service number. The personal medical record is International Organization for Standardization/International Electrotechnical Commission 27001:2013 certified.

**Phase 5: Test**

**Focus Groups**

Patients had different experiences of how and when CMyLife was introduced to them. Some preferred an introduction by the patient association Hematon, others by the hematologist. With regard to the practical issues in its utilization, it turned out that patients had little experience with the platform at this time (“I did not even know it existed”). A few content-specific suggestions were made, such as a small piece of information helping patients explain CML and its impact to others. Screen-to-screen consultations and having blood samples drawn at home received a positive response:

> I really like the video-consulting, this way I am certain I don’t have to waste a half day every 3 months or so.

> My consultations with my doctor never last longer than 3 minutes. “Everything looks fine, great, bye and see you next time.” (...) What am I doing here. There are people who need the hematologist more than I do, especially when I’m doing well. I would prefer video-consulting, it saves time for the both of us.

> I receive a prescription from my doctor, go to the hospital pharmacy and a few days later I can pick up my TKIs, if I am lucky...And you always have to make a call on forehand to check if your order is ready. It is old-fashioned.

Insights into individual laboratory results was desirable when combined with an easy-to-understand version of the guidelines (“We do not want our care to be dependent of which doctor is treating you, it should be the same everywhere”). The responses to registering symptoms and medication intake were variable as everyone could not imagine this to be beneficial to their management:

> It involves extra steps and it can result in more work, though.

> I understand the advantage, a doctor can prepare the consultation.

Hematologists were a little more reluctant regarding CMyLife. They could imagine the added value in improving patient empowerment and transferring care outside the hospital. However, there were concerns regarding time investment, as time is a scarce resource in daily practice:

> I think it is very important to provide care at home and for a patient to take the lead. The problem is that as a doctor, I don’t want to have extra work, so it has to be very well facilitated.

> I think it can help improving adherence. Of course, patients only experience CML-related symptoms if it went wrong, if patients monitor their own results and see the numbers and decrease in log value, it could be stimulating to be really adherent to their medication.

All our patients search the internet for information. What you want as doctors is provision of trustworthy information, I think that is an important goal of such a CMyLife intervention.

I see potential; however, I also foresee many technical issues in connecting the CMyLife system to our hospital system.

Through a system like this, you can diminish a lot of routine follow-up visits every 3 months, in order to create more time for other things.

Another topic of concern was the growing development of (commercial) mobile interventions, all specified to just a specific disease and often focused on just one aspect of that disease:

An important barrier is the coordination with similar initiatives for other patients than CML patients. One universal solution is desirable. The strength of CMyLife is that it can be regarded as a blueprint that can be used for other diseases.

Patients have comorbidities, some patients see a hematologist, cardiologist and other doctors, it would be preferable if CMyLife was not a stand-alone application.

**User Statistics**

With regard to the user statistics of the CMyLife website, in the first year (December 2016-December 2017), CMyLife had 6334 unique visitors, with approximately 600 visitors per month for the last 6 months. Unique page views in the last 12 months were 36,300. Per session, 5.17 pages were visited on average, with the page containing the latest blogs and information on AEs having the most visits after the homepage and log-in page. A total of 338 users were registered, who were treated in 62 different hospitals. Per month, the forum was visited on an average of 150 times by 40 users. One-fifth of the visitors were new; 80% comprised returning visitors. A total of 677 users registered for the CMyLife module in MedApp, with 156 active users (ie, monthly use) in the last month.

**Running and Expanding the Pilot**

The publicly available website and online user forum were launched nationwide during Hematon’s information day on CML, on April 23, 2016. Gradually, we extended the other features for patients of the Radboudumc to test and refine CMyLife and prepare for further implementation. The workflow of the electronic consultations has been described hereafter. As the pilot was confined to patients of the Radboudumc, the additional features (ie, except the website and user forum) were separated from the public version of the tool.

Patients received a letter from their hematologist accompanied by a CMyLife information brochure. Extra time was scheduled for their next follow-up visit. This visit comprised 4 parts. First, the hematologist completed the routine follow-up and then explained the changing model of care. If desired, a 12-month valid prescription was written for TKIs to be delivered to the patient’s home. Second, an introduction with the nurse specialist...
took place, followed by an explanation of the functions and first half of the features of CMyLife (information source and Patients Know Best). Third, the patient visited a member of the project team who showed an explanatory video and installed and activated CMyLife and Patients Know Best (after an identification check). If necessary, instructions were provided by email and telephone. In total, 80 min were reserved for these 3 parts. Finally, the patient visited the pharmacy where the type of medication and the number of pills in possession of the patient were registered in CMyLife. After 3 months, the patient had a routine follow-up scheduled with the hematologist, who could discuss the symptoms reported in CMyLife and TKI adherence. Thereafter, the patient visited the nurse specialist who evaluated the experiences of using CMyLife and explained the second half of the features (ie, video consulting, having blood drawn at home, and scoring symptoms). Both visits lasted for 20 min each. After 6 months, the hematologist proposed the possibility of screen consulting for the next visit, followed by an explanatory visit, including instructions for video consulting with the nurse specialist.

Discussion

Principal Findings

Finally, with the aid of the design thinking methodology, the CMyLife innovation was developed, which is a web-based platform with multiple features such as a website with reliable information and a forum, a guideline app, personal medical records with logs of symptoms and laboratory results (including molecular markers connected to the guideline app), screen-to-screen consulting, and delivery of medication and collection of blood samples at home. Since the beginning of the pilot, 338 users were registered, and the website had 6334 unique visitors. However, it should be noted that CML is a rare disease, with approximately 160 new patients per year in the Netherlands.

Gaining insights into the course of one’s disease was most desired by patients. Hence, an easy-to-understand version of the Dutch CML guideline connected to personal laboratory results was developed, which provides patients with the tools to take the lead in their own care process, enhancing patient empowerment and guideline adherence. In daily practice, adherence to guidelines by physicians is often suboptimal [18-20,40,41], which is associated with lower medication adherence and inferior treatment outcomes, including an increased risk of progression to an advanced phase of the disease [19-21,24]. A second feature is the provision of trustworthy information on a variety of subjects related to CML care, based on patients’ feedback. Furthermore, by transferring the majority of care outside of the hospital, CML care is centralized digitally. This could be beneficial as adherence to guidelines was found to be the lowest in small centers treating just one or a few newly diagnosed patients with CML [42]. Even for patients who have achieved TFR and discontinued TKI treatment, CMyLife could be of added value. As approximately half of the patients remain in TFR after TKI discontinuation [43-45], optimal monitoring is important.

Another key feature of CMyLife is the personal health record that can be created and filled with patient-reported outcomes (PROs) such as TKI intake, health status, and AEs. In the literature, AEs are frequently reported and are even described as the main reason for skipping TKI doses intentionally [46-49]. These low adherence rates are a serious challenge in CML care [48,50,51], leading to decreased treatment responses and subsequently increased rates of resistance and progression [22,23,47,52]. Obviously, recognition of AEs by the physician is essential to relieve the symptoms or consider switching TKI to enhance adherence. However, physicians tend to rate symptom severity lower than patients and overestimate the adherence of their patients [27,53]. Patients reporting their own outcomes have improved control of symptoms, medication adherence, and patient satisfaction. Furthermore, PROs provide distinct prognostic information, exceeding clinical measurements [54-56].

Naturally, the utilization of human-centered design approaches and the development of mobile health technologies in health care are not new. There are numerous examples of mobile health technologies for patients and their caregivers for various diseases. Even interactive patient portals in breast and lung cancer care, developed with active patient participation, are described in the literature [57,58]. Laboratory result, PRO, and frequently asked question sections are common features of these portals. Other web-based interventions include a previsit communication tool for malignant lymphoma, an online community for adolescents and young adults with cancer, online communities for patients with breast cancer, and a web-based app supporting cancer survivors in self-management by monitoring PROs and acquiring feedback with a summary of personalized supportive care options [59-62]. As such, the individual web-based features of CMyLife are not unique; however, the combined features and the transfer of care from the hospital to the patient’s own environment are unique. CMyLife changes the current delivery of care and centralizes it digitally.

Laboratory results, PROs, electronic consulting, and information provision can be considered as generic components of innovative apps for all types of cancer and even for nonmalignant chronic diseases. It is key to the development of such innovations to start at the beginning, ie, with the patients, and tailor the innovation as a solution to the patients’ needs. CMyLife in its entirety incorporates a holistic approach, which could serve as an example for innovations for other malignancies.

CML, however, is distinguishable from other malignancies based on the nearly normal survival rates and, above all else, the availability of a molecular marker representing disease activity. Fortunately, survival is nowadays seldom the key issue for patients and the emphasis shifts to the management of AEs, decreasing the disease burden in daily life.

Limitations

Design thinking was an effective method to develop an innovation in a bottom-up approach. However, it is possible that a different product would have been developed if another user-centered method had been used. In addition, our study is limited by the possible bias in patients voluntarily participating.
in the development of the innovation. Patients willing to participate in the project could be a more active group, and their needs may not represent the needs of the overall population of patients with CML.

**Future Research**

The ability of CMyLife to achieve its goal as well as the added value of CMyLife and its features will be the focus of future studies. Pre- and posttest design studies were running at the time of writing this paper. CMyLife will be evaluated on objective criteria (ie, quality of life, cost-effectiveness, adherence rates, etc). In addition, the further development and fine-tuning of CMyLife remains to be a continuous process. During this process, qualitative studies with more focus groups and interviews will be performed.

Enhancing adherence could save health care costs. A Dutch report assessed the potential value of improving both patients’ adherence to TKIs and physicians’ adherence to guidelines [63]. For each yearly cohort of newly diagnosed patients with CML (160 patients) over a period of 25 years, a cost reduction of approximately US $3.1 million (€2.8 million) and US $1.3 million (€1.2 million) would be possible by improving the patients’ adherence and physicians’ adherence, respectively, to 100%. For the improvement of every 1% of adherence, cost reduction was established at US $118,460 (€106,560) and US $48,380 (€43,520) per yearly cohort over 25 years, respectively.

**Conclusions**

The main takeaway of this study is that we have developed a holistic intervention with the aid of active patient participation. We aimed to change the current model of care by using and continuously improving CMyLife. Patients are provided with an easy to understand guideline for the management of CML. In addition, they receive their own laboratory results, including the paramount BCR-ABL1 values, depicted in a simple yet understandable graph. With the aid of CMyLife, we give patients the tools to monitor their results, interpret these results, and act on them. They are provided with the know-how to consider their results in relation to their personal care process. Patients themselves monitor their treatment and know when it is time to check their values again. After all, physicians proved not to be the most adherent monitors [41]. Of course, the hematologist will not become completely redundant, monitoring is still required, although from a distance. An approximate comparison can be made with a chronic disease such as diabetes mellitus, where patients monitor their own glucose levels and therapy and have, eg, yearly contact with their health care professional. CML would be the first malignancy where patients are able to monitor and manage their disease by themselves.

Historically, CML has been a prototype malignant disease for innovations in medicine: it was the first human cancer in which the causative genetic abnormality was identified (the Philadelphia chromosome) and was the first disease for which a successful targeted anticancer therapy was developed (the TKI imatinib). Perhaps, CML can lead innovation in oncology once again and be the model of change in current health care by redesigning the model of care to be truly centered around the patient, with the patient in full control and ensuring the highest quality and best outcomes.
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Mapping Canadian Men’s Recent and Intended Health Behavior Changes Through the Don’t Change Much Electronic Health Program

Abstract

Background: Although evaluation studies confirm the strong potential of men’s electronic health (eHealth) programs, there have been calls to more fully understand acceptability, engagement, and behavior change to guide future work. Relatedly, mapping of behavior changes using health promotion theories including the transtheoretical model (or stages of change) has been recommended to build a translatable empirical base to advance design and evaluation considerations for men’s eHealth programs.

Objective: This study aimed to use a benchmark sample as a reference group to map the recent and intended health behavior changes in Canadian men who use the Don’t Change Much (DCM) eHealth program. The hypothesis being tested was that increased exposure to DCM would be positively associated with men’s recent and intended health behavior changes.

Methods: DCM users (n=863) were sampled for demographic data and self-reported recent and intended health behavior changes. Respondents also reported their usage (frequency and duration) for each of the 3 DCM components (web, newsletter, and social media) and were allocated to limited exposure (257/863, 29.8%), low exposure (431/863, 49.9%), and high exposure (175/863, 20.3%) subgroups. A benchmark sample (n=2000), comprising respondents who had not accessed DCM provided a reference group. Bivariate analysis of recent and intended health behavior changes and DCM exposure levels were used to compute the strength of association between the independent variables (exposure levels) and the 10 categorical dependent variables (recent and intended health behavior changes). Binary logistic regression models were computed for each of the 10 recent and intended health behavior changes. Linear regression was used to model the association between the number of recent and intended changes and the level of exposure to DCM.

Results: Compared with the benchmark reference group, DCM high-exposure respondents had significantly increased odds for 9 of the 10 health behavior changes, with the largest effect size observed for Changed diet or Improved eating habits (odds ratio [OR] 5.628, 95% CI 3.932-8.055). High-exposure respondents also had significantly increased odds for 9 intended health changes, with the largest effect sizes observed for Reduce stress level (OR 4.282, 95% CI 3.086-5.941). Moderate effect size (goodness of fit) was observed for increased total number of recent (F_{12,2850}=25.52; P<.001; adjusted R^2=.093) and intended health behavior changes (F_{12,2850}=36.30; P<.001; adjusted R^2=.129) among high-exposure respondents.
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Conclusions: DCM respondents contrasted the predominately precontemplative benchmark sample mapping across the contemplative, preparation, and action stages of the transtheoretical health behavior change model. Almost 10% of variation in the recent and 13% of variation in the intended health behavior changes can be explained by DCM exposure and demographic factors, indicating the acceptability of this men’s eHealth resource.
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Introduction
The case for men’s health is often articulated through sex differences research wherein lower life expectancy in men (compared with that of women) is connected to their overall poor self-health practices, including estrangement from professional in person health care services [1,2]. The major mortality causes accounting for men’s reduced life expectancy include cardiovascular disease, suicide, motor vehicle accidents, liver failure (most often due to alcohol overuse), and infectious diseases (most often HIV) [3]. These (and many other) mortality causes and contributors to morbidities are seemingly amenable to prevention-based interventions, and by virtue of that, tailored health promotion programs have surfaced to garner men’s health behavior changes [4-6]. The platforms and mechanisms for promoting men’s health, although diverse, have grown exponentially in the electronic health (eHealth) sector over the last two decades [7,8]. That said, empirical insights to the acceptability, engagement levels, and behavior changes reaped through these well-intended men’s eHealth programs, while promising, are emergent and drawn from diverse study designs [7,9]. The aim of this study was to use a benchmark sample as a reference group to map the recent and intended health behavior changes in Canadian men who use the Don’t Change Much (DCM) eHealth program [10]. The hypothesis being tested was that increased DCM exposure levels would be positively associated with men’s recent and intended health behavior changes.

Men’s lifestyles have attracted health promotion research describing specific risk factors and a range of potential remedies. In terms of risk, unhealthy diets, alcohol overuse, smoking, and sedentary lifestyles have featured as issues warranting tailored behavior change interventions [11]. There is also diversity in the predisposition to the aforementioned behavior risks whereby inequities within social determinants of health (ie, income, employment, education) result in disadvantage to some male subgroups both in terms of their knowledge levels and access to health care services [12,13]. Within this context, men’s health risks and the potential for behavior change emerge as somewhat relative, deeply reliant on resources being freely available and easily accessible. By lessening structural barriers and mobilizing men’s strength-based efforts for optimizing their health, important behavior changes can occur for men [13]. In this regard, men’s eHealth resources have great potential to improve access and meet many health promotion needs for men.

Men’s eHealth programs have grown significantly to deliver diverse information and services across ever expansive platforms (ie, web, social media, and email). The wide variety of men’s eHealth programs include interventions tailored to address weight loss [14], smoking cessation [15], prenatal health education [16], fathering [17], depression management [7,18], sexual health [19-24], and prostate cancer [25]. Although there are claims that eHealth resources can engage diverse subgroups of men, satiating their preferences for anonymity and self-directed health help-seeking, two significant issues prevail. The first relates to the varied conceptualizations and approaches to evaluating needs analyses (acceptability) and end-user engagement, as well as the lack of conclusive empirical evidence regarding associations between men’s eHealth programs and behavior change. For example, needs analysis of men transitioning to fatherhood by Da Costa et al [17] confirmed substantial interest among new and expectant fathers for using internet-delivered strategies to promote their mental health and prepare for parenthood. Within this and similar needs analyses work, the insights drawn from potential end users have affirmed the acceptability of men’s eHealth programs in specific contexts and informed tailored content and targeted delivery of the interventions. Evaluations of newly launched and established eHealth programs have tended to focus on men’s engagement or linkages to behavior change [16,22]. Examples include a single-group, repeated measures design evaluating the applicability of Man Central (a web and mobile phone intervention for men with depression), which showed significant improvements in depression symptoms, depression risk, externalizing symptoms, and work and social functioning among end users [7]. Pre-post eHealth evaluation studies reported significant improvements in depressive symptoms among a community sample of overweight and obese men with depression [14], whereas Bottorff et al [15] highlighted tobacco reduction and/or cessation for 66% (43) of men who used the QuitNowMen resource. Klein et al’s [24] quasi-experimental, 2-arm study evaluated Real Talk (an eHealth harm reduction intervention targeting black men who have sex with men) reported end user’s HIV knowledge gains (although there were no significant differences between Real Talk and the control participant’s actual condom use or other risk reduction strategies). Although the aforementioned and many other men’s eHealth evaluation studies have been limited by small samples, attrition, and/or a lack of control groups, the results are encouraging [25,26]. In sum, acceptability and evaluation studies confirm the strong potential of men’s eHealth programs amid calls for more evidence to efficiently guide future work and confidently claim sustained health behavior change effects.

The second issue relates to incorporating theory to map men’s health behavior changes and their relationships to tailored eHealth programs. Simoni et al [26] argued the need for health promotion theory in men’s eHealth to build a translatable...
empirical base and advance the design and evaluation of gender-sensitized interventions. Among many health promotion theories, the transtheoretical (or stages of change) model [27,28] has guided eHealth program designs and helped contextualize barriers and facilitators to men’s health behavior changes in a range of contexts [29-31]. Comprising precontemplative, contemplative, preparation, action, and maintenance, these interconnected and recursive stages of change characterize the transtheoretical model, underpinned by processes reliant on men’s access, self-efficacy and recognition of, and commitment to the benefits of sustained modifications. Program design, acceptability, engagement, and behavior change evaluations of men’s eHealth resources can, and many argue should, interface with the transtheoretical model (or similar) to map men’s progress and adjust intervention content and/or delivery accordingly [29-31]. In line with this recommendation, and reflecting our commitment to fully integrating the transtheoretical model, this study adds to methodological approaches by using a benchmark sample as a reference group to map men’s eHealth engagement and behavior change, in making recommendations for DCM, and, more broadly, the burgeoning field of men’s eHealth.

Methods

Overview

Following university ethics approvals, demographic and self-reported recent and intended health behavior change data were collected via survey questionnaires from two Canadian male cohorts: (1) benchmark (reference group), comprising respondents who had not accessed DCM, and (2) DCM users. Data collection details and cross-sectional findings from the benchmark sample have been reported elsewhere [6,32]. Briefly, the 5083 respondents recruited via web-based panel provider to complete a Canadian men’s health survey were reduced to 2000, stratified by age and location to be close to the most recent Canadian census data. The 15-min web benchmark survey was administered from April 20, 2017, to April 28, 2017.

The second cohort comprised DCM users recruited via the DCM website and email newsletter recipient list, and these respondents were incentivized with the option to enter a prize draw to win Can $500 (US $377.60) cash. By way of background, the DCM eHealth program was purpose-built in 2014 by the Canadian Men’s Health Foundation, a national nonprofit organization, with the goal of inspiring men and their families to lead healthier lives. Reliable information and easily accessible tips are developed based on focus group interviews with Canadian men and reviews of the men’s health literature, and by drawing from the expertise of global thought leaders. The DCM information shared through testimonials, text, video, and audio is brief, often times humorous, and always easy to access with a focus on practical strategies to improve diet, exercise, sleep, and stress management as well as reduce alcohol use and/or smoking. A range of strategies are offered in point form recognizing that end users are diverse in their contexts, needs, and alignments to the transtheoretical stages of change (ie, precontemplative, contemplative, preparation, action, and maintenance). In addition to providing a framework for evaluating DCM, the program content was developed drawing on the transtheoretical model. Specifically, DCM’s strength-based approach and wide-reaching materials were purpose-built to engage men at diverse levels of readiness to change and progress points. In essence, the interconnected stages characterizing the transtheoretical model guided the DCM content design to work with men at whatever point they were at, to advance their self-health.

The DCM demographic and survey questionnaire data were collected between January 1, 2018, and March 31, 2018; the data collection tools were identical to those of the benchmark survey but also included questions about the respondent’s usage (duration and frequency) of the three DCM components (web, newsletter, and social media). Of the 1743 respondents who went to the DCM survey introduction page, 94.8% (1653) opted in. This sample was reduced to 1034 Canadian male DCM users by removing incomplete surveys (n=459), female respondents (n=90), speeding and/or straight lining responses (n=60), respondents from outside of Canada (n=7), and those under the age of 19 years (n=3). Some demographics were asked at the end of the survey (education, household income, and ethnicity), making it impossible to accurately evaluate and report the demographic characteristics for the 459 incomplete surveys. Speeding was assigned to respondents who completed the survey in 5 min or less (less than one-third of the median completion time), and straight lining comprised respondents inputting the same numerical response to all Likert items on 2 or more consecutive survey pages. The final sample of 863 DCM users was obtained through listwise removal of an additional 171 respondents who answered not sure to questions regarding their use (duration and frequency) of the 3 DCM components, as a numerical code could not be assigned to classify those respondents’ DCM exposure level.

Measures

Demographic data, including age, employment, living arrangements (lives alone; children younger than 19 years living at home), education, visible minority, sexual orientation, and household income (before taxes) were collected. Visible minority is the terminology used by Statistics Canada, and based on that classification system, we used the term in our postcoding. In addition to being a Canadian resident, respondents were asked: Do you belong to any distinct ethnic or cultural group? with response options: Yes (please specify) or No (Prefer not to say). Responses from those who answered Yes (please specify) were postcoded using Statistics Canada 2016 Census definitions. Regards sexual orientation, respondents were asked the following: Do you consider yourself to be: Select one: Heterosexual or straight, Gay or lesbian, Bisexual, Not sure or questioning, or Other (please specify). Responses were coded as a dichotomous variable (0=heterosexual or straight, 1=other).

Respondents in both cohorts were also asked about the recent and intended changes to improve their health. The first question asked, In the past 12-months, have you made any changes that would improve your health? inviting respondents to select all that applied from the following 10 items: (1) changed diet or improved eating habits, (2) made an effort to sit less and walk more, (3) increased exercise, sports or physical activity, (4) I haven’t made any changes, (5) drink less alcohol, (6) had a
routine check-up or visit to doctor, (7) improved consistent sleep quality, (8) lost weight, (9) reduced stress level, and (10) quit or reduced smoking. Intended changes were collected through soliciting responses to the same 10 options, with the stem question, *In the next month (30-days), do you intend to make any changes that would improve your health? Select all that apply.*

The 863 DCM respondents had access to three DCM eHealth components: (1) the website, (2) email newsletter, and (3) social media accounts (Facebook, Instagram, and Twitter). Respondents checked yes, no or not sure options for each of the three DCM components in answering the question, *Have you ever used, or subscribed to, any of the following DCM resources?* Respondents who checked Not sure responses were excluded. No responses were allocated a zero value and assigned to the limited exposure subgroup. Yes responses were used to subsequently populate DCM items (website, newsletter, and social media) in asking 2 additional questions to score each respondent’s DCM usage (duration and frequency) and calculating exposure levels [33]. The work of Quinn and Chaudoir [33] guided the assignment of numerical codes to participant’s single-item frequency and duration responses for the DCM components that they had used.

1. *When did you FIRST use, or subscribe to, the following resources?* Response options: never before, in the past month, 1-6 months ago, 7-12 months ago, 13-24 months ago, more than 2 years ago, and not sure. Participants checked the duration level based on their first use for the DCM resources. The categorical measure was converted to a continuous measure representing the duration as follows: never before = 0.0, in the past month = 0.5, 1-6 months ago = 3.5, 7-12 months ago = 9.5, 13-24 months ago = 18.5, more than 2 years ago = 24.0, and not sure (excluded).

2. *How often do you use or access the following resources?* Response options were as follows: several times a day, once a day, several times a week, once a week, several times a month, once a month, several times a year, once a year, less often, do not use, and not sure. To calculate frequency, the checked categorical measure was converted into a continuous measure: several times a day = 1095, once a day = 365, several times a week = 156, once a week = 52, several times a month = 36, once a month = 12, several times a year = 3, once a year = 1, less often = 0.5, do not use = 0, and not sure (excluded).

DCM user classifications were based on the sum of the product of duration and frequency for each of the three DCM components, to calculate respondent exposure scores. Duration responses were converted to numerical scores that represented the number of months since accessing DCM. Frequency responses were converted to numerical scores proportional to the number of times each DCM component was used. To illustrate, respondents who completed the survey questionnaire but indicated a duration of *Never before* and a frequency of *Do not use* for all three DCM components received a summed score of 0 and were classified to the limited-exposure group (257/863, 29.8%). A user who engaged one DCM resource for a duration of *In the past month* (0.5) at a frequency of *Less often* (0.5) received a total summed score of 0.25 and was classified to the low-exposure subgroup (431/863, 49.9%; range 0.25-680). A respondent who used two DCM programs, both for a duration of 7-12 months ago (9.5) at a frequency of *Several times a month* (36), received a total summed score of 684 and was classified as high exposure (175/863, 20.3%; range 684-9048). Through these classifications, three DCM user subgroups, limited, low, and high exposure, were delineated.

**Data Analysis**

Bivariate analyses were conducted to assess the magnitude of differences in demographic factors between benchmark respondents and DCM users. The chi-square test was used to assess whether there was an association between the two categorical variables. Cohen $d$ was used to calculate effect size. When the means of three or more independent groups were compared, Cohen $d$ was obtained by computing partial eta-squared (another type of effect size) and then converting partial eta-squared to Cohen $d$ using formulae in the study by Cohen [34]. Cramer’s $V$ was used to calculate an effect size for the strength of association between the two categorical variables, with values ranging from 0 to 1 (inclusive) [35].

Regression analysis included logistic regression to model the association between the dependent variables recent and intended health behavior changes, and independent variable, level of exposure to DCM. R-squared values were used to measure the proportion of variance in a dependent variable that can be explained by the independent variable in the regression models [34]. For models analyzing recent changes, the dependent variable was whether the user made the specified behavior change (eg, *Increased exercise, sports or physical activity*) in the past 12 months or not. Similarly, for models analyzing intended changes, the dependent variable was whether the user intended to make the specified behavior change (eg, *Change diet or improve eating habits*) in the next month (30 days) or not. Linear regression was used to model the association between the number of recent and intended changes and the level of exposure to DCM. In total, two linear regression models were computed, with the first model having the number of recent changes as the dependent variable, and the second model having the number of intended changes as the dependent variable. The DCM users were classified into 1 of 3 categories, limited, low, or high exposure. Benchmark respondents, classified as no exposure, were the reference group. All logistic and linear regression models controlled for the following covariates: age, employment, living arrangements (lives with partner; children younger than 19 years living at home), education, visible minority, sexual orientation, and household income (before taxes). Odds ratios are effect sizes and were used to indicate the strength of association between predictor variables and dichotomous outcome variables [36]. Variance inflation factors (VIFs) were computed as a collinearity diagnostic check.

**Results**

Benchmark respondents had not used DCM and served as a reference group to assess the effect of DCM program exposures on recent and intended health behavior changes. Assessment of the magnitude of differences in demographic factors between
benchmark respondents and DCM users revealed small to negligible effect sizes for the 8 demographic factors (see Table 1). Most respondents in both cohorts reported being employed, living with a partner, not living with children younger than 19 years, not having graduated from university, and identifying as heterosexual. There were no statistically significant differences in age between the two cohorts. Compared with benchmark respondents, a higher proportion of DCM users reported having a household income of Can $120,000 (US $92,307.69) or more, although household income and the two cohorts were weakly associated as a whole.

For the DCM group, all recent health behavior changes had significant associations with increased levels of exposure to DCM. Moderate effect sizes were observed in Changed diet or improved eating habits ($\chi^2=210; P<.001; \text{Cramer’s } V=0.271$) and Made an effort to sit less and walk more ($\chi^2=167; P<.001; \text{Cramer’s } V=0.242$). All intended health behavior changes had significant associations with increased DCM exposure. Moderate effect sizes were observed for the following seven intended health behavior changes: (1) Improve consistent sleep quality ($\chi^2=207; P<.001; \text{Cramer’s } V=0.269$), (2) Changed diet or improved eating habits ($\chi^2=181; P<.001; \text{Cramer’s } V=0.252$), (3) Increase exercise, sports or physical activity ($\chi^2=169; P<.001; \text{Cramer’s } V=0.243$), (4) Make an effort to sit less and walk more ($\chi^2=168; P<.001; \text{Cramer’s } V=0.242$), (5) I don’t intend to make any changes ($\chi^2=148; P<.001; \text{Cramer’s } V=0.227$), (6) Reduce stress levels ($\chi^2=129; P<.001; \text{Cramer’s } V=0.212$), and (7) Lose weight ($\chi^2=119; P<.001; \text{Cramer’s } V=0.205$). There was a significant association between the total number of recent health changes and increased DCM exposure levels (ranging no exposure 2.39 to 4.23 high exposure), with a large effect size observed ($P<.001; d=0.818$). There was a significant association between the total number of intended health changes and increased DCM exposure levels (ranging no exposure 2.09 to 3.92 high exposure), with a very large effect size observed ($P<.001; d=1.018$). Following Bonferroni-adjusted Dunn pairwise tests, with the no-exposure benchmark cohort, all recent and intended changes in the limited-, low-, and high-exposure DCM subgroups were statistically significant ($P<.001$). Recent changes were also statistically significant for DCM limited- and high-exposure subgroups ($P<.001$), as well as for the DCM low- and high-exposure subgroups ($P=.01$).
Table 1. Benchmark versus Don’t Change Much users’ sample profile.

<table>
<thead>
<tr>
<th>Demographics and baseline characteristics</th>
<th>Benchmark (n=2000)</th>
<th>DCM&lt;sup&gt;a&lt;/sup&gt; users (n=863)</th>
<th>Chi square (df)</th>
<th>P value</th>
<th>Cramer’s V</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age, mean (SD)</td>
<td>46.99 (15.67)</td>
<td>47.34 (11.96)</td>
<td>−0.646&lt;sup&gt;b&lt;/sup&gt;</td>
<td>.52</td>
<td>.024&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td>Employed, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>1307 (65.4)</td>
<td>680 (78.8)</td>
<td>51.319 (1)</td>
<td>&lt;.001</td>
<td>0.134</td>
</tr>
<tr>
<td>No</td>
<td>693 (34.6)</td>
<td>183 (21.2)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Partner living with respondent, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>1210 (60.5)</td>
<td>594 (68.8)</td>
<td>17.947 (1)</td>
<td>&lt;.001</td>
<td>0.079</td>
</tr>
<tr>
<td>No</td>
<td>790 (39.5)</td>
<td>269 (31.2)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Children &lt;19 years living with respondent, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>441 (22.0)</td>
<td>330 (38.2)</td>
<td>80.292 (1)</td>
<td>&lt;.001</td>
<td>0.167</td>
</tr>
<tr>
<td>No</td>
<td>1559 (78.0)</td>
<td>533 (61.8)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Highest level of education, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Graduated university</td>
<td>823 (41.2)</td>
<td>408 (47.3)</td>
<td>9.234 (1)</td>
<td>.002</td>
<td>0.057</td>
</tr>
<tr>
<td>Other</td>
<td>1177 (58.8)</td>
<td>455 (52.7)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Visible minority, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>218 (10.9)</td>
<td>98 (11.4)</td>
<td>.128 (1)</td>
<td>.72</td>
<td>0.007</td>
</tr>
<tr>
<td>No</td>
<td>1782 (89.1)</td>
<td>765 (88.6)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sexual orientation, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Heterosexual</td>
<td>1805 (90.2)</td>
<td>751 (87.0)</td>
<td>6.562 (1)</td>
<td>.01</td>
<td>0.048</td>
</tr>
<tr>
<td>Gay, bisexual, questioning, other</td>
<td>195 (9.8)</td>
<td>112 (13.0)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Household income, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Can $59,999 or less (US $46,153.07 or less)</td>
<td>747 (37.4)</td>
<td>238 (27.6)</td>
<td>31.505 (2)</td>
<td>&lt;.001</td>
<td>0.105</td>
</tr>
<tr>
<td>Can $60,000 to $119,999 (US $46,153.86–92,306.92)</td>
<td>855 (42.8)</td>
<td>392 (45.4)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Can $120,000 or more (US $92,307.69 or more)</td>
<td>398 (19.9)</td>
<td>233 (27.0)</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<sup>a</sup>DCM: Don’t Change Much.

<sup>b</sup>As a ratio variable, the test performed was a t test for this characteristic.

<sup>c</sup>As a ratio variable, the test performed was a Cohen d for this characteristic.

<sup>d</sup>N/A: not applicable.

Compared with the benchmark no-exposure respondents, high-exposure respondents had significantly increased odds for all recent health behavior changes except *Quit or reduced smoking* (OR 0.820, 95% CI 0.461-1.458) and significantly decreased odds for *I haven’t made any changes* (OR 0.140, 95% CI 0.065-0.301) while holding other predictor variables constant. Moderate effect sizes were observed for *Changed diet or improved eating habits* (OR 5.628, 95% CI 3.932-8.055), *Increased exercise, sports or physical activity* (OR 3.439, 95% CI 2.444-4.839), and *I haven’t made any changes* (OR 0.140, 95% CI 0.065-0.301) [36]. Of the controlled predictor variables, age, employment, lives with children, education, and income were statistically significant with small effect sizes for some of the recent health behavior changes (see Table 2; full table in Multimedia Appendix 1).
Table 2. Logistic regressions between statistically significant demographics and recent health changes (separate multiple logistic regressions were conducted for each outcome variable with all predictor variables entered on the same step).

<table>
<thead>
<tr>
<th>Dependent variables (recent health change)</th>
<th>Predictor variables, odds ratio (95% CI)</th>
<th>Age (years)</th>
<th>Employment</th>
<th>Education</th>
<th>Household income (ref=Can $60,000-$119,999; US $46,153.86–$92,306.92)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Don’t Change Much level of exposure (ref=benchmark no exposure)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Limited exposure</td>
<td>2.008 (1.541-2.616)&lt;sup&gt;a&lt;/sup&gt;</td>
<td>3.228 (2.588-4.027)&lt;sup&gt;a&lt;/sup&gt;</td>
<td>5.628 (3.932-8.055)&lt;sup&gt;a&lt;/sup&gt;</td>
<td>1.009 (1.002-1.015)&lt;sup&gt;b&lt;/sup&gt;</td>
<td>1.136 (0.933-1.382)</td>
</tr>
<tr>
<td>Low exposure</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>High exposure</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Made an effort to sit less and walk more</td>
<td>1.892 (1.442-2.481)&lt;sup&gt;a&lt;/sup&gt;</td>
<td>3.079 (2.472-3.835)&lt;sup&gt;a&lt;/sup&gt;</td>
<td>3.39 (2.457-4.678)&lt;sup&gt;a&lt;/sup&gt;</td>
<td>1.018 (1.012-1.025)&lt;sup&gt;a&lt;/sup&gt;</td>
<td>1.109 (0.902-1.363)</td>
</tr>
<tr>
<td>Increased exercise, sports or physical activity</td>
<td>1.822 (1.398-2.375)&lt;sup&gt;f&lt;/sup&gt;</td>
<td>2.064 (1.661-2.564)&lt;sup&gt;f&lt;/sup&gt;</td>
<td>3.439 (2.444-4.839)&lt;sup&gt;f&lt;/sup&gt;</td>
<td>0.992 (0.986-0.999)&lt;sup&gt;a&lt;/sup&gt;</td>
<td>0.898 (0.743-1.086)</td>
</tr>
<tr>
<td>I have not made any changes</td>
<td>0.39 (0.256-0.595)&lt;sup&gt;f&lt;/sup&gt;</td>
<td>0.23 (0.154-0.344)&lt;sup&gt;f&lt;/sup&gt;</td>
<td>0.14 (0.065-0.301)&lt;sup&gt;f&lt;/sup&gt;</td>
<td>0.994 (0.986-1.002)</td>
<td>1.142 (0.893-1.461)</td>
</tr>
<tr>
<td>Drank less alcohol</td>
<td>1.486 (1.108-1.994)&lt;sup&gt;b&lt;/sup&gt;</td>
<td>1.822 (1.439-2.306)&lt;sup&gt;f&lt;/sup&gt;</td>
<td>3.287 (2.375-4.549)&lt;sup&gt;f&lt;/sup&gt;</td>
<td>0.993 (0.986-1)</td>
<td>0.95 (0.765-1.179)</td>
</tr>
<tr>
<td>Had a routine check-up or visit to doctor</td>
<td>1.855 (1.399-2.46)&lt;sup&gt;f&lt;/sup&gt;</td>
<td>2.129 (1.693-2.677)&lt;sup&gt;f&lt;/sup&gt;</td>
<td>2.082 (1.497-2.896)&lt;sup&gt;f&lt;/sup&gt;</td>
<td>1.049 (1.041-1.056)&lt;sup&gt;c&lt;/sup&gt;</td>
<td>0.572 (0.466-0.703)&lt;sup&gt;f&lt;/sup&gt;</td>
</tr>
<tr>
<td>Improved consistent sleep quality</td>
<td>1.383 (1.014-1.885)&lt;sup&gt;a&lt;/sup&gt;</td>
<td>1.781 (1.397-2.27)&lt;sup&gt;c&lt;/sup&gt;</td>
<td>2.376 (1.696-3.329)&lt;sup&gt;f&lt;/sup&gt;</td>
<td>1.001 (0.993-1.008)</td>
<td>1.014 (0.807-1.275)</td>
</tr>
<tr>
<td>Lost weight</td>
<td>1.255 (0.949-1.66)</td>
<td>1.602 (1.284-2.001)&lt;sup&gt;f&lt;/sup&gt;</td>
<td>2.186 (1.59-3.005)&lt;sup&gt;f&lt;/sup&gt;</td>
<td>1.002 (0.995-1.008)</td>
<td>1.106 (0.902-1.356)</td>
</tr>
<tr>
<td>Reduced stress level</td>
<td>1.035 (0.758-1.415)</td>
<td>1.651 (1.305-2.089)&lt;sup&gt;c&lt;/sup&gt;</td>
<td>1.945 (1.393-2.716)&lt;sup&gt;f&lt;/sup&gt;</td>
<td>1.003 (0.996-1.01)</td>
<td>1.003 (0.996-1.01)</td>
</tr>
<tr>
<td>Quit or reduced amount smoked</td>
<td>1.652 (1.162-2.347)&lt;sup&gt;b&lt;/sup&gt;</td>
<td>0.944 (0.66-1.35)</td>
<td>0.82 (0.461-1.458)</td>
<td>0.988 (0.979-0.997)&lt;sup&gt;b&lt;/sup&gt;</td>
<td>1.369 (1.025-1.827)&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
</tbody>
</table>

<sup>a</sup>P<.05.
<sup>b</sup>P<.01.
<sup>c</sup>P<.001.

Compared with the no-exposure respondents, high-exposure respondents had significantly increased odds for all intended health changes except Quit or reduce amount smoked (OR 1.043, 95% CI 0.559-1.946), while holding other predictor variables constant. Moderate effect sizes were observed for Reduced stress level (OR 4.282, 95% CI 3.086-5.941), Improve consistent sleep quality (OR 4.019, 95% CI 2.911-4.547), Increase exercise, sports or physical activity (OR 3.649, 95% CI 2.565-5.191), and I don’t intend to make any changes (OR 0.162, 95% CI 0.882-0.321; see Table 3; full table in Multimedia Appendix 2).

A linear regression was then conducted. Compared with the no-exposure respondents, high-exposure respondents had significantly increased total number of recent and intended health changes, while holding other predictor variables constant. Moderate effect size (goodness of fit) was observed for both total number of recent health behavior changes (F<sub>12.285</sub>=25.52; P<.001; adjusted R<sup>2</sup>=.093) and intended health behavior changes (F<sub>12.285</sub>=36.30; P<.001; adjusted R<sup>2</sup>=.129). The VIF criterion was within the acceptable range, and there was no indication of multicollinearity.
Table 3. Logistic regressions between statistically significant demographics and intended health changes (separate multiple logistic regressions were conducted for each outcome variable with all predictor variables entered on the same step).

<table>
<thead>
<tr>
<th>Dependent variables (intended health change)</th>
<th>Predictor variables, odds ratio (95% CI)</th>
<th>Age (years)</th>
<th>Employment</th>
<th>Education</th>
<th>Visible minority</th>
<th>Household income (ref=Can $60,000-$119,999; US $46,153.86-$92,306.92)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Don’t Change Much usage (ref=benchmark no exposure)</td>
<td>Limited exposure</td>
<td>Low exposure</td>
<td>High exposure</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Improve consistent sleep quality</td>
<td>3.018 (2.3-3.959)</td>
<td>0.992</td>
<td>1.003 (0.81-1.242)</td>
<td>0.84 (0.703-1.004)</td>
<td>0.961</td>
<td>0.919 (0.781-1.182)</td>
</tr>
<tr>
<td>Change diet or improve eating habits</td>
<td>3.671 (2.805-4.805)</td>
<td>0.992</td>
<td>0.826 (0.696-0.98)</td>
<td>0.966 (0.866-1.09)</td>
<td>1.261</td>
<td>0.866 (0.709-1.058)</td>
</tr>
<tr>
<td>Increase exercise, sports or physical activity</td>
<td>2.707 (2.048-3.597)</td>
<td>0.994</td>
<td>0.928 (0.79-1.09)</td>
<td>1.295</td>
<td>1.037</td>
<td>1.011 (0.894-1.249)</td>
</tr>
<tr>
<td>Make an effort to sit less and walk more</td>
<td>2.837 (2.168-3.713)</td>
<td>1.013</td>
<td>0.748 (0.61-0.918)</td>
<td>0.816</td>
<td>0.858</td>
<td>0.973 (0.796-1.189)</td>
</tr>
<tr>
<td>I don’t intend to make any changes</td>
<td>0.223 (0.135-0.369)</td>
<td>1.005</td>
<td>0.943 (0.743-1.195)</td>
<td>1.132</td>
<td>0.889</td>
<td>1.063 (0.839-1.347)</td>
</tr>
<tr>
<td>Reduce stress level</td>
<td>2.401 (1.803-3.197)</td>
<td>0.983</td>
<td>1.176 (0.934-1.482)</td>
<td>0.906</td>
<td>1.046</td>
<td>0.987 (0.792-1.231)</td>
</tr>
<tr>
<td>Lose weight</td>
<td>2.641 (2.016-3.458)</td>
<td>1.005</td>
<td>1.057 (0.872-1.282)</td>
<td>0.8 (0.68-0.93)</td>
<td>0.867</td>
<td>0.904 (0.75-1.109)</td>
</tr>
<tr>
<td>Have a routine check-up or visit to doctor</td>
<td>2.19 (1.624-2.953)</td>
<td>1.021</td>
<td>0.899 (0.71-1.139)</td>
<td>0.895</td>
<td>1.238</td>
<td>1.059 (0.84-1.328)</td>
</tr>
<tr>
<td>Drink less alcohol</td>
<td>1.677 (1.204-2.336)</td>
<td>1.095</td>
<td>1.01 (0.782-1.304)</td>
<td>0.61 (0.491-0.757)</td>
<td>1.228</td>
<td>0.731 (0.569-0.941)</td>
</tr>
<tr>
<td>Quit or reduce smoking</td>
<td>1.415 (0.932-2.148)</td>
<td>0.977</td>
<td>1.241 (0.896-1.72)</td>
<td>0.446</td>
<td>0.664</td>
<td>1.236 (0.909-1.68)</td>
</tr>
</tbody>
</table>

\( ^{a} P<.001. \quad ^{b} P<.05. \quad ^{c} P<.01. \)

**Discussion**

**Principal Findings and Comparison With Previous Work**

This study’s findings confirm the potential of men’s eHealth programs as previously described in a range of contexts and diverse studies [7,14-25]. Adding to the literature focused on understanding men’s eHealth acceptability, engagement, and behavior change, this study contributes some important empirical insights and supports calls for future research to more fully investigate dose-response relationships with randomized controlled trials [25,26]. Although careful not to overstate the current findings or imply attribution, some explanations and potential implications for the statistically significant associations between men’s DCM exposure levels and their recent and intended health behavior changes are offered as a means to scoping adjustments for DCM, and making broader recommendations for the men’s eHealth field. Our hypothesis—increased DCM exposure levels would be
positively associated with men’s recent and intended health behavior changes—was supported by the study results. These findings corroborate broader acceptability claims and previous reports [7,14-16] about the compatibility of diverse eHealth resources with some men’s help-seeking preferences and practices. Also reinforced are assertions about the associations between engagement (based on self-reported duration and frequency of use) and men’s recent and intended health behavior changes [22]. That these findings held when controlling for key demographics synonymous with social determinants of health (ie, income, employment, education) might be interpreted as reflecting the wide reach, accessibility, and engagement potential of DCM for men from diverse backgrounds. In essence, the DCM content and dissemination strategies seem to be acceptable to, and engaging of men from an array of circumstances, with the net result that the DCM components can support health behavior changes in wide-ranging end users. Future work might use structural equation modeling to investigate statistically significant predictor variables including age, education, employment, and household income to distil their mediation and moderating effects. That said, it is also important to acknowledge the possibility, within the context of this study, that motivation to make health behavior changes actually caused some men to engage with DCM.

In further breaking down this study’s findings, questions emerge about if (and if so—how?) to act on some recent and intended health behavior change results to adjust the DCM content. Central here are the determinations for integrating specialist resources to DCM as a means to engaging more men with specific health behavior changes. For example, tobacco reduction and smoking cessation (TRSC) demand specialist resources (beyond the rhetoric messaging that smoking is bad for you) [15], and this study’s findings regarding low recent and intended changes for Quit or reduce smoking likely reflect the relatively small number of male smokers in Canada (compared with the overall population), as well as the lack of dedicated DCM resources focused on men’s TRSC. In essence, TRSC messaging was relevant to fewer end users (ie, smokers) and that relatively small subset of respondents were unlikely to have accessed DCM with the sole focus of reducing or quitting smoking. Similarly, that Reduce stress and Improve consistent sleep quality featured prominently as the most intended health behavior changes with fewer end users reporting recent changes in those health behaviors might indicate the need to adjust and/or integrate additional tailored DCM stress reduction and sleep aiding resources. Building on this point, Yardley et al [37] has argued the value of promoting effective engagement (defined empirically as sufficient engagement with the intervention to achieve intended outcomes) rather than simply more engagement. This is salient advice both in planning to adjust, add, and/or replace some DCM content and evaluating end users’ experiences through triangulating time-based exposure data with qualitative interviews as a means to more fully contextualizing men’s engagement. In addition, it is clear that longitudinal research is required to map content and end-user behavior changes over time and empirically guide ongoing adjustments to men’s eHealth programs.

Although acknowledging the inherent complexities to accounting for human behaviors and health behavior change in men more specifically [38], this study’s findings, consistent with findings from previous work [27,31], were mapped to the transtheoretical model (or stages of change). DCM respondents (contrasting the benchmark cohort) were clearly nestled across the contemplative, preparation, and action stages. That almost 10% and 13% of the variation in respondents’ recent and intended health behaviour changes, respectively, were explained by DCM exposure levels and demographic variables, confirms the acceptability of, and engagement with DCM as well as the end users’ readiness to change. Herein, DCM users can be broadly characterized as planning to make, as well as investing actions toward some health behavior changes. This finding confirms the DCM end users as a distinct subset of the male Canadian population, and although challenges remain for advancing more men past the precontemplative stage (toward DCM or similar), the DCM end users offer unique opportunities for building engagement, and by extension, aiding some men’s efforts to maintain their health behavior changes.

Limitations

A methodological limitation suggesting caution for interpreting the results of this study is the high potential for familywise errors as a byproduct of conducting 22 separate regression analyses. Self-report biases, both in relation to respondents recalling their DCM usage and disclosing recent and intended health behavior changes are also limitations. In particular, social desirability especially pertaining to exercise and healthy eating may have influenced men’s responses [39]. Reliance on quantitative measures limits the understanding about the diverse contexts that can influence men’s health practices including their eHealth help-seeking. In addition, that respondents were Canadian reduces the generalizability of the findings to other men living elsewhere. Further acknowledged is that the benchmark sample was not stratified by race or ethnicity because defining stratification quotas by race/ethnicity in addition to gender, age, and location would have created too many interlocking stratification variables to administer and lead to sparse data within certain strata. This study, although purposefully differentiating acceptability and engagement, was also limited by its elementary conceptualization and formal evaluation of the acceptability of DCM [40]. Some of these limitations can, however, be addressed in future work by triangulating data collection to qualitatively build understandings about what constitutes and counts as engagement from end-user perspectives and more fully evaluating the multifaceted concept of acceptability [40], comparing men from other countries who visit DCM, and/or the use of larger sample sizes with noninterlocking strata for race/ethnicity. Although the hypothesis that increased DCM exposure levels were positively associated with men’s recent and intended health behavior changes was supported by this study’s findings, RCTs and control group comparisons are needed to make dose-response and attributions claims to advance the men’s eHealth field. The inclusion of an economic analysis and specific behavior change techniques to consider cost would also strengthen future DCM studies [41].
Implications and Conclusions

Men's eHealth programs operate across a continuum of working to replace, augment, and connect men to professional in person health care services. This study, although focused on DCM in reporting men’s recent and intended health behavior changes, confirms the potential of eHealth programs for aiding health behavior changes. Also offered are important empirical insights and approaches to designing content and evaluating men’s eHealth resources, and mapping end-user outcomes with the transtheoretical model. Taken together, this study design and findings offer some methodological guidance and empirical weight to advance the men’s eHealth field.
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Abstract

Background: The efficacy of a highly tailored digital intervention to support medication adherence and feasibility to support clinical effectiveness as an adjunct to the primary care setting has not been evaluated.

Objective: This trial aimed to assess the behavioral efficacy of a highly tailored digital intervention to support medication adherence and to evaluate the feasibility of its clinical effectiveness, in patients with either or both hypertension and type 2 diabetes. We also examined quality of life and mechanisms of behavior change. Intervention fidelity, engagement, and satisfaction were also explored.

Methods: This was a multicenter, individually randomized controlled trial of 2 parallel groups: an intervention group that received a highly tailored text message and interactive voice response intervention for 12 weeks, and a control group that received usual care. Medication adherence was measured using self-reports and assessor-blinded practice records of a repeat prescription. Systolic blood pressure and glucose levels were assessed by nurses blinded to group allocation during practice visits at 3 months follow-up. Questionnaires obtained data to assess intervention mechanisms of action and satisfaction and digital log files captured data to evaluate fidelity and engagement.

Results: A total of 135 nonadherent patients (62/135, 46% female; 122/135, 90.3%; aged above 50 years) were randomly allocated in the intervention (n=79) or in the control group (n=56); of whom 13% (18/135) were lost at follow-up. Medication adherence was significantly improved in the intervention group compared with the control group ($t_{116}=2.27; P=.02$, 2-tailed). Systolic blood pressure was 0.6 mmHg (95% CI $−7.423$ to $6.301$), and hemoglobin A¹c was 4.5 mmol/mol (95% CI $−13.099$ to $4.710$) lower in the intervention group compared with the control group. Changes in intentional nonadherence and nonintentional nonadherence explained the improvements in medication adherence in the intervention group (beta=.074, SE=0.464; $P=.04$), but not in the control group (beta=.00, SE 1.35; $P=.37$). The intervention had 100% fidelity, a median of 12 days of engagement, and 76% overall satisfaction.

Conclusions: Our trial is the first that has been conducted in the United Kingdom and showed that among nonadherent patients with either or both hypertension and type 2 diabetes, a highly tailored digital intervention was effective at improving treatment adherence and feasible to obtain clinically meaningful outcomes. Changes in intentional and nonintentional nonadherence predicted the improvements in medication adherence. The intervention had high fidelity, engagement, and satisfaction. Future research using a rigorous design is needed to evaluate the clinical effectiveness and cost-effectiveness of the intervention in primary care.
**Introduction**

**Background**

The clinical management of cardio-metabolic conditions, like hypertension and type 2 diabetes mellitus, is one of the most common consultations in primary care [1,2] and pharmacotherapy is an essential part of effective management of these conditions [3]. However, many patients do not adhere to their prescribed medication regimen [4], leading to reduced treatment efficacy, increased risk of complications, additional consultations, and hospital admissions [5,6]. Medication adherence can significantly reduce these risks and prevent health complications [7,8]. It could also result in health care savings, with estimates from the United Kingdom of approximately US $115.4 million preventable cost being spent annually, due to only nonadherence to antihypertensive medications [9].

**Setting**

Primary health care providers can facilitate treatment adherence, but their time is limited and expensive. Given the growing prevalence of hypertension, the associated comorbidities, and the aging population, it is likely that there will be an increased need for health care resources to support medication adherence. Digital interventions are promising strategies to support adherence [10,11] and can be highly tailored and acceptable adjunct to primary care consultations [12]. Telephone-based interventions that deliver text and voice messages may have a wider reach as they can be delivered to any device, even in places of low network coverage, and are accessible to people from all socioeconomic backgrounds and age groups. We have therefore developed the Medication Adherence for Patient’s Support intervention, a behavioral intervention that uses text and voice messages, to support medication adherence in patients with either or both hypertension and type 2 diabetes as an adjunct to primary care consultations.

**Aims and Objectives**

This study aimed to assess if patients with either or both hypertension and type 2 diabetes, who used the intervention for 3 months in addition to usual care, had improved medication adherence and if they differed in terms of systolic blood pressure or hemoglobin A1c, and quality of life at 3 months follow-up. We have also assessed intervention mechanisms of action, as well as intervention fidelity, engagement and satisfaction. However, this feasibility trial primarily aimed to attain evidence about the feasibility of obtaining medication-related clinical outcomes to inform a larger effectiveness and cost-effectiveness trial in primary care.
Study Procedures

Interested patients were invited and attended baseline consultations with a health care provider (a practice nurse or a health care facilitator), where they were screened for eligibility (eg, digital literacy) and asked to provide informed consent. Baseline consultations involved the completion of a baseline questionnaire, measuring medication adherence, quality of life, and theoretical determinants associated with intentional nonadherence and nonintentional nonadherence (eg, necessity beliefs about medication taking and self-efficacy) and were facilitated by the health care provider. Responses to the baseline questionnaire were included in a webpage (which consisted of the tailoring algorithm, the intervention schedule, the intervention messages, and the inbound calls) to further inform the tailored intervention to those allocated to receive the digital intervention.

After the end of the consultations, patients were randomized to intervention or control groups and were sent a text message or a letter with information about which group they are allocated in. Further, intervention group patients completed information (on a webpage or verbally during phone calls; depending on their digital literacy) about their preferred times and frequency to receive the intervention messages. They were also provided with more information on how to use the digital delivery modes.

All patients were provided with additional information about the trial procedures. Baseline consultation was conducted few days before each patient’s repeat prescription was due for collection.

Intervention

Intervention group patients received highly tailored and interactive text and voice recognition messages for 12 weeks, initiated the day their repeat prescription was due for collection. The intervention development was guided by the theoretical framework that distinguishes between intentional and nonintentional nonadherence [14], previous evidence [11,12,15], and included behavior change techniques and strategies mapped onto either or both intentional and nonintentional nonadherence. Nonintentional nonadherence refers to patients not taking their medications as prescribed because they forget or misunderstand the recommendations. Intentional nonadherence refers to patients not taking their medications as prescribed because they decide to take less medication or miss a dose or a day of their medications. The intervention aimed to improve medication adherence by employing behavior change strategies to modify either or both intentional and nonintentional nonadherence.

The interactive element of the intervention was utilized for dynamic tailoring: patients could record a personalized implementation intention plan to further tailor intervention content and be grouped to receive more habit formation or self-monitoring advice based on records and responses obtained during the intervention. We have also adopted a flexible approach to intervention delivery, providing participants with functions to change delivery options (eg, decrease or increase the frequency of messages or stop the messages). Details of the intervention development are published elsewhere [12].

Outcomes

This trial aimed to assess the behavioral efficacy of a highly tailored digital intervention to support medication adherence in patients with either or both hypertension and type 2 diabetes, and its feasibility to support medication-related clinical outcomes. We also examined mechanisms of action. Recruitment and attrition rate and intervention fidelity, engagement, and satisfaction were also reported.

Primary outcomes were the efficacy of the intervention to support medication adherence and the feasibility of its clinical effectiveness at a 3-month follow-up (T2). Secondary outcomes included the mechanisms by which the intervention supported medication adherence, as well as intervention engagement and satisfaction.

Efficacy was measured using 2 self-reported items of adherence (ie, days of adherence during the past week and percentage of adherence during the past month) at T2, and repeat prescription claims during the last 2 intervention months before T2. A subsample of patients (n=9 intervention and n=2 control group) were randomly selected and invited to use a Medication Event Monitoring System caps for a duration of 7 consecutive days after T2. Medication Event Monitoring System is an electronic pill-bottle cap that registers the date and time of bottle opening [16]. Patients were provided with information about how to use the Medication Event Monitoring System and the number and specific medications to include in the container during follow-up consultations (see Multimedia Appendix 1). Practice records raw data (ie, dates of prescription claims) were extracted by a member of the practice staff from medical records and Medication Event Monitoring System data were extracted by a member of the research team; both nursing and research team staff were blinded to group allocation.

Clinical outcomes were measured at T2 by nurses blinded to group allocation during practice visits. Blood pressure was measured in patients prescribed antihypertensive medications and hemoglobin A1c from those prescribed glucose-lowering medications. Blood pressure was measured 3 times with 1-minute intervals using calibrated blood pressure digital monitor devices (eg, Omron). The last 2 readings were included in the analysis. Blood samples were anonymized and sent to the Addenbrookes Hospital Pathology laboratory for analysis of hemoglobin A1c.

Quality of life was measured using the 5-level EQ-5D [17]. Medication Adherence Rating Scale [18] was used to measure intentional nonadherence (4-items) and nonintentional nonadherence (1-item). Feasibility was assessed by the recruitment and attrition rate (percentage of people who responded to the invitation and those randomized and the percentage of people who attended consultations at follow up).

Intervention fidelity was measured by calculating the proportion of messages received out of those messages scheduled per patient, for the duration of the 12 weeks intervention. Intervention engagement was calculated using the median number of days patients interacted with the intervention during the 12-week intervention period. Data were captured objectively.
by digital log files and extracted by a member of the research team.

**Sample Size**

The sample was selected to obtain evidence about the feasibility to implement a cost-effectiveness trial in primary care. It aimed to provide evidence about the potential effectiveness of the intervention, and the values needed to estimate clinically meaningful outcomes (e.g., mean and CIs for systolic blood pressure and hemoglobin $A_1c$). We included more participants in the intervention group, to obtain more information about the mechanisms by which the intervention supported medication adherence, and about the intervention engagement and satisfaction.

**Randomization and Blinding**

Block randomization (4 blocks, each of size of 25) was conducted to ensure random group allocation. The random sequence was generated by a centralized Web-based service [19] and was stratified in 2 important confounders: treatment adherence, as measured by the Medication Adherence Rating Scale, and burden of pills. Medication Adherence Rating Scale threshold of 24 was selected to indicate low (<24) or high ($\geq$24) adherence. A burden of pills ratio of 10:6 (10 tablets: 6 different health conditions) was selected to indicate low (<10:6) or high ($\geq$10:6) burden of pills; and the ratio was based on our pilot studies [12].

Data to calculate the burden of pills ratio were extracted from medical records, and Medication Adherence Rating Scale was self-reported. Both measures were entered into the randomization webpage by a member of the research team, after the completion of baseline consultations.

Health care providers were blinded to group allocation during baseline consultations. Participants were partly blinded during the baseline consultations as the purpose of the study was explained to them (trial videos in Multimedia Appendix 1).

**Data Analysis**

The analysis was performed based on complete cases at follow-up, excluding missing data. That is, only participants who completed the outcome measures at follow-up were included in the analysis. Histograms were used to explore continuous variables' distribution, and the Levene test was used to assess the assumption of equality of variance between groups. A $t$-test was used to investigate the differences between independent groups, and when its assumptions were not met, a nonparametric Mann-Whitney test for independent samples was conducted. Descriptive statistics (e.g., means, SD, and percentages) was used for comparisons between groups, and for describing fidelity, engagement, and satisfaction with the intervention. A subgroup analysis was performed to explore differences in outcomes due to missing data: we compared if there were statistically significant differences between responders and nonresponders at each of the baseline and follow-up outcome measures. Subgroup analyses were performed on the total sample size. Multivariable regression analysis was performed to explore the mechanisms by which the intervention supported behavior change and control of medication-related clinical outcomes. The analysis was conducted in December 2019 using STATA.

**Ethical Consideration**

The study protocol was approved by the Ethics Committee of East of England, Essex Research Ethics Committee (REC Reference number 17/EE/0203) and Health Research Authority. Written informed consent was obtained from all study participants.

**Results**

**Recruitment**

A total of 4468 eligible patients were invited to the study. From those, 256 expressed interest to participate (a 5.7% response to the invitation), 140 were invited and attended consultations, and 135 were deemed eligible and randomized to the intervention (n=79) or control (n=56) group.

**Randomization**

The groups were very similar on baseline variables used for minimization and for most other variables. The majority (122/135, 90.3%) of patients were above 50 years of age (Table 1). Intervention group patients self-reported taking more pills per day compared with usual care group patients. This variable was not accounted for minimization, because an objective measure of burden of pills was selected (e.g., burden of pills ratio extracted from medical records) instead of self-reports.
Table 1. Patients characteristics at baseline.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Intervention group (n=79)</th>
<th>Usual care group (n=56)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Index of multiple deprivation, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>20-30 (most deprived)</td>
<td>9 (11.4)</td>
<td>6 (10.7)</td>
<td></td>
</tr>
<tr>
<td>30-40</td>
<td>46 (58.3)</td>
<td>31 (55.3)</td>
<td></td>
</tr>
<tr>
<td>40-50</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td></td>
</tr>
<tr>
<td>50-60</td>
<td>6 (7.6)</td>
<td>4 (7.2)</td>
<td></td>
</tr>
<tr>
<td>60-70</td>
<td>6 (7.6)</td>
<td>8 (14.3)</td>
<td></td>
</tr>
<tr>
<td>70-80 (least deprived)</td>
<td>12 (15.1)</td>
<td>7 (12.5)</td>
<td></td>
</tr>
<tr>
<td>Age (years), n (%)</td>
<td></td>
<td></td>
<td>.37</td>
</tr>
<tr>
<td>18-29</td>
<td>0 (0)</td>
<td>1 (1.8)</td>
<td></td>
</tr>
<tr>
<td>30-39</td>
<td>4 (5.1)</td>
<td>0 (0)</td>
<td></td>
</tr>
<tr>
<td>40-49</td>
<td>5 (6.3)</td>
<td>3 (5.4)</td>
<td></td>
</tr>
<tr>
<td>50-59</td>
<td>15 (19)</td>
<td>13 (23.2)</td>
<td></td>
</tr>
<tr>
<td>60-69</td>
<td>27 (34.2)</td>
<td>15 (26.8)</td>
<td></td>
</tr>
<tr>
<td>70-79</td>
<td>26 (32.9)</td>
<td>20 (35.7)</td>
<td></td>
</tr>
<tr>
<td>80+</td>
<td>2 (2.5)</td>
<td>4 (7.1)</td>
<td></td>
</tr>
<tr>
<td>Gender, n (%)</td>
<td></td>
<td></td>
<td>.90</td>
</tr>
<tr>
<td>Male</td>
<td>40 (50.7)</td>
<td>33 (59)</td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>39 (49.3)</td>
<td>23 (41)</td>
<td></td>
</tr>
<tr>
<td>Employment, n (%)</td>
<td></td>
<td></td>
<td>.47</td>
</tr>
<tr>
<td>Full-time</td>
<td>22 (27.8)</td>
<td>10 (17.8)</td>
<td></td>
</tr>
<tr>
<td>Part-time</td>
<td>12 (15.2)</td>
<td>3 (5.4)</td>
<td></td>
</tr>
<tr>
<td>Unemployed</td>
<td>1 (1.2)</td>
<td>1 (1.8)</td>
<td></td>
</tr>
<tr>
<td>Unable to work due to disease</td>
<td>3 (3.8)</td>
<td>7 (12.5)</td>
<td></td>
</tr>
<tr>
<td>Retired</td>
<td>41 (52)</td>
<td>35 (62.5)</td>
<td></td>
</tr>
<tr>
<td>Number of pills prescribed to take per day, self-reported, mean (SD)</td>
<td>8.13 (6.21)</td>
<td>5.95 (5.14)</td>
<td>.03</td>
</tr>
<tr>
<td>Number of different pills prescribed to take per day, self-reported, mean (SD)</td>
<td>5.74 (3.67)</td>
<td>4.57 (3.52)</td>
<td>.06</td>
</tr>
<tr>
<td>Health condition, n (%)</td>
<td></td>
<td></td>
<td>N/A</td>
</tr>
<tr>
<td>Hypertension</td>
<td>42 (53.2)</td>
<td>38 (67.9)</td>
<td></td>
</tr>
<tr>
<td>Type 2 diabetes</td>
<td>32 (40.5)</td>
<td>16 (28.6)</td>
<td></td>
</tr>
<tr>
<td>Comorbidities of hypertension, type 2 diabetes, and cholesterol</td>
<td>5 (6.3)</td>
<td>2 (3.5)</td>
<td></td>
</tr>
<tr>
<td>Medication adherence, mean (SD)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of days of adherence, last week</td>
<td>6.46 (1.23)</td>
<td>6.38 (1.29)</td>
<td>.73</td>
</tr>
<tr>
<td>Percentage of adherence, last month</td>
<td>91.19 (13.11)</td>
<td>93.98 (33.32)</td>
<td>.49</td>
</tr>
<tr>
<td>Medication Adherence Rating Scale</td>
<td>22.78 (2.81)</td>
<td>23.25 (2.32)</td>
<td>.30</td>
</tr>
<tr>
<td>Repeat prescription</td>
<td>0.97 (0.20)</td>
<td>0.95 (0.26)</td>
<td>.64</td>
</tr>
<tr>
<td>Quality of life, mean (SD)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>EQ-5D, 5-items</td>
<td>1.71 (0.76)</td>
<td>1.74 (0.75)</td>
<td>.86</td>
</tr>
<tr>
<td>EQ-5D, total health</td>
<td>76.01 (19.68)</td>
<td>47.83 (21.56)</td>
<td>.74</td>
</tr>
</tbody>
</table>

aData are reported as means (SD) or number (percentage). Health condition: main comorbidities were extracted from prescription data. Index of Multiple Deprivation was calculated based on general practice postcode; 10: low Index of Multiple Deprivation to 100: high Index of Multiple Deprivation. Repeat prescription was defined and calculated: supply of medication claimed by the patients, excluding the next prescription day the medication was claimed, and divided by the number of days of assessment period. Assessment period at baseline refers to the supply claimed by each patient before the
start of the study (ie, consent process). Assessment period at follow-up refers to the last 2 months of the study. Ratio was calculated per patient due to different denominators (eg, supply prescribed to be issued every 28 or 56 days). The overall adherence value was calculated by averaging each patient’s ratio and dividing by the total number of patients.

\[ b \text{N/A: not applicable.} \]

\[ c \text{EQ-5D-5L: descriptive system of health-related quality of life states consisting of five dimension (mobility, self-care, usual activities, pain/discomfort, anxiety/depression) each of which can take one of five responses. The response record five levels of severity (no problems/slight problems/moderate problems/severe problems/extreme problems) within a particular EQ-5D dimension.} \]

**Attrition Rate**

At 3 months follow-up, 88% (119/135) of participants completed the self-reported questionnaires and 85% (115/135) completed practice visits and provided clinical outcomes. Repeat prescription data were obtained for 87% (117/135) of the recruited patients (Figure 1).

**Figure 1.** Trial CONSORT patients flow diagram.

**Intervention Retention Rate**

Of those randomized to the intervention group, 97% (77/79) initiated the intervention: intervention uptake was defined by the number of participants who responded to the intervention messages during the first week of the intervention. Reported reasons for not initiating the intervention after group allocation was hospitalization. Intervention drop out was 2.5%, defined as the number of participants requesting to stop the intervention; and all drop out was captured during the first 4 weeks of the intervention.
Outcomes
The analysis found statistically significant difference in the repeat prescription adherence ($t_{116}=2.27; P=.02$; mean 0.99 [SD 0.11] for the intervention group vs 0.92 [SD 0.21] for the control group), days of adherence ($t_{112}=2.37; P=.02$; mean 6.85 [SD 0.47] vs 6.36 [SD 1.59]), Medication Event Monitoring System ($t_{10}=4.04; P=.001$; mean 6.05 [SD 2.29] vs 3.5 [SD 4.94]), and percentage of adherence ($t_{11}=1.69; P=.05$; mean 96.64 [SD 5.60] vs 91.89 [SD 18.60]) between groups, suggesting improvements in the intervention group. Nonstatistically significant differences in Medication Adherence Rating Scale ($t_{10}=-0.24; P=.98$; mean 23.66 [SD 1.99] vs 23.67 [SD 2.33]) between groups were found (Table 2).

Table 2. Difference between intervention and usual care group in medication adherence at 3 months follow-up.

<table>
<thead>
<tr>
<th>Outcomea</th>
<th>Intervention group</th>
<th>Usual care group</th>
<th>Test statistic (df)</th>
<th>$P$ value (2-tailed)</th>
<th>Mean difference</th>
<th>95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Medication adherence</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Days adherence</td>
<td>6.85 (0.47)</td>
<td>6.36 (1.59)</td>
<td>2.37 (112)</td>
<td>.02</td>
<td>0.49</td>
<td>0.08 to 0.87</td>
</tr>
<tr>
<td>Percentage adherence</td>
<td>96.64 (5.60)</td>
<td>91.89 (18.59)</td>
<td>1.7 (112)</td>
<td>.05</td>
<td>4.74</td>
<td>−0.29 to 9.52</td>
</tr>
<tr>
<td>Repeat prescription</td>
<td>0.99 (0.11)</td>
<td>0.92 (0.21)</td>
<td>2.27 (116)</td>
<td>.02</td>
<td>0.07</td>
<td>0.00 to 0.12</td>
</tr>
</tbody>
</table>

aFigures per complete case analysis. Data are reported as means (SD) and are not adjusted for any baseline characteristics. The numbers present the difference between the intervention and the comparator group in outcomes at 3 months follow-up. Positive numbers present outcomes that were larger among the intervention group than the comparator group, and negative numbers present outcomes that were smaller among the intervention group than the comparator group.

Intervention Mechanism of Action
Multivariable regression analysis found that between-group differences in days of medication adherence was explained by changes in intentional and nonintentional nonadherence for the intervention group (beta=.074, SE=0.464; $P=.04$), but not for the control group (beta=.00, SE=1.35; $P=.37$); suggesting that changes in intentional and nonintentional nonadherence explained the improvements in medication adherence for the intervention group.

Further multivariable regression analysis revealed that better control of clinical outcomes (blood pressure $<140/90$ mmHg or hemoglobin $A_1c <42$ mmol/mol) was predicted by more days of medication adherence and positive beliefs about taking medication for the intervention group (beta=3.57, $P=.01$), but not for the control group (beta=.795, $P=.46$).

Intervention Fidelity, Engagement, and Satisfaction
Intervention fidelity was 100% for the total duration of the intervention, suggesting that all messages were delivered as scheduled. Most (56/77, 73%) intervention group patients selected to receive 1 intervention message per day and some (21/77, 27%) selected to receive 2 messages per day. The majority of patients selected to receive intervention messages around the time they used to take their medications.

Total intervention engagement was 12 days, suggesting that patients interacted with the digital intervention and potentially engaged with the medication adherence intervention.

The majority of the participants found the intervention easy to use (51/70, 73%), liked the automated voice delivering the voice messages (44/70, 62.5%), the content of the messages (50/70, 71.5%), and the availability to call and ask questions when needed (36/70, 51.6%). Overall, patients were satisfied with the experience with the intervention (53/70, 76%), and they would recommend it to other people who take medications for a long-term health condition (46/70, 65%; Multimedia Appendix 2).

Discussion
Principal Findings
Among those patients with either or both high blood pressure and high glucose levels recruited from primary care practices, patients who used the digital intervention improved their adherence to medication at 3 months by an average of 2 days (intervention effect size Cohen $d=0.42$), compared with those continuing with their usual care only. Taking into consideration that adherence declines during the first month following usual care consultations [20], our trial suggests that the intervention can support treatment adherence to nonadherent patient.

The attrition rate was low, and the end of intervention clinical outcomes found that the intervention group patients had lower blood pressure and lower glucose levels, compared with those allocated in the control group. Although the study was not powered to assess effectiveness in clinical outcomes, considering the impact of medication nonadherence on uncontrolled blood pressure [21] and uncontrolled hemoglobin $A_1c$ [22,23], these results provide us with confidence that the intervention is feasible and could potentially be an effective adjunct to primary care consultation.
The intervention effectively improved medication adherence by modifying patients’ intentional and nonintentional nonadherence, which proves the importance of the highly tailored intervention to support health behavior change. This result proves that this highly tailored intervention can effectively support the processes of behavioral change and in turn the health behavioral outcomes.

It was also found that patients interacted with the digital intervention for 12 days, which provides us with confidence that patients engaged with the medication adherence intervention [24], a prerequisite to achieve behavior change and clinically meaningful outcomes at least in the short term.

**Strengths and Limitations**

This trial provides evidence about the efficacy of the intervention to improve medication adherence based on self-reports, which might over estimate adherence levels. Nevertheless, the proxy measure of adherence, that is, the repeat prescription claims, was statistically significant, which provides us with confidence about the efficacy of the intervention; although both these measures do not directly reflect medication-taking behavior.

Another strength of the study is the recruitment of patients from a range of primary care practices, most in highly deprived areas. Considering the challenges with recruitment in a primary care setting [25], the recruitment rate provided us with confidence that the interventions can be scaled up to a wider range of practices and reach patients of different socioeconomic backgrounds.

A limitation of this study is that we could not reliably identify the patterns of nonadherent behavior (eg, frequency and sequence of nonadherent behavior) when patients were enrolled in the study. Similarly, we could not reliably identify the frequency of changes in prescribed medications, as well as the reasons for these changes (eg, therapeutic thresholds reported by patients or clinicians) [26]. Nevertheless, we decided to enroll all patients, regardless of the patterns or reasons of past nonadherence, to obtain more information about the intervention engagement and mechanism of action.

**Possible Mechanisms and Implications for Clinicians or Policymakers**

The results of this study suggest that the intervention was effective at improving medication adherence by supporting intentional and nonintentional nonadherence, had good engagement and satisfaction, and low attrition rate. In view of the demographics of the participants, who had more experience with and possibly expectation of patient-clinician interactions, and the recruitment setting of the study [25], these findings prove that the digital intervention is a feasible and acceptable adjunct to primary care consultation.

The baseline face-to-face consultation lasted on average 30 min and involved the completion of study procedures and signposting patients to the digital intervention, in addition to usual care (eg, addressing patients' concerns and side effects). From those patients allocated to the digital intervention, only 1% requested additional human support regarding the use of this technology, and requests involved changes to the time of the message delivery, or the dose or the name of the medication when a change in the prescribed tablet was recommended by their health care providers. Moreover, the lower attrition rate suggests that the intervention is highly acceptable as an adjunct to usual care. Given that the cost to deliver the digital intervention is very little (monthly cost of £0.029 per patient), and there were no adverse events or additional consultations recorded during the 3 months, it is likely that the intervention is inexpensive for the primary care.

**Future Directions**

Improved medication adherence has been associated with decrease in all-cause mortality and morbidity, and digital interventions can be a solution to rapidly evolve the provision of health care [10]. Future research of larger sample sizes and objective outcome measures for medication adherence (eg, urine analysis for detection of antihypertensive medication) is needed to provide evidence about the effectiveness and cost-effectiveness of the intervention to support treatment adherence and clinical outcomes.

**Conclusions**

This is the first trial that has been conducted in the primary care setting in the United Kingdom. The finding of this feasibility trial suggests that the intervention is a feasible adjunct to primary care consultations and effective in improving medication adherence and process of care to patients nonadherent to either or both antihypertensive and antglycaemic medications. The intervention is scalable and low cost. More research is needed to evaluate its effectiveness and cost effectiveness.
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Abstract

Background: The internet-based stepped-care intervention iCAN-DO, used in the multicenter randomized controlled trial AdultCan, was developed for adult patients undergoing treatment for cancer and concurrently experiencing anxiety or depressive symptoms. iCAN-DO aimed to decrease symptoms of anxiety or depression. Step 1 comprises access to a library with psychoeducational material and a peer-support section, as well as the possibility to pose questions to a nurse. Step 2 of the intervention offers treatment consisting of internet-based cognitive behavioral therapy (iCBT) to participants still experiencing anxiety or depression at 1, 4, or 7 months after inclusion.

Objective: The study aimed to explore user experiences of delivery, design, and structure of iCAN-DO from the perspective of people with cancer.

Methods: We studied user experiences by interviewing 15 informants individually: 10 women with breast cancer (67%), 4 men with prostate cancer (27%), and 1 man with colorectal cancer (7%) with a mean age 58.9 years (SD 8.9). The interviews focused on informants’ perceptions of ease of use and of system design and structure. Informants had been included in iCAN-DO for at least 7 months. They were purposefully selected based on activity in Step 1, participation in iCBT (ie, Step 2), gender, and diagnosis.

Results: Of the 15 informants, 6 had been offered iCBT (40%). All informants used the internet on a daily basis, but 2 (13%) described themselves as very inexperienced computer users. The analysis revealed three subthemes, concerning how user experiences were affected by disease-specific factors and side effects (User experience in the context of cancer), technical problems (Technical struggles require patience and troubleshooting), and the structure and design of iCAN-DO (Appealing and usable, but rather simple).

Conclusions: The results indicate that user experiences were affected by informants’ life situations, the technical aspects and the design of iCAN-DO, and informants’ preferences. The results have generated some developments feasible to launch during the ongoing study, but if iCAN-DO is to be used beyond research interest, a greater level of tailoring of information, features, and design may be needed to improve user experiences. The use of recurrent questionnaires during the treatment period may highlight an individual’s health, but also function as a motivator showing improvements over time.
Introduction

Today, many people with cancer are cared for as outpatients during cancer treatment [1], leaving limited occasions for meeting health care personnel. People with cancer may experience multiple symptoms from the disease and treatment [2] and might need information and advice for self-care of these symptoms [3]. Many patients have questions, especially during ongoing treatment, and would need information and advice, but there is a risk that these questions remain unanswered and patients live with unmet needs [4-6].

One option is to have patients access information and support functions via the internet. Internet-based support can provide relevant quality-assured information with just-in-time access, and can be combined with packages for enhanced social support and behavior change [7]. One advantage with this is that people can use such support when they feel ready for it or have time to access a computer or mobile device.

Internet-based support for people with cancer could be a way of providing information and support that may improve self-management of symptoms and thereby relieve distress and unmet needs. Further, it seems that improved access to information via the internet can stimulate engagement and empowerment [8]. In AdultCan [9], which is a multicenter randomized controlled trial (RCT), an internet-based stepped-care intervention, iCAN-DO, has been evaluated regarding its effects on anxiety and depressive symptoms in people with breast, colorectal, or prostate cancer with these symptoms.

If iCAN-DO is effective in reducing symptoms, the step toward clinical implementation is not far ahead. However, before implementing internet-based support into clinical care, the experience must be carefully explored from the user perspective. Important user-experience aspects to explore may be ease of use, navigation in the system, and perceptions of the design and structure [10].

This paper aims at exploring user experiences of delivery, design, and structure of the internet-based stepped-care intervention iCAN-DO used in AdultCan from the perspective of individuals with cancer who have symptoms of anxiety or depression.

Methods

Design

This was a qualitative study with an inductive approach using data collected through semistructured individual interviews.

Setting

The Uppsala University Psychosocial Care Program and the Web Portal

We recruited the informants in this study from AdultCan (ClinicalTrials.gov Identifier: NCT-01630681), an RCT within the Uppsala University Psychosocial Care Program (U-CARE) [11]. U-CARE is a strategic research venture supported by the Swedish government and has a multidisciplinary composition involving caring science, psychology, and information systems. All U-CARE research projects deliver interventions and collect patient-reported data via a web portal (ie, the portal) developed within the U-CARE program.

At the time of the start of AdultCan in 2013, end users could access the portal using a two-step verification: (1) via username and password and (2) with a code sent by SMS. Most of the participant views employed the Bootstrap framework.

The AdultCan Trial

AdultCan targeted individuals with breast, colorectal, or prostate cancer with symptoms of anxiety or depression. Screening regarding symptoms of anxiety and depression was performed using the Hospital Anxiety and Depression Scale (HADS) [12]; participants with a score of more than 7 on either of the two subscales were randomized to the iCAN-DO or standard care groups.

We developed the structure and content of iCAN-DO in collaboration with team members in clinical cancer care, system developers, and end users [13]. Step 1 of the intervention was accessible for 24 months and comprised a nurse-led interactive support program based on Orem’s Self-Care Deficit Theory and the concept of psychoeducation [14] and social cognitive theory [15]. A key part in this support program was an information library with materials and self-care advice concerning common problems surrounding cancer, such as pain, nausea, and sleeping problems (see Figures 1-4). Figure 1 illustrates the start page in the portal while the subsequent figures illustrate visual and written information on diagnosis (see Figure 2), treatment (see Figure 3), and advice for symptom management (see Figure 4).
Figure 1. The start page of the portal (in Swedish).

Figure 2. Diagnoses, with information on pathophysiology, prevalence, incidence, and prognosis (in Swedish).
Information was available in text, audiovisual presentations, slideshows, and video clips. All contents were visible to all users, though some parts of the information concerned a specific diagnosis. Step 1 also contained a forum, a chat function, and a frequently asked questions (FAQ) section, alongside the feature Ask an expert, where users could pose questions (see Figure 5). In order to strengthen the therapeutic alliance, the nurses (Step 1) and psychologist (Step 2) were presented with a photo and a brief description [16].
Step 2 in iCAN-DO constituted a 10-week internet-based cognitive behavioral therapy (iCBT) program [17] managed by a psychologist. iCBT was offered once and only to participants with prevailing symptoms of anxiety or depression (ie, score >7 on either HADS subscale) at 1, 4, or 7 months after inclusion. The treatment comprised 15 modules with written text, audiovisual presentations, and video clips covering a range of problem areas that were relevant for this population, including worry, fatigue, and depressed mood [18]. See Figure 6 for examples of a video clip, text, and homework assignment in iCBT.

Figure 6. Examples of a video clip, text, and homework assignment in internet-based cognitive behavioral therapy (iCBT; in Swedish).

All participants accepting iCBT were offered an introductory module, after which they were free to choose the most relevant modules to work with over 10 weeks. A psychologist guided the participants by monitoring their work, answering any questions, and delivering weekly feedback. All communication took place in the form of written messages via the portal.
Informants
To be included, informants had to have had access to iCAN-DO for at least 7 months. In order to obtain variation among informants, a purposive selection was performed, mainly regarding activity in Step 1 and whether they participated in iCBT or not, but also regarding age, gender, and general online activity. A total of 20 individuals were approached, of whom 2 declined to participate and 3 were unreachable. In total, 15 informants were interviewed (see Table 1) in 2016 and 2017. All informants used the internet on a daily basis, but their general online activity varied. A total of 2 informants (13%) described themselves as very inexperienced computer users.

Procedure
A letter was sent to potential informants with study information. They were informed that they would receive a phone call from research personnel within a couple of days asking about willingness to participate. If they did not want to receive this phone call, they could contact the person responsible for AdultCan; no one used that option. When a person consented to participate, a time and place for an interview were booked. All informants were treated with confidentiality and had time to consider their participation after getting written and verbal information. All provided signed informed consent. The study was approved by the regional committee for research ethics in Sweden, Uppsala county (Dnr 2012/003/9).

Data Collection

Questionnaires and Log Data
Background information on informants was retrieved from self-reported questionnaires. All informants’ activity in iCAN-DO was logged in the portal. Information about general online activity was retrieved at the time of the interviews.

Interviews
The second author (AH) was the interviewer. AH is a registered specialist nurse with experience in palliative cancer care. AH has been involved in some parts of the development and delivery of the stepped-care intervention, but has no overall responsibility in the program. An interview guide with open-ended questions was used, containing questions regarding participants’ user experiences of iCAN-DO. Follow-up questions were based on each informant’s responses and were used to acquire more thorough descriptions of experiences [19]. Questions such as “How did that feel?” or “How did you use that?” were used, as well as probing and interpreting questions. One test interview was performed to explore the design and understanding of questions, but no adjustments to the interview guide were needed. Informants were offered the option to have iCAN-DO open during the interview, if they wanted to. The interviews were performed in a place chosen by the informant; some informants chose their place of work, some wanted to meet in their home, and a few chose the hospital. The interviews were tape-recorded and lasted between 45 and 120 minutes.

Data Analysis
Interviews were transcribed verbatim by AH, and latent content analysis [20] was used to analyze the interviews. The text was read several times and the manifest content (ie, what is explicit and obvious in the text) of each interview was divided into meaning units and condensed meaning units. Each condensed meaning unit was then given a code to describe the key message, and codes with similar content were allocated to the same category (see Table 2). An interpretation of the latent content (ie, the underlying meaning of the text) was made by abstracting the underlying implicit aspects of the manifest and explicit content. Thus, when several categories were identified as containing similar, repeating ideas, a subtheme was formed. The implicit underlying meaning of all subthemes was then abstracted to one overarching theme. AH and HI were mainly responsible for the analysis, but the group of authors—mainly HI, AH, BJ, and SA—discussed and considered the results on several occasions. The quotes presented in the paper were translated by the first author (HI), AH, and Linnea Holmén at Calyptic.
Table 1. Informants' characteristics at time of inclusion in the randomized controlled trial (RCT) AdultCan.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Value (N=15)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD); min-max</td>
<td>58.9 (8.9); 37-69</td>
</tr>
<tr>
<td><strong>Gender and diagnosis</strong>, <strong>n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>10 (67)</td>
</tr>
<tr>
<td>Breast cancer</td>
<td>10 (67)</td>
</tr>
<tr>
<td>Male</td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>5 (33)</td>
</tr>
<tr>
<td>Colorectal cancer</td>
<td>1 (7)</td>
</tr>
<tr>
<td>Prostate cancer</td>
<td>4 (27)</td>
</tr>
<tr>
<td><strong>Relationship status</strong>, <strong>n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Married or partner and living with someone</td>
<td>12 (80)</td>
</tr>
<tr>
<td>Married or partner but living alone</td>
<td>1 (7)</td>
</tr>
<tr>
<td>Widowed</td>
<td>1 (7)</td>
</tr>
<tr>
<td>Single</td>
<td>1 (7)</td>
</tr>
<tr>
<td><strong>Level of education</strong>, <strong>n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Elementary school</td>
<td>3 (20)</td>
</tr>
<tr>
<td>High school</td>
<td>1 (7)</td>
</tr>
<tr>
<td>University up to 3 years</td>
<td>6 (40)</td>
</tr>
<tr>
<td>University more than 3 years</td>
<td>5 (33)</td>
</tr>
<tr>
<td><strong>Working situation</strong>, <strong>n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Working</td>
<td>10 (67)</td>
</tr>
<tr>
<td>Retired</td>
<td>4 (27)</td>
</tr>
<tr>
<td>Early retirement</td>
<td>1 (7)</td>
</tr>
<tr>
<td><strong>General online activity (outside the portal), n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Daily with no social media</td>
<td>4 (27)</td>
</tr>
<tr>
<td>Daily and active on social media: lurking</td>
<td>7 (47)</td>
</tr>
<tr>
<td>Daily and active on social media: participating</td>
<td>4 (27)</td>
</tr>
<tr>
<td><strong>Activity in Step 1, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Opening material (all sections)&lt;br&gt;20 times</td>
<td>6 (40)</td>
</tr>
<tr>
<td>Opening material (some sections)&gt;20 times</td>
<td>7 (47)</td>
</tr>
<tr>
<td>Opening material (some sections) &lt;10 times</td>
<td>2 (13)</td>
</tr>
<tr>
<td><strong>Participation in Step 2 (iCBT)c, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>9 (60)</td>
</tr>
<tr>
<td>Yes</td>
<td>6 (40)</td>
</tr>
</tbody>
</table>

\( ^{a} \) Diagnosis percentages are out of the total number of informants (N=15).

\( ^{b} \) Library, peer support, frequently asked questions, or Ask an expert.

\( ^{c} \) iCBT: internet-based cognitive behavioral therapy.
Table 2. Steps in the content analysis.

<table>
<thead>
<tr>
<th>Meaning unit</th>
<th>Condensed meaning unit</th>
<th>Code</th>
<th>Category</th>
</tr>
</thead>
<tbody>
<tr>
<td>That you can sit at home, in peace and quiet, when you feel like it and something comes up. You seldom come to think of things when you have the possibility to ask questions, at the hospital.</td>
<td>Studying the material when the questions arise</td>
<td>Available when the need arises</td>
<td>A web portal provides high availability and accessibility</td>
</tr>
<tr>
<td>The disease means that it’s hard for me to get going, I feel best in the evening and that’s when I can gather information in the portal.</td>
<td>Being able to gather information when I feel well</td>
<td>Availability tailored for my health</td>
<td>A web portal provides high availability and accessibility</td>
</tr>
</tbody>
</table>

Results

Overview

In the analysis, 10 categories were derived concerning user experiences and perceptions of delivery, design, and structure of iCAN-DO. The categories were abstracted into three subthemes with the overarching main theme The cancer disease and its treatment place high demands on accessibility and user experience (see Table 3).

Subtheme 1: User Experience in the Context of Cancer

The personal situation and consequences of illness, both somatic and cognitive, were mentioned by all informants as factors that in various ways affected their ability to make use of iCAN-DO. Symptoms of fatigue and pain could require being in a comfortable position when listening or reading. Some informants considered it facilitating to be able to use iCAN-DO on tablets as well as on a computer, even though the design was not optimized for mobile devices. Furthermore, having direct access to iCAN-DO was perceived as beneficial by those experiencing a lot of time constraints in everyday life. They could use iCAN-DO when it suited them and when they had the time.

The information in Step 1 was provided in different formats, and informants had varying preferences in regard to the material. Some assimilated the contents best by reading, others by listening to audio clips or watching video clips, and others by using some combination of these formats. Some printed all the material and read it on paper. Though video facilitated immersion in the material, in some cases video clips were considered too long or had poor audio quality, which hampered the informants’ ability to pay attention. Furthermore, informants stated that answering questionnaires evoked both negative and positive feelings, but also made them reflect on their health. They felt questionnaires could be a part of health care, for example, as preparation ahead of a visit to oncology care.

Subtheme 2: Technical Struggles Require Patience and Troubleshooting

Many of the informants described the multistep log-in as an overly difficult way to log in, and an option of using Mobile BankID, an electronic identification application, would have been preferred by most. Some of the informants described how having different log-in codes caused problems. The multistep log-in also reduced spontaneous visits. The informants also described other technical struggles, such as the need for separate add-ons to make the page work and a perceived instability, for example, being involuntarily logged out and difficulties when communicating with the psychologist. Some of these problems were described as transient and occurring only in the initial phase, while others were seen as persistent. Perceived technical difficulties were described as a factor that caused negative feelings, lack of motivation, and a postponing behavior.

The prevalence of technical problems required a lot of problem solving. The informants described different ways of handling problems. Some informants described solving problems themselves by installing new software or requesting a new password. Others enlisted the help of relatives or friends. The importance of technical support was highlighted and those who contacted information technology (IT) support were satisfied with the help they got. Some preferred calling and others sent an email or direct message via the portal. Technical support was described as crucial for not giving up.

The informants also had suggestions for improvements to the interface. An aspect described as important was to receive a confirmation that a written message had reached the help desk when awaiting an answer.

Subtheme 3: Appealing and Usable, but Rather Simple

iCAN-DO was experienced as easier to use than many other systems, and getting access to the contents was seen as more important than getting an advanced system. Some informants had the perception of an intuitive interface that was easy to understand and navigate, while others perceived the same simplicity as a shortcoming. The graphical design was described by some as simple and serving its purpose, while others found it dull or overly intricate. The experiences varied between informants who were experienced everyday internet users with high interest in social media and those who were more inexperienced with little or no use of social media.

When participants had questionnaires to answer in the portal, repeated reminders were sent via SMS. Informants described the reminders as a trigger for accessing the supporting material as well, as it meant they logged in. The informants also came up with ideas regarding functions that could improve iCAN-DO, such as better layout of questionnaires, adding news coverage, and adding graphical displays of self-reports.
Both health-related problems and external circumstances may constitute barriers for making contact with health care in the well-functioning system providing access to technical support. Time constraints in everyday life, which all highlighted the importance of 24-hour access, a responsive design, and a technical support. According to the informants, the user experience of iCAN-DO was affected by physical and cognitive symptoms, as well as varied preferences in this regard. In the developmental phase, the use of different information formats was suggested as highly important by patient representatives, who had their own experiences of fatigue or other debilitating symptoms. Further, the participants underlined the benefit of the contents being accessible via different devices, such as computer, tablet, or mobile phone. In the trial, a responsive design was later daytime or during working hours. By using iCAN-DO, informant could study information at a time suitable to their situation and health, and could review the information as many times as needed. The delivery of content in different formats also stood out as a positive feature, as informants reported such varied preferences in this regard. In the developmental phase, the use of different information formats was suggested as highly important by patient representatives, who had their own experiences of fatigue or other debilitating symptoms. Further, the participants underlined the benefit of the contents being accessible via different devices, such as computer, tablet, or mobile phone. In the trial, a responsive design was later daytime or during working hours. By using iCAN-DO, informant could study information at a time suitable to their situation and health, and could review the information as many times as needed. The delivery of content in different formats also stood out as a positive feature, as informants reported such varied preferences in this regard. In the developmental phase, the use of different information formats was suggested as highly important by patient representatives, who had their own experiences of fatigue or other debilitating symptoms. Further, the participants underlined the benefit of the contents being accessible via different devices, such as computer, tablet, or mobile phone. In the trial, a responsive design was later daytime or during working hours. By using iCAN-DO, informant could study information at a time suitable to their situation and health, and could review the information as many times as needed. The delivery of content in different formats also stood out as a positive feature, as informants reported such varied preferences in this regard. In the developmental phase, the use of different information formats was suggested as highly important by patient representatives, who had their own experiences of fatigue or other debilitating symptoms. Further, the participants underlined the benefit of the contents being accessible via different devices, such as computer, tablet, or mobile phone. In the trial, a responsive design was later daytime or during working hours. By using iCAN-DO, informant could study information at a time suitable to their situation and health, and could review the information as many times as needed. The delivery of content in different formats also stood out as a positive feature, as informants reported such varied preferences in this regard. In the developmental phase, the use of different information formats was suggested as highly important by patient representatives, who had their own experiences of fatigue or other debilitating symptoms. Further, the participants underlined the benefit of the contents being accessible via different devices, such as computer, tablet, or mobile phone. In the trial, a responsive design was later daytime or during working hours. By using iCAN-DO, informant could study information at a time suitable to their situation and health, and could review the information as many times as needed. The delivery of content in different formats also stood out as a positive feature, as informants reported such varied preferences in this regard. In the developmental phase, the use of different information formats was suggested as highly important by patient representatives, who had their own experiences of fatigue or other debilitating symptoms. Further, the participants underlined the benefit of the contents being accessible via different devices, such as computer, tablet, or mobile phone. In the trial, a responsive design was later daytime or during working hours. By using iCAN-DO, informant could study information at a time suitable to their situation and health, and could review the information as many times as needed. The delivery of content in different formats also stood out as a positive feature, as informants reported such varied preferences in this regard. In the developmental phase, the use of different information formats was suggested as highly important by patient representatives, who had their own experiences of fatigue or other debilitating symptoms. Further, the participants underlined the benefit of the contents being accessible via different devices, such as computer, tablet, or mobile phone. In the trial, a responsive design was later daytime or during working hours. By using iCAN-DO, informant could study information at a time suitable to their situation and health, and could review the information as many times as needed. The delivery of content in different formats also stood out as a positive feature, as informants reported such varied preferences in this regard. In the developmental phase, the use of different information formats was suggested as highly important by patient representatives, who had their own experiences of fatigue or other debilitating symptoms. Further, the participants underlined the benefit of the contents being accessible via different devices, such as computer, tablet, or mobile phone. In the trial, a responsive design was later daytime or during working hours. By using iCAN-DO, informant could study information at a time suitable to their situation and health, and could review the information as many times as needed. The delivery of content in different formats also stood out as a positive feature, as informants reported such varied preferences in this regard. In the developmental phase, the use of different information formats was suggested as highly important by patient representatives, who had their own experiences of fatigue or other debilitating symptoms. Further, the participants underlined the benefit of the contents being accessible via different devices, such as computer, tablet, or mobile phone. In the trial, a responsive design was later daytime or during working hours. By using iCAN-DO, informant could study information at a time suitable to their situation and health, and could review the information as many times as needed. The delivery of content in different formats also stood out as a positive feature, as informants reported such varied preferences in this regard. In the developmental phase, the use of different information formats was suggested as highly important by patient representatives, who had their own experiences of fatigue or other debilitating symptoms. Further, the participants underlined the benefit of the contents being accessible via different devices, such as computer, tablet, or mobile phone. In the trial, a responsive design was later daytime or during working hours. By using iCAN-DO, informant could study information at a time suitable to their situation and health, and could review the information as many times as needed. The delivery of content in different formats also stood out as a positive feature, as informants reported such varied preferences in this regard. In the developmental phase, the use of different information formats was suggested as highly important by patient representatives, who had their own experiences of fatigue or other debilitating symptoms. Further, the participants underlined the benefit of the contents being accessible via different devices, such as computer, tablet, or mobile phone. In the trial, a responsive design was later daytime or during working hours. By using iCAN-DO, informant could study information at a time suitable to their situation and health, and could review the information as many times as needed. The delivery of content in different formats also stood out as a positive feature, as informants reported such varied preferences in this regard. In the developmental phase, the use of different information formats was suggested as highly important by patient representatives, who had their own experiences of fatigue or other debilitating symptoms. Further, the participants underlined the benefit of the contents being accessible via different devices, such as computer, tablet, or mobile phone. In the trial, a responsive design was later daytime or during working hours. By using iCAN-DO, informant could study information at a time suitable to their situation and health, and could review the information as many times as needed. The delivery of content in different formats also stood out as a positive feature, as informants reported such varied preferences in this regard. In the developmental phase, the use of different information formats was suggested as highly important by patient representatives, who had their own experiences of fatigue or other debilitating symptoms. Further, the participants underlined the benefit of the contents being accessible via different devices, such as computer, tablet, or mobile phone. In the trial, a responsive design was later
incorporated into the software in order to adapt the portal to mobile devices, including smartphones and tablets. Regardless of which functions are incorporated and what devices are used, it is important to include functions for recording portal activity and usage, to secure internal validity [21].

Informants also described various aspects of filling out questionnaires. Some reported that the questionnaires reminded them of their situation in a negative way, but others perceived the questionnaires as enlightening and providing them with feedback on their own health over time. Other studies have reported promising results on individual tailoring of content depending on diagnosis, treatment, and even tracking of symptoms [22], given that the individual does not feel distress at such monitoring [23]. To motivate patients and professionals to use patient-reported symptoms, it is important to underline the aim of this use and to clearly state which professionals have the responsibility to review and discuss the results [24].

Various aspects of technical struggles were revealed in the interviews. Before launching iCAN-DO in AdultCan, user-experience testing was performed in various settings, by both professionals and patient representatives. Still, informants in this study described difficulties, and technical support was crucial for not giving up. Experiencing difficulties when attempting to use a program has been described to influence perceptions of its value as a whole. However, training and technical support can make users feel more capable over time [25,26]. This is in line with the Technology Acceptance Model [27], which posits the predictive power of the person’s perceived usefulness of the system and ease of use. Though the informants in this study mentioned perceived benefits from the 24/7 access and the multifaceted information, the technical problems when logging in or filling out questionnaires were described as hampering use. Some problems were transitional and could be solved. The possibility to contact a support desk was crucial, suggesting that a highly accessible support function may be very important for new web portals. A take-home message is that electronic health (eHealth) initiatives, to a higher extent, should look into how to provide more user support using technology. For instance, in multiple fields of practice, there is an increasing use of chatbots (ie, text-based conversational interface) to provide customers with support. Such technologies have also been considered in the health care setting when it comes to medical counseling (eg, in oncology care [28]), but could be extended to include technical support to (1) provide a better user experience and (2) increase the scalability of eHealth solutions by reducing the need for support desk staff.

Since iCAN-DO was part of an RCT, an authorization procedure was necessary for control and internal validity. However, many informants perceived the multistep log-in procedure as burdensome, which has also been recognized in similar platforms [29]. After this set of interviews, access to iCAN-DO has been facilitated by the incorporation of Mobile BankID, which drastically reduced the need for support regarding log-in matters. BankID is the leading electronic identification solution in Sweden and has around 8 million active users out of the total population of 10 million people. Even though this particular solution is not available in all countries, we want to stress the need to investigate and adopt electronic identification solutions that are prevalent in the national care provision context and that are well known to the users.

The experiences of the design and the user experience of iCAN-DO varied between the informants who were experienced internet users with a high interest in social media and those with little or no use of social media. As stated earlier, patient representatives from the three diagnostic groups participated in the development of iCAN-DO to increase the relevance of the internet-based stepped care. This group of patient representatives was a quite homogenous group with regard to their opinions about the graphical design, stressing the need for simplicity. It is worth highlighting that more computer experience has been reported to be associated with increased use in another web-based intervention for patients with cancer [30]. In a review of patient web portals for primary and secondary prevention, sociodemographic factors, such as belonging to a racial and ethnic minority, having less education, and having lower health literacy, have been found to be associated with less system use [31]. Thus, when designing future web-based interventions, efforts should be made to do a user analysis and to include patient representatives with varied experience of social media, internet use, education, health literacy, and ethnicity. Furthermore, future web portals not restricted to research projects may benefit from updating the content at regular intervals [28] and incorporating features with news and statistics.

Methodological Considerations

The aim of this study was to evaluate the user experiences of iCAN-DO used in AdultCan; thus, the only people available for inclusion were participants in the ongoing trial, which might lower the transferability to other people and contexts. The sample also had a predominance of female informants with breast cancer, reflecting the total sample in the RCT. The majority of the informants were well educated, which may act as a confounder for both perceived usefulness and user experiences of the portal and its material. Beyond differences in diagnoses and education, informants in this study varied in other aspects, such as general online activity and age. Even though the results relate only to this particular portal and web-based support, the take-home message regarding accessibility, delivery mode, technical matters, and design aspects is one that researchers and designers of other web-based support might benefit from. Future studies should consider the user experience in light of not only age, gender, and diagnosis but also factors such as ethnic background, education, and health literacy.

Conclusions

The high accessibility and variety of delivery modes provided by iCAN-DO were important, but consequences of illness, as well as individual situations and preferences, placed high demands on user experience. Technical struggles decrease motivation and usage, which highlights the importance of a support function. Users’ internet activity, computer experience, and interactions in social media are aspects that seem to impact on the perception of the interface and graphical design. Future web portals would gain from tailoring both content and design to individual preferences.
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Abstract

Background: People living with cancer face numerous psychosocial challenges, including cancer-related fatigue, fear of recurrence, and depression. There is a lack of digital interventions tailored to the needs of people living with all types of cancer. We developed a 6-week, digital, peer-delivered, self-management program: iHOPE (Help to Overcome Problems Effectively; where ‘i’ indicates the digital version of the program). The program is underpinned by positive psychology and cognitive behavioral therapy to meet these psychosocial challenges.

Objective: This study aimed to assess the feasibility of the iHOPE program among people living with cancer. Program adherence and satisfaction along with changes in psychological distress and positive well-being were measured.

Methods: A pre-post, acceptability, and feasibility design was used. People living with cancer (N=114) were recruited via a national cancer charity in the United Kingdom and were given access to the iHOPE program. Demographic and other participant characteristics were recorded. Participants completed digital measures at baseline and the end of the 6-week program for depression, anxiety, cancer-related fatigue, cancer worry or fear of cancer recurrence, positive mental well-being, hope, gratitude, and health status. The website’s system recorded data on the usage of the program. Satisfaction with the program was also measured.

Results: A total of 114 participants completed the baseline questionnaires. Of these, 70 people (61.4%) participated in all 6 sessions. The mean number of sessions undertaken was 5.0 (SD 1.5). Moreover, 44.7% (51/114) of participants completed at least three sessions and end-of-program outcome measures. A total of 59 participants completed the satisfaction questionnaire, where ≥90% (54/58) of participants reported that the program was easy to navigate and was well managed by the peer facilitators, and that they found the social networking tools useful. Preliminary efficacy testing among the 51 participants who completed baseline and postprogram outcome measures showed that postprogram scores decreased for depression, anxiety, cancer-related
fatigue, and fear of recurrence (all $P<.001$) and increased for positive mental well-being ($P<.001$), hope (both $P<.001$), and gratitude ($P=.02$).

**Conclusions:** The feasibility evidence is promising, showing that the peer-delivered digital iHOPE program is acceptable and practical. Implementation of the iHOPE program on a wider scale will incorporate further research and development to maximize the completion rates of the measures. Initial effectiveness data suggest positive impacts on important cancer-related quality of life and mental well-being outcomes. A randomized controlled trial design with a longer follow-up is needed to confirm the potential of the iHOPE program for improving mental and physical health outcomes for cancer survivors.

(J Med Internet Res 2020;22(5):e17824) doi:10.2196/17824
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positive psychology; self-management; hope; quality of life; survivorship; cancer

**Introduction**

**Background**

Globally, there were an estimated 18.1 million new cases of cancer in 2018 [1]. The worldwide incidence of cancer is predicted to rise by 75% over the next two decades [2], leading to a world cancer burden of around 25 million cases by 2030 [3]. Globally, there are around 43.8 million people living 5 years beyond their diagnosis [1]. On the basis of the most recently collected national datasets in the United Kingdom, 4.7 million new cases of cancer were detected in 2018, with 13.5 million people living 5 years beyond their diagnosis [4]. The number of cancer survivors in the United Kingdom alone is projected to increase by approximately 1 million per decade from 2010 to 2040 [5]. Combined with effective treatments, this leads to a growing population of cancer survivors, many with unmet needs, and experiencing psychosocial and physical difficulties.

Cancer survivors face a number of challenges following primary treatment, including fatigue, pain, sexual problems, cognitive functioning, fear of cancer recurrence, depression, anxiety, social isolation, and financial issues [6-8]. A substantial number of studies report such difficulties in the long term, particularly when treatment ends and contact with health care professionals diminishes; patients often report feeling abandoned, vulnerable, and as if they have lost the safety net they felt they had during treatment [7]. Clinically significant cancer-related fatigue is common [9,10]. Research suggests that after treatment has ended, a significant proportion of cancer patients experience fear of recurrence [11], with potential long-term negative impacts on quality of life and mental health, including hypervigilance, anxiety, posttraumatic stress, and depression [11-16]. Support for fear of cancer recurrence is an unmet need for between 22% and 90% of cancer survivors [12]. Overall, 12% to 20% of survivors of cancer meet diagnostic criteria for major depression and 18% to 40% for an anxiety disorder in the first 2 years following diagnosis [15,16]. Although these problems are frequently encountered in clinical practice, no clear consensus exists on the best management strategies to support people experiencing anxiety and depression posttreatment.

In the United Kingdom, the National Health Service (NHS) national health care strategy has identified the important role that technology can play in supporting patients with long-term conditions to be better able to self-manage their health [17,18].

This builds on the UK National Cancer Survivorship Initiative, which highlighted the need for a greater focus on recovery, health, and well-being after cancer treatment [19]. Digital self-management interventions are then a central feature of future plans to support cancer survivors.

Self-management interventions have been found to improve outcomes, including quality of life and health care utilization in long-term conditions [20]. Although there are substantial issues concerning intervention fidelity and content, implementation, and scaling and reach of intervention delivery, findings from a review and meta-analysis of digital self-management interventions for cancer survivors found generally positive, support for this approach [21]. A recent systematic review of all cancer self-management interventions highlighted the enormous diversity in intervention content, rendering it difficult to draw conclusions about their effectiveness, and found that there was very poor sustainability of interventions [22]. Furthermore, it is vital to note that many of these research-based interventions are not openly available to the public, with poor implementation observed [23]; indeed, there are very few self-management programs actually available in the United Kingdom [24]. Partnering with implementation stakeholders at an early stage in intervention development is advised to address this challenge [25].

In response to the shortage of available, tailored self-management support programs for cancer survivors, we worked with cancer survivors, clinicians, and other experts to develop a group-based, face-to-face self-management program: Help to Overcome Problems Effectively, known as the HOPE program, for survivors of all types of cancer. A recent systematic review of self-management interventions showed that content was largely based on expert opinions or previous models of self-management or chronic care, with patient input into the design reported in only about 10% of the studies [26]. Therefore, the involvement of cancer survivors in the development, testing, and facilitation of the HOPE program is a particular strength of the intervention compared with other cancer self-management programs. Furthermore, the HOPE program is novel and distinct from many other cancer self-management programs because of its roots in positive psychology [27-29] and its unique focus on hope and gratitude to create an upward spiral of positivity [30] to improve well-being and coping. Fredrickson [31] shows that increasing positive emotions broadens attention, thinking, and action, which enables people to develop more creative thought and action pathways (eg, expanding coping skills), and thus
Hope theory [32,33] is similar to self-efficacy theory, but the latter focuses on specific goals and behaviors, whereas hope theory recognizes enduring cross-situational goals and behaviors, and as such, hope theory is better suited to the complexity of managing the diverse impact of long-term conditions. Goals are fundamental in hope theory, which encompasses a cognitive set that is based on both agency (goal-directed determination) and pathways (planning ways of achieving goals).

Gratitude has been shown to improve psychological well-being and increase positive emotions [34,35], with some interventions showing that increasing gratitude is linked to improvements in depression [36]. A gratitude activity is a weekly feature in the HOPE program and is designed to increase participants’ positive emotions. The HOPE program also includes other evidence-based cognitive behavioral therapy and positive psychological activities such as identifying personal strengths, scheduling pleasant activities, mindfulness, relaxation training, and reviewing successes.

Group curative factors of instilling hope, universality, and altruism [37] are embedded within the HOPE program content, where participants observe their peers overcoming challenges and achieving goals (instillation of hope), share experiences (universality), and provide informational and emotional support for each other (altruism). Thus, drawing on the principles of positive psychology, the hope theory and gratitude, and embedding group curative factors, the HOPE program provides participants with a novel toolkit to develop skills and resources to improve their well-being and quality of life during and beyond treatment.

Objectives

The HOPE program recognizes the common challenges and unmet needs across all types of cancer, including fatigue, fear of recurrence, and psychological distress [6-16]. The HOPE program was co-designed with service users and stakeholders from one of the United Kingdom’s leading cancer charities, Macmillan Cancer Support (MCS) [38,39]. It has been delivered face-to-face to breast cancer survivors and in community settings for all cancer types [38,40]. Initial evaluations demonstrate that cancer survivors participating in the face-to-face program feel more confident and hopeful and valued the peer support element of the program, which made them feel less alone with their problems [38].

MCS experienced difficulties recruiting cancer survivors to the face-to-face program in some regions of the United Kingdom. This mirrors the national and international self-management experience [41]. Digital delivery of interventions can improve access and increase user choice for those who may be unable to physically attend face-to-face programs and those who may prefer a remote, digital intervention [42].

It is unclear if digital interventions can offer the same active intervention ingredients, known as group curative factors [37], that participating in a face-to-face group provides. The growth in social networking potentially offers a strong sense of community, a place for sharing experiences of cancer, and a useful platform for self-management and support [43]. Evidence shows that digital interventions have a positive impact on the quality of life and other health, self-management, and behavioral outcomes in cancer survivors and other long-term conditions [44,45]. Digital interventions also appear to address barriers to participation [46] (eg, physical, psychological, cognitive, economic, social, and cultural factors) in existing face-to-face programs [47]. Therefore, we adapted the existing face-to-face format of the HOPE program to create the digital iHOPE (Help to Overcome Problems Effectively; where the ‘i’ indicates the digital version to distinguish it from the face-to-face HOPE program) program. In this study, we aimed to explore the feasibility of the digital version of the program available for people living with all types of cancer. As a feasibility study, the specific aims were to examine the following aspects:

- Implementation: recruitment rates, completion rates of measures, and adherence rates to the program (ie, number of participants who participated in the sessions)
- Acceptability: satisfaction ratings, ratings of appropriateness and potential usefulness of the program, and indications of positive and negative effects on participants
- Practicality: feedback on the ability to complete activities in terms of time constraints and other personal commitments
- Preliminary efficacy testing: outcomes and effect size estimation [48-50].

Methods

Informed Consent

The study was approved by the Coventry University Ethics Committee (P21296). All participants provided informed consent before participation in the study.

Participants and Recruitment

A convenience sample of cancer survivors recruited to 5 iHOPE programs over 10 months was used (n=114). Eligible study participants were adults (≥18 years), living in the United Kingdom, coming to the end of cancer treatment or surgery, or having recently completed treatment, able to read and understand English, and with access to the internet and an email account.

Participants were recruited through advertisement of the program on the MCS Facebook page, Twitter, and Macmillan’s LearnZone area on their website. Participants were allocated a place on the program on a first-come, first-served basis. In light of previous digital intervention research showing that participants who completed a minimum of 50% of sessions had a reliable change in outcome measures [51], we categorized participants as having completed the course if they completed three or more of the 6 sessions (n=102). All participants completed the baseline questionnaires (n=114), but only those who also completed the postprogram questionnaires were included in the analysis (n=51). Of the remaining 63 participants who did not complete the postprogram questionnaires, 3 participants did not use the program at all, 9 participants completed 1 or 2 sessions, and 51 participants completed between 3 and 6 sessions (see Figure 1).
Program Development

Full details of the development of the HOPE program have been published elsewhere [38-40,52,53]. The HOPE program has been taxonomized using the taxonomy of self-management support [54]. The adaptation to the digital iHOPE program was undertaken in consultation with people who had attended, delivered, and commissioned the delivery of the face-to-face HOPE program. A user-centered, iterative approach was undertaken [55], as detailed below. A set of design requirements and a design brief were drawn up in consultation with end users and stakeholders. It was specified that the digital version (iHOPE) should replicate the process and content of the group-based HOPE course to ensure that the marketing and recruitment of both versions of the course would be consistent and that cross-training of face-to-face facilitators to deliver iHOPE would be kept to a minimum. The initial digital version of HOPE went through a number of iterative testing sessions, with improvements made to usability after each iteration. It was intended through these iterations to develop a system that was usable and accepted by the intended user group to increase the likelihood of uptake and continued usage, and ensure the technology did not prove a barrier to engagement and participation.

Iteration 1

We conducted usability testing of iHOPE with stakeholders, including MCS staff, trainers, and cancer survivors. A link to the course was circulated to past participants and facilitators of the face-to-face program. They were asked to work through the web-based material and provide feedback to specific questions via email. This study aimed to explore if the core components of HOPE were integrated effectively.

Iteration 2

The iHOPE web-based course was then reviewed by a wider audience and demonstrated to delegates at the National Cancer Voices conference in November 2013. This round of feedback focused on the acceptability of the translation of face-to-face course features into a web format.

Iteration 3

MCS and Coventry University researchers held a workshop with the web design team and experienced HOPE facilitators to collect feedback on iHOPE design, usability, and content. User and facilitator feedback led to further revisions to improve usability and course experience.

Iteration 4

The final iterative feedback was undertaken as part of the iHOPE evaluation, and 5 cohorts reviewed the system while they were enrolled in the program.

Content

The iHOPE program content comprises text, images, downloadable documents, and links to external websites, for example, activities and media related to cancer-related fatigue and developing character strengths. The content delivered is configured into interactive activities (eg, quizzes, self-monitoring tools, and diaries) that can be used by participants to learn and consolidate program content (Table 1 gives details of iHOPE program content and activities, and Figure 2 shows screenshots of user dashboards). The iHOPE program uses forums and messaging facilities that act as a conduit for communication between participants and facilitators.
Table 1. Weekly topics, content, exercises, and activities included in the 6-week Help to Overcome Problems Effectively (where ‘i’ indicates digital version) program.

<table>
<thead>
<tr>
<th>Session</th>
<th>Examples of content</th>
<th>Examples of exercises and activities (self-management tools)</th>
</tr>
</thead>
</table>
| Week 1: Introduction/instilling hope | • Aims of the program  
• User guide to navigating the platform and setting up a profile  
• Introduction to self-management  
• The benefits of positive emotions  
• Video: positive emotions for a flourishing life  
• The power of gratitude  
• Personalized goal setting  
• Video: how to set achievable goals  
• Forum topic: reasons for joining the program  
• Further resources and links (eg, videos, podcasts, and websites) to gratitude, positivity, and goal setting | • Interactive gratitude diary  
• SMARTER goal setting  
• Assessment: positivity ratio test and positive and negative emotions test |
| Week 2: Stress management | • Understanding stress  
• Managing stress  
• Videos: how to manage stress and how to make stress your friend  
• Coping with unhelpful thinking patterns  
• Mindfulness for stress management and meditation  
• Self-compassion and acceptance  
• Video: how to be kind to yourself  
• Forum topic: how do you deal with cancer-related stress?  
• Further resources and links (eg, videos, podcasts, and websites) to self-compassion, mindfulness, and stress management | • Interactive gratitude diary  
• SMARTER goal setting and goal feedback  
• Guided relaxation and meditation exercise (podcasts)  
• How to cope with unhelpful thoughts (worksheet) |
| Week 3: Managing fatigue | • Understanding the boom and bust cycle  
• Using the 3 Ps (prioritizing, planning, and pacing) for managing fatigue  
• Video: tips for managing fatigue  
• Sleeping better; podcast: tips to improve sleep  
• Forum topic: coping with fatigue  
• Further resources and links (eg, videos, podcasts, and websites) to sleeping better | • Interactive gratitude diary  
• SMARTER goal setting and goal feedback  
• Fatigue and pacing diaries (worksheets)  
• Quiz: What are the main challenges faced by cancer survivors? |
| Week 4: Body image and communication | • Body image  
• Video: body image and cancer  
• Sexuality and intimacy  
• Video: Cancer as a passport to emotional intimacy  
• Communication skills and tips for talking with the health care team and family  
• Forum topic: experiences of coping with body changes and experiences of communicating with the health care team  
• Further resources and links (eg, videos, podcasts, and websites) to sexuality, intimacy, and relationships | • Interactive gratitude diary  
• SMARTER goal setting and goal feedback |
| Week 5: Physical activity and fear of recurrence | • Coping with fear of recurrence  
• Videos: Moving forward while being worried about cancer returning and the regrets of those who are dying  
• Hopes and dreams for the future  
• Video: Before I die project  
• The benefits of physical activity  
• Video: Tips for becoming and staying active  
• Forum topic: Concerns about cancer coming back  
• Further resources and links (eg, videos, podcasts, and websites) to managing concerns about cancer coming back and getting more active | • Interactive gratitude diary  
• SMARTER goal setting and goal feedback |
### Session | Examples of content | Examples of exercises and activities (self-management tools)
--- | --- | ---
**Week 6: Character strengths and happiness** | • Understanding how using your strengths can lead to a more fulfilling life  
• Video: The science of character strengths  
• Tips for authentic happiness; managing setbacks and keeping going  
• Forum topic: Learning from the program  
• Further resources and links (eg, videos, podcasts, and websites) to Macmillan Cancer Support online communities and happiness resources | • Interactive gratitude diary  
• SMARTER goal setting and goal feedback  
• Assessment: positivity ratio test and positive and negative emotions test and character strengths  
• Quiz: What contributes to happiness? |

SMARTER: SMARTER is an acronym used by many organizations for goal setting, and stands for: Specific, Measurable, Achievable, Relevant, Time-bound, Enjoyable, Reward.

**Figure 2.** Help to Overcome Problems Effectively user dashboard.

The theory underpinning the HOPE program is described elsewhere [38,53]. Briefly, the iHOPE program aims to enhance well-being by fostering positive emotions and stimulating positive functioning. A parallel goal is to reduce depressive symptoms. The iHOPE program is based on principles derived from positive psychology and focuses on positive experiences, strengths, and personal competencies rather than mental health problems such as anxiety and depression. It incorporates evidence-based exercises based on positive psychology, in addition to elements stemming from mindfulness, cognitive behavioral therapy, and problem-solving therapy (Figure 3 gives an example of personal strength exercises). The use of positive psychology interventions in cancer survivorship has, to date, been limited; however, a systematic review has supported their impact on well-being and quality of life [56].
Delivery
The maximum group size for each program delivery was set at 20 participants, following consultation with the iHOPE program facilitators and a beta test involving 33 participants. The iHOPE program content is released weekly over 6 weeks, thus mirroring the delivery model of the group-based face-to-face HOPE program. The iHOPE program is an asynchronous program that does not require real-time attendance. On the same day each week, new content is released, whereas previous content remains available. Participants are encouraged to log on for approximately 2.5 hours per week and use a range of behavior change techniques, including weekly goal setting, action planning, and self-monitoring. Peer support and interaction is facilitated through social networking tools and shared interactive activities where all participants’ comments appear. Weekly topics and activities are provided in Table 1.

Goal setting and gratitude activities are recurring weekly features, and participants are encouraged to post a goal or something they may feel grateful for on the online walls for everyone to see and comment on. Each week, a number of questions are set as discussion topics that are featured in weekly forums. These questions are related to the program content for each week. There is also a weekly forum (Hope Lounge) where participants can start a discussion about either their experience of living with and beyond cancer or a noncancer related topic.

The iHOPE program is moderated by 2 trained peer facilitators who are affected by cancer in some way. The facilitators received training from MCS and followed a delivery protocol. The facilitator’s role is to offer encouragement to participants, stimulate discussion in social networking forums by inviting participants to respond with comments to specific questions, or respond to questions/comments posted by participants. Facilitators also monitor daily social networking posts for safety and report any technical problems to the research team. Facilitators spent 2 hours each per session, supporting the participants.

Procedure
One week before each group’s iHOPE program start date, participants were sent a link to a web-based survey to access an introductory letter that explained the purpose of the study, the research participant information sheet, consent form, demographic questionnaire, and outcome measures (ie, baseline questionnaires). Participants completed these and then went on to access the iHOPE program. At the end of the 6-week program, participants were emailed the survey link to complete the outcome measures again (ie, postprogram questionnaires) and complete a usability questionnaire.

Data Collection
Data collection was designed to address each of the feasibility testing research aims. Demographic data were collected at baseline on participants’ age, sex, ethnicity, marital status, employment status, changes in work hours because of cancer, educational level, and cancer site.

Implementation
Recruitment, retention, and completion rates of the measures were recorded. The iHOPE program system captured basic adherence data, in terms of how many participants accessed the program and the number of sessions they accessed. Furthermore, detailed usage data were captured by the number of times participants carried out key program activities, such as goal setting and gratitude diaries.

Acceptability and Practicality
We created our own bespoke questionnaire to derive satisfaction scores with specific elements of interest for program development purposes, such as navigation, presentation, the usefulness of specific program elements, and support from the program facilitators. As previous literature shows that the optimal number of potential responses on a scale is between 4 and 7 [45], we presented participants with a choice of 4 responses (ie, strongly disagree, disagree, agree, and strongly agree) in an effort to reduce participant response burden. In
addition, as these responses were used to inform program development and changes to future versions, the inclusion of a neutral response on the scale would be uninformative. Satisfaction with the program was assessed using a 4-point scale [57] anchored at strongly agree and strongly disagree. The 13 questions (summarized in the Results section and Multimedia Appendix 1) were derived from published research examining the usability of digital self-management interventions [58-60].

**Outcome Measures for Preliminary Efficacy Testing**

All of the following outcome measures were administered at baseline and again at the end of the iHOPE program.

The quality of life in adult cancer survivors scale (QLACS) [61] is a validated questionnaire comprising 47 items across 12 domains, where 7 domains measure the generic quality of life and 5 domains measure the cancer-specific QLACS. In this study, we used 2 subscales of the QLACS that specifically address frequently cited unmet needs for survivors: cancer-related fatigue and cancer-related concern or fear of recurrence. Fatigue is assessed using the following 4 items: In the past four weeks… (1) you had the energy to do the things you wanted to do [note that this item was reverse-scored]; (2) you felt fatigued; (3) you did not have energy to do the things you wanted to do; and (4) you felt tired a lot. Fear of cancer recurrence is measured by the following 4 items: In the past four weeks… (1) you worried about dying from cancer; (2) you worried about cancer coming back; (3) whenever you felt a pain, you worried that it might be cancer again; and (4) you were preoccupied with concerns about cancer. Each item in these 4-item subscales is scored from 1 to 7 (1=never, 2=seldom, 3=sometimes, 4=about as often as not, 5=frequently, 6=very often, and 7=always). Items are summed to give an overall score of 4 to 28 for each of the 2 subscales (ie, fatigue and fear of recurrence), with higher scores indicating greater difficulties.

The patient health questionnaire-9 [62] is a 9-item measure that assesses the frequency of experience of the symptoms of depression, for example, Over the past two weeks, how often have you been bothered by any of the following problems… (1) little interest or pleasure in doing things; (2) feeling down, depressed, or hopeless; and (3) poor appetite or overeating. Responses to each of the 9 items range from 0 to 3 (0=not at all, 1=several days, 2=more than half the days, and 3=nearly every day), leading to a summed score between 0 and 27, with higher scores indicating greater severity of depression. Scores of 10 or more are presumed to be above the clinical range, and so, scores of less than 10 are classified as cases of depression. Recovery rates were calculated as those patients who scored ≥10 (cases) before treatment and scored <10 posttreatment.

The generalized anxiety disorder scale [63] is a 7-item scale measuring symptoms of generalized anxiety disorder, for example, Over the past two weeks, how often have you been bothered by the following problems… (1) feeling nervous, anxious, or on edge; (2) trouble relaxing; and (3) becoming easily annoyed or irritable. Responses to all 7 items range from 0 to 3 (0=not at all, 1=several days, 2=more than half the days, and 3=nearly every day), providing a total score of 0 to 21, with higher scores indicating greater anxiety. Scores ≥8 are classified as cases of generalized anxiety disorder. Recovery rates were calculated for those patients who score ≥8 (cases) before treatment and <8 post-treatment.

The Warwick Edinburgh mental well-being scale [64] is a scale of 14 positively worded feelings and thoughts, used to assess mental well-being within the adult population. The scale includes measures of positive affect, satisfying interpersonal relationships, and positive functioning, for example, Below are some statements about feelings and thoughts. Please tick the box that best describes your experience of each over the last two weeks… (1) I have been feeling optimistic about the future; (2) I have been thinking clearly; and (3) I have been feeling love. Participants rated each of the 14 items on a scale of 1 to 5 (1=none of the time, 2=rarely, 3=some of the time, 4=often, and 5=all of the time), providing a total positive mental well-being score ranging from 14 to 70, with higher scores representing greater positive mental well-being. A change of three or more is seen as clinically meaningful change [65].

Hope was measured using the 6-item adult state hope scale [66], which assesses goal-directed thinking in any given situation. The scale has 3 agency items, for example, At the present time, I am energetically pursuing my goals, and 3 pathway items, for example, I can think of many ways to reach my current goals. Participants indicated the extent to which they agree with each of the 6 statements, in accordance with how they feel at the present moment, on a scale of 1 to 8 (1=definitely false, 2=mostly false, 3=somewhat false, 4=slightly false, 5=slightly true, 6=somewhat true, 7=mostly true, and 8=definitely true). Total hope scores range from 6 to 48, with higher scores indicating higher levels of hopeful thinking.

The gratitude questionnaire-6-item form [67] is a self-report measure of disposition to experience gratitude in everyday life. It is a 6-item scale, comprising items such as (1) I have so much in life to be thankful for, (2) I am grateful to a wide variety of people, and (3) when I look at the world, I do not see much to be grateful for [note that this item is reverse-scored]. Participants scored each item from 1 to 7 (1=strongly disagree, 2=disagree, 3=slightly disagree, 4=neutral, 5=slightly agree, 6=agree, 7=strongly agree), giving a total score of 6 to 42, where a higher score indicates more gratitude shown [67].

**Analysis**

All statistical data analyses were conducted using IBM SPSS Statistics 25 (IBM Corp Released 2017. IBM SPSS Statistics for Windows, Version 25.0). The sample was not powered to detect significance in the outcome measures; nevertheless, we present changes in the scores to aid understanding of the potential effect of the program and to provide data on which to base a power calculation for a larger study of efficacy. The level of statistical significance was set at P<.05. Owing to some deviations from the normal distribution in follow-up gratitude, anxiety, and depression scores, all variables were analyzed using Wilcoxon signed-ranks for paired samples. We report the means with SDs and medians with a range of scores. As recommended for nonparametric paired data, we report r as the effect size estimates (z=r/√n), where z is calculated through the Wilcoxon test and n is the number of observations (n=102) [68]. Recommended boundaries for r were used to determine small (0.1), moderate (0.3), and large effect sizes (0.5) [69].
Results

Descriptive Data
A total of 114 participants completed the baseline questionnaires, and those who also completed the postprogram questionnaires were included in the analysis (n=51). Participant characteristics are shown in Table 2. Participants were predominately female, white ethnicity, married, with educational qualifications, and employed. The majority had cut work hours because of their cancer, and 38.6% (44/114) had breast cancer; however, data on cancer site was incomplete as participants did not always share this. There were no significant differences between these subgroups of participants on any of the demographic variables.

Examining baseline depression, anxiety, well-being, quality of life, cancer-related fatigue and worry, hope, and gratitude scores between those who did and did not complete postprogram questionnaires revealed no significant differences (scores are summarized in Multimedia Appendix 2).

Table 2. Participant demographic information at enrolment, baseline, and postprogram.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Sample at enrolment (N=114)</th>
<th>Completed baseline questionnaire only (n=63)</th>
<th>Completed baseline and postprogram questionnaire (n=51)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age, mean (SD)</td>
<td>51.3 (9.6)(^a)</td>
<td>47.4 (8.8)(^b)</td>
<td>53.6 (9.4)(^c)</td>
</tr>
<tr>
<td>Female, n (%)</td>
<td>102 (89.5)</td>
<td>56 (89)</td>
<td>46 (90)</td>
</tr>
<tr>
<td>White ethnicity, n (%)</td>
<td>111 (97.4)</td>
<td>61 (97)</td>
<td>50 (98)</td>
</tr>
<tr>
<td>Married or living with partner, n (%)</td>
<td>86 (75.4)</td>
<td>46 (73)</td>
<td>40 (78)</td>
</tr>
<tr>
<td>Employed, n (%)</td>
<td>68 (59.6)</td>
<td>36 (57)</td>
<td>32 (63)</td>
</tr>
<tr>
<td>Cut work hours because of cancer, n (%)</td>
<td>73 (64.0)</td>
<td>43 (68)</td>
<td>30 (59)</td>
</tr>
<tr>
<td>Possessed postschool qualifications, n (%)</td>
<td>110 (96.5)</td>
<td>60 (95)</td>
<td>50 (98)</td>
</tr>
<tr>
<td>Cancer type, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Breast</td>
<td>44 (38.6)</td>
<td>22 (35)</td>
<td>22 (43)</td>
</tr>
<tr>
<td>Gynecological</td>
<td>13 (11.4)</td>
<td>6 (10)</td>
<td>7 (14)</td>
</tr>
<tr>
<td>Other</td>
<td>36 (31.6)</td>
<td>21 (33)</td>
<td>15 (29)</td>
</tr>
<tr>
<td>Not reported</td>
<td>21 (18.4)</td>
<td>14 (22)</td>
<td>7 (14)</td>
</tr>
</tbody>
</table>

\(^a\)n=75 because of missing data.
\(^b\)n=27 because of missing data.
\(^c\)n=48 because of missing data.

Implementation
A total of 114 people were recruited to the program, of which 102 participants completed 3 or more sessions (89.4% completion of the program). The mean number of sessions was 5.0 (SD 1.5), and 61.4% (70/114) of participants attended all 6 sessions. Half of those who completed 3 or more sessions of the program (n=51) went on to complete the outcome measures, giving a 50% response rate to questionnaires at the end of the program.

Acceptability and Practicality
The 59 participant responses to the satisfaction questionnaire are detailed in Multimedia Appendix 2. The overwhelming majority of participants strongly agreed or agreed that the program and its delivery were positive and activities in the program were useful.

Preliminary Efficacy Testing
Table 3 provides a summary of all outcome measures for the 51 participants who completed baseline and postprogram questionnaires.
Psychological Distress
At the end of the iHOPE program, participants reported statistically significant improvements in depression and anxiety, with moderate effect sizes. Before the program, 47% (24/51) of participants exceeded the clinical cutoff scores for depression, and 43% (22/51) of participants exceeded the clinical cutoff scores for anxiety. At the end of the program, 31% (16/51) and 29% (15/51) of participants had scores that indicated a recovery from depression (z=−4.607; P<.001; r=−0.46) and anxiety (z=−3.534; P<.001; r=−0.35), respectively (ie, their scores were no longer above the threshold for clinical levels of distress).

Quality of Life for Cancer-Related Concerns
At the end of the iHOPE program, participants reported statistically significant improvements in cancer-related fatigue (z=−4.421; P<.001; r=−0.44) and worry or fear of recurrence (z=−3.765; P<.001; r=−0.37), with moderate effect sizes.

Positive Well-Being, Gratitude, and Hope
At the end of the iHOPE program, participants reported statistically significant improvements in positive mental well-being (z=−5.075; P<.001; r=−0.50) and hope (z=−5.113; P<.001; r=−0.51), with a moderate effect size for well-being and a large effect size for hope. Participants also reported statistically significant improvements in gratitude (z=−2.422; P=.015; r=−0.24), but with a small effect size (Table 3).

Discussion
Principal Findings
This study aimed to describe the development, evaluation, and feasibility of a digital self-management program for people who are living with, or have survived, all types of cancer. The program was well attended, with 114 participants at enrolment and 102 participants (89.5%) completing at least three of the six sessions. Feedback from the participants who completed the satisfaction questionnaire was overwhelmingly positive for many aspects of the content and design. Preliminary efficacy testing had positive results, with generally moderate-sized effects in the expected direction. The majority of the participants were female, white, married, employed, and educated. Although this may present a limitation in terms of generalizing the study results to other demographic groups (eg, genders, cancer sites, ethnicities, and socioeconomic groups), a recent systematic review has reported that the majority of participants in self-management cancer programs are indeed women [26], and so, this study is representative in this respect. A low attendance rate for men is common in self-management and is linked to their reluctance to seek help [70]. Men are more likely to respond to marketing and recruitment messages that emphasize stoicism, independence, and control [70] and where marketing and recruitment materials contain images of men [71]. Our research group has begun looking at the self-management priorities of men diagnosed with cancer and the types of digital support they prefer [72,73]. It will be vital to conduct further development work to explore how to reach males, members of other ethnic groups, unemployed, and people with lower educational attainment. Ensuring that recruitment materials contain images and messages that appeal to multiple audiences and that recruitment and advertising take place in areas and locations frequented by people of all ages, ethnicities, genders, and income groups has been shown to widen participation in other studies [71]. These recruitment strategies will be suggested to MCS for future recruitment to the digital iHOPE program, as recommendations to reduce inequalities in care provision and recruitment bias.

Reporting rates of cancer sites were suboptimal, and data collection procedures should be improved, perhaps with a user-friendly checklist of cancer sites. Furthermore, collection of data on time since diagnosis and/or stage of treatment will allow us to verify in future studies if those recently diagnosed with cancer will show the same postprogram improvements in outcome measures as those who have survived cancer (or are coming to the end of treatment). Of those providing data, the largest group was breast cancer, reflecting national data. Gynecological cancers were reported by 11.4% of participants, which is greater than the estimated 5% of the population incidence [74]. However, the iHOPE program recognizes commonalities across types of cancer in the challenges faced and in unmet psychosocial needs; therefore, the majority of the

Table 3. Baseline and postprogram outcome scores (n=51).

<table>
<thead>
<tr>
<th>Outcome measure</th>
<th>Baseline scores, mean (SD)</th>
<th>Baseline scores, median (range)</th>
<th>Postprogram scores, mean (SD)</th>
<th>Postprogram scores, median (range)</th>
<th>P valuec</th>
<th>r valued</th>
</tr>
</thead>
<tbody>
<tr>
<td>Depression</td>
<td>8.9 (5.2)</td>
<td>9 (0-20)</td>
<td>6.1 (4.9)</td>
<td>5 (0-25)</td>
<td>&lt;.001</td>
<td>−0.46</td>
</tr>
<tr>
<td>Anxiety</td>
<td>6.8 (4.9)</td>
<td>5 (0-20)</td>
<td>4.1 (4.1)</td>
<td>3 (0-18)</td>
<td>&lt;.001</td>
<td>−0.35</td>
</tr>
<tr>
<td>Positive mental well-being</td>
<td>42.2 (9.3)</td>
<td>43 (21-63)</td>
<td>49.9 (7.5)</td>
<td>51 (25-67)</td>
<td>&lt;.001</td>
<td>−0.50</td>
</tr>
<tr>
<td>Fatigue</td>
<td>18.1 (5.7)</td>
<td>19 (5-28)</td>
<td>14.4 (6.4)</td>
<td>13 (4-27)</td>
<td>&lt;.001</td>
<td>−0.44</td>
</tr>
<tr>
<td>Fear of recurrence</td>
<td>15.9 (6.3)</td>
<td>13 (8-28)</td>
<td>13.2 (6.0)</td>
<td>12 (4-28)</td>
<td>&lt;.001</td>
<td>−0.37</td>
</tr>
<tr>
<td>Hope</td>
<td>28.0 (10.0)</td>
<td>28 (8-47)</td>
<td>35.3 (7.4)</td>
<td>36 (11-46)</td>
<td>&lt;.001</td>
<td>−0.51</td>
</tr>
<tr>
<td>Gratitude</td>
<td>34.8 (5.3)</td>
<td>36 (16-42)</td>
<td>36.7 (5.1)</td>
<td>38 (14-42)</td>
<td>.02</td>
<td>−0.24</td>
</tr>
</tbody>
</table>

aFor depression, anxiety, fatigue, and fear of recurrence measures, decreasing scores indicate improvement.
bFor positive mental well-being, hope, and gratitude measures, increasing scores indicate improvement.
cP value based on Wilcoxon signed-ranks.
dEffect size of change.
content is relevant to all cancer survivors regardless of the type of cancer. This pragmatic approach is a particular strength of the iHOPE program, especially as some patients may have cancer in more than one primary cancer site. Nevertheless, there are some elements of the iHOPE program content that may be more or less applicable to certain groups. In future cohorts, the iHOPE program could be offered to patients at all stages of treatment and/or with the same type of cancer. Another option is to adapt the program for some of the most common types of cancers, so that depending on the users’ profile, personalized content is delivered. For example, in the body image session, prostate cancer and breast cancer users are provided with information, case studies, and other materials specific to their needs. Research has shown that personalized content improves engagement and retention.

The implementation of the program had positive results—89% of the participants completed the program (ie, attended 3 or more sessions) [51], and the average number of sessions attended was 5. Overall, 61% completed all 6 sessions, which is in line with rates of full program completion in other digital interventions, where a median of 56% of participants completed the full program [51, 75].

There is a distinction between dropout attrition where participants do not fill in questionnaires (ie, 50% in this study) and nonusage attrition where participants stopped using the program (ie, only 11% completed <3 sessions in this study) [76]. High rates of nonusage attrition [76], are common and of concern in digitally delivered interventions. Reporting and analyzing the data at the level of session completion is crude, and a more useful and nuanced understanding of engagement and attrition is being developed, but still in its infancy. Researchers are beginning to use a variety of tools such as visualization and log data analysis, which provide evidence of features and content usage over time and detect usability issues. This type of analysis has the potential to improve user experience and improve engagement and outcomes. It is worth noting that some studies have not shown a linear relationship between time spent, the number of sessions completed, and outcomes [51]. It is possible that the nonusage participants in this study may be e-attainers (as described in [77]), where these participants may have left the program before completion but achieved what they needed from the program, such as learning about goal setting and stress management or obtaining reassurance and relief that their challenges and concerns are shared by others [37]. A higher rate of noncompletion of postprogram measures was observed in this digital delivery of iHOPE (ie, 50%) than the response rate in a face-to-face trial of the cancer HOPE program (88%, unpublished data). We suggest that the high noncompletion rate in this study was partly because of the timing of the research—data collection occurred around the Christmas period. Avoiding holiday times [78], using behavioral prompts [79], and reducing the number of outcome measures to reduce respondent burden [80] could improve data completion rates in future studies assessing the feasibility and practicality of digital cancer self-management programs.

The program was acceptable and appears to be practical, with positive feedback on program activities. The program uses peer support features and is supported by a facilitator with personal experience of cancer. There is a growing evidence base showing that trained peers can respond safely and therapeutically to distressing issues that often arise during self-management programs [81]. This study suggests the potential for the web environment to also provide peer support benefits to cancer survivors. The outcomes we measured capture important challenges for cancer survivors. Several activities in the iHOPE program directly address fatigue and worry, with a fatigue management session comprising video material and pacing and fatigue diaries, in addition to sessions on relaxation and mindfulness [82].

Acknowledging the significant limitations owing to the 50% completion rate of postprogram questionnaires, the findings show that scores for depression, anxiety, well-being, cancer-related fatigue and worry, hope, and gratitude were improved postprogram for those who completed the questionnaires. Moderate effect size improvements were achieved for most of the outcomes, which is consistent with other self-management research for long-term conditions involving self-selecting participants [83]. The fact that some of these improvements were evident in such a short period (6 weeks for postprogram outcomes) is extremely encouraging and consistent with early improvements found in brief self-management programs [84]. The variables likely to be used as clinical outcome variables (depression, anxiety, well-being, fatigue, and worry) all achieved moderate effect sizes in our uncontrolled pre-post study. Considering a future randomized controlled trial and taking into account the limitations of this study, a generic sample size calculation for moderate effect size (power 0.95, comparing 2 groups over 2 time points) would lead to a required total sample size of 132 (66 in each arm) [85].

The need for better care for comorbid depression in cancer survivors has been called for [14, 19]. Many participants exceeded clinical cutoff values for depression (47%) and anxiety (43%) when they started the program. This indicates a high rate of clinical depression and anxiety among this population, therefore supporting the need for, and provision of, programs such as iHOPE. Further resources are needed to provide a range of interventions across the NHS for people with depression and anxiety following cancer. These resources could include a digital self-management program as part of a comprehensive stepped care package, particularly as the provision of expert mental health care across Europe remains limited [86].

By the end of the iHOPE program, the scores indicated that nearly one-third (16/51, 31%) had recovered from depression and over a quarter (15/51, 29%) had recovered from anxiety. These results are encouraging, compare well with general data on short-term psychological interventions [87], and suggest that further research investigating the effectiveness of the iHOPE program is imperative. The improved scores in gratitude and hope are reassuring, as this program is based on these core positive psychology concepts. Gratitude is linked to fewer health complaints, feeling more attentive, more energetic, more determined, more satisfied with life, more optimistic, having more feelings of connection to others, and being more likely to give and use social support [88]. The iHOPE program aims to increase hope among participants by encouraging participants to set and achieve weekly goals. Weekly goal setting and
feedback are important factors in initiating behavior change [89]. To date, there are very few hope-based, goal setting interventions that have been evaluated among cancer survivors [56], supporting the need for further development of the iHOPE program. An important next step is to formally explore if changes in hope and gratitude are important mechanisms of change for depression, anxiety, quality of life, and positive mental well-being.

Limitations
Our findings from this study are limited by the lack of a control group; lack of longer-term follow-up; small sample size; and a sample mainly of white, married women with a high level of education. Participants were recruited via the MCS charity website, Facebook, and other social media sites. This is likely to have attracted highly motivated cancer survivors, with good health and digital literacy skills, compared with cancer survivors who do not access health websites. Further studies of the feasibility and acceptability of the iHOPE program could utilize recruitment strategies aimed at widening participation for male cancer survivors [72,73] and participants from ethnic minorities and low-income backgrounds [71]. Further research is required to understand what drives some participants toward a digital intervention and to work with those with cancers in other sites to ensure that there are no barriers to accessing the iHOPE program.

Conclusions
We have shown that a digital self-management program, iHOPE, has the potential to improve several common and pressing unmet needs of cancer survivors, including fatigue and worry, depression, and anxiety. These improvements need to be further tested using a more robust research design involving a much larger sample over a longer time frame within a randomized controlled trial.

Acknowledgments
The authors would like to thank the individuals who took part in the initial usability testing of the iHOPE program and all those who participated in the study and completed the outcome measures. The authors would also like to thank the facilitators, Ian Cockerham, Lisa Larkin, Vicky Harker, and Stephen Wilkinson, who moderated the iHOPE program, and Macmillan Cancer Support, who funded the study.

Conflicts of Interest
AT is the coinventor of the HOPE program and iHOPE. WC, BW, GP, FM, LM, HW, and MM declare that they have no conflicts of interest.


Abbreviations

HOPE: Help to Overcome Problems Effectively
iHOPE: Help to Overcome Problems Effectively (where ‘i’ indicates digital version)
MCS: Macmillan Cancer Support
NHS: National Health Service
QLACS: Quality of Life in Adult Cancer Survivors scale
Help to Overcome Problems Effectively for Cancer Survivors: Development and Evaluation of a Digital Self-Management Program

Martin F, Wright H, Moody L, Whiteman B, McGillion M, Clyne W, Pearce G, Turner A

URL: http://www.jmir.org/2020/5/e17824/
doi:10.2196/17824
PMID:32209529

©Faith Martin, Hayley Wright, Louise Moody, Becky Whiteman, Michael McGillion, Wendy Clyne, Gemma Pearce, Andy Turner. Originally published in the Journal of Medical Internet Research (http://www.jmir.org), 19.05.2020. This is an open-access article distributed under the terms of the Creative Commons Attribution License (https://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution, and reproduction in any medium, provided the original work, first published in the Journal of Medical Internet Research, is properly cited. The complete bibliographic information, a link to the original publication on http://www.jmir.org/, as well as this copyright and license information must be included.
Efficacy of Text Messaging and Personal Consultation by Pharmacy Students Among Adults With Hypertension: Randomized Controlled Trial

Panpan Zhai1,2,3, BS; Khezar Hayat1,2,3,4, MS; Wenjing Ji1,2,3, PhD; Qian Li1,2,3, BS; Li Shi1,2,3, BS; Naveel Atif1,2,3, MS; Sen Xu1,2,3, BS; Pengchao Li1,2,3, BS; Qianqian Du1,2,3, BS; Yu Fang1,2,3, PhD

1Department of Pharmacy Administration and Clinical Pharmacy, Xi’an Jiaotong University, Xi’an, China
2Center for Drug Safety and Policy Research, Xi’an Jiaotong University, Xi’an, China
3Shaanxi Center for Health Reform and Development Research, Xi’an Jiaotong University, Xi’an, China
4Institute of Pharmaceutical Sciences, University of Veterinary and Animal Sciences, Lahore, Pakistan

Corresponding Author:
Yu Fang, PhD
Department of Pharmacy Administration and Clinical Pharmacy
Xi’an Jiaotong University
No 76 Yanta West Road
Xi’an, 710061
China
Phone: 86 2982655132
Email: yufang@mail.xjtu.edu.cn

Abstract

Background: Hypertension is one of the leading risk factors for ischemic heart diseases, and high rates of hypertension prevalence have either remained the same or increased in developing countries in recent years. Unfortunately, about 20% to 50% of patients with chronic diseases have been nonadherent to their drug therapy. SMS text messaging and pharmacy student-lead consultations have the potential to help patients manage their blood pressure (BP).

Objective: The aim of this study was to assess the effectiveness, feasibility, and acceptability of SMS text messaging and consultation to manage the BP of Chinese patients with hypertension.

Methods: We conducted a two-arm cluster randomized controlled trial among patients with hypertension in Xi’an City, Shaanxi Province, China, and recruited 384 patients from 8 community health care centers. Patients were randomized into an intervention group to receive SMS text messages and consultations or into a control group to receive usual care for 3 months. We sent SMS text messages at 3-day intervals and collected data at baseline (including demographics, clinical outcomes, medication complexity, side effects, patient behavior, knowledge about hypertension, BP, and medication adherence) and the 3-month follow-up (including BP, medication adherence, and knowledge about hypertension).

Results: We assessed 445 patients with hypertension and excluded 61 patients who were not eligible or who had not filled out their questionnaires. The mean age of the patients was 68.5 (SD 7.9) years in the intervention group and 69.4 (SD 9.7) years in the control group, and the sample was primarily female (265/384, 69.0%). Patients in the intervention group showed significant improvements in systolic BP (SBP; mean 134.5 mm Hg, SD 15.5 mm Hg vs mean 140.7 mm Hg, SD 15.2 mm Hg; \(P=.001\)), medication adherence (mean 7.4, SD 1.2 vs mean 7.0, SD 1.3; \(P=.04\)), and knowledge about hypertension (mean 6.3, SD 0.9 vs mean 5.9, SD 1.2; \(P=.004\)) compared with those in the control group. In measures of diastolic BP (DBP), the two arms showed nonsignificant improvements (mean 78.2 mm Hg, SD 9.0 mm Hg vs mean 77.2 mm Hg, SD 10.3 mm Hg; \(P=.06\)). In total, 176 patients had controlled BP at the 3-month follow-up (98 patients in the intervention group vs 78 patients in the control group), but it was nonsignificant (\(P=.08\)).

Conclusions: The use of SMS text messaging and consultation to manage SBP and improve medication adherence is effective, feasible, and acceptable among Chinese patients with hypertension, although a significant difference was not observed with regard to DBP. It is important to maximize the potential of SMS text messaging and consultation by increasing the feasibility and acceptance of mobile interventions and conduct a cost-effectiveness analysis on this method.

Introduction

Background
Hypertension is regarded as one of the leading risk factors for ischemic heart diseases, affecting more than 1.4 billion people globally [1,2]. In the United States alone, over 100 million people are living with hypertension, according to a recent report of the American Heart Association [3]. Hypertension has also greatly amplified the rate of deaths, for example, every year nearly 9.4 million deaths are attributed to hypertension worldwide [4]. High rates of hypertension prevalence have either remained the same or increased in developing countries in recent years [5]. A study conducted in China from 2012 to 2015 concluded that the prevalence of hypertension in China was 27.9% [6], increased by 48.4% compared with the previous study conducted in 2002 [7].

The risk of ischemic heart diseases could be reduced by up to 50% via lowering the systolic blood pressure (SBP) by 20 mm Hg or diastolic blood pressure (DBP) by 10 mm Hg, thus preventing the rate of mortality and morbidity [8]. In the People’s Republic of China, hypertension, with its several life-threatening complications, including stroke, heart attack, heart failure, renal failure, and coma, has seriously challenged the financial health care delivery system [9].

The management of hypertension is based on drug therapy coupled with lifestyle modifications. Better control of hypertension is possible by improving adherence to antihypertensive medications, which could further minimize its complications [10]. Unfortunately, adherence to the prescribed medications is always considered as a problem in patients with chronic diseases [11]. For example, a study reported that 20% to 50% of patients with chronic disorders have been nonadherent toward their drug therapy [12-14]. Similarly, patients with hypertension have also struggled to comply with the guidelines of their health care providers [15-17].

A large number of interventions and strategies have been proposed to improve adherence to the treatment plan among patients despite inconsistent results [18]. One such approach is the use of SMS text messaging via mobile technology, which has the potential to tailor patients’ behavior to support their treatment adherence [19,20]. The use of customized SMS text messages offers several advantages, including cost-efficiency, wide coverage, ease in accessibility, and timely delivery of useful medical information [21-23].

Pharmacists are an integral part of the health care system, and their role in overcoming poor medication adherence is evident in the literature [24]. Owing to the limited number of qualified pharmacists in developing counties and the lack of proper education and counseling to patients [25,26], patients are struggling to cope with the problem of poor adherence. To address this issue, consultations by pharmacy students could be another alternative that is already in use in different health care settings of the United States and Kenya [27,28]. Meanwhile, as future pharmacists, pharmacy students can expand the scope of pharmacists’ practices by holding patient consultations in their early stages. A study highlighted that 89% of patients had a better understanding of their medications when counseled by pharmacy students and residents in a discharge counseling program [28]. Furthermore, a 5-min pharmacy student-led counseling session offered to 198 participants greatly improved the rates of vaccination as well as reduced medication errors and costs in acute health care settings [23].

Objectives
A systematic review concluded that an intervention needs to reduce costs and expand outreach, and more studies from resource-limited settings, especially in Africa and Asia, are needed [29]. Moreover, a greater number of studies have been conducted to determine the effect of SMS text messaging on adherence among patients with heart diseases, mental diseases, and HIV. The literature is lacking in studies investigating the impact of SMS text message reminders sent by pharmacy students on patients with hypertension [30-33]. Thus, we conducted a two-arm cluster randomized controlled trial among patients with hypertension to assess the effectiveness, feasibility and acceptability of SMS text messaging and consultation to manage blood pressure (BP) among Chinese patients with hypertension.

Methods

Study Design
From October 2018 to May 2019, we completed the randomized controlled trial testing the efficacy of SMS text messages and personal consultation to improve adherence among patients with hypertension. The study was reviewed and approved by the Research Ethics Committee of Health Science Center, Xi’an Jiaotong University (Number: 2018531), and all patients provided written informed consent before enrollment. We conducted this study in 8 community health care centers (CHCs) in Xi’an City, Shaanxi Province, China. The full details of the trial design were published previously [34]; however, key elements are summarized subsequently. This study compared medication adherence and clinical outcomes, including SBP and DBP, between the intervention and control groups. The 8 CHCs, located in different geographic and socioeconomic areas, were randomized in a ratio of 1:1 to the intervention or control group using a random number generated by the computer. The study is reported according to the Consolidated Standards of Reporting Trials of Electronic and Mobile HEalth Applications and onLine TeleHealth V1.6.1 (Multimedia Appendix 1) [35].

Participants
To be eligible for enrollment, patients had to be adults (aged over 18 years) meeting the following criteria: diagnosed with hypertension and currently using antihypertensive medications,
BP <220/120 mm Hg at enrollment, and with health records at CHCs included in the study. Participants also had to have a mobile phone capable of receiving SMS text messages or access to a mobile phone and be able to read and complete informed consent. We excluded patients who had dementia, depression, and serious heart, lung, and kidney diseases and who were pregnant or in their lactation period.

**Patient Recruitment**

Participants were recruited during the process of physical examination or physician consultation. Potential patients were screened and approached by the clinic staff and a trained research assistant. Eligible patients in both groups completed a baseline survey comprising demographics, clinical outcomes, medication complexity, side effects, patient behavior, knowledge about hypertension, and medication adherence. Medication adherence was measured by using a validated 8-item Morisky Medication Adherence Scale (MMAS-8) [36]. The 8 items of MMAS-8 were designed to detect patients who are nonadherent to their medications and the reasons for such behavior, such as forgetfulness, insufficient knowledge, inconvenience, and side effects. The score of MMAS-8 ranges from 0 to 8, with a score of <6 indicating low adherence, 6 to <8 indicating medium adherence, and 8 indicating high adherence. The knowledge questionnaire included 7 questions, and the score ranges from 0 to 7, with a high score indicating a high knowledge level.

**Intervention**

The intervention program comprised 2 components. The first component comprised personal consultations by trained pharmacy students. The second component was SMS text messages sent at 3-day intervals. Patients randomized into the intervention group were given a personal consultation that lasted about 5 min to identify the reasons for medication nonadherence. For patients with poor memory for taking medication, we suggested setting an alarm on their phones as well as keeping medications near their beds or drinking glasses. Regarding patients with poor knowledge, we helped them understand the need to take antihypertensive medications throughout their lives to decrease BP fluctuation as well as the chances of serious complications, and we told them to modify their lifestyles, for example, reducing salt intake or stopping tobacco or alcohol consumption. Pharmacy students certified by Professor Morisky took personal consultations. Professor Morisky and the research group trained pharmacy students on July 20 and 21, 2018. The training comprised 3 parts: interactive discussion on measurements of medication adherence and their advantages and disadvantages, Morisky Training Test, and use of the Morisky Widget. Professor Morisky trained the students on how to use MMAS-8 appropriately to detect patients with low medication adherence and identify the reasons behind it so that we could offer advice to overcome medication nonadherence on an individual basis. The students were asked to finish a test assessment after the first day’s training, and the students who failed the test were excluded from further training. In addition, we conducted a role-playing process to simulate the real scenario when faced with patients. Professor Morisky evaluated the process and offered general and individual feedback. Only those students who passed the test assessment and role-playing evaluation were given certification by Professor Morisky. The details of the training sessions were discussed in our earlier study [34].

After a personal consultation, we told patients to read the SMS text messages sent by our research group. SMS text messages were unidirectional and sent at 3-day intervals at 7 AM. The content of the SMS text messages was developed by researchers, a nurse coordinator, and a cardiologist with regard to helpful suggestions on the management of risk factors and motivation based on previous references [10,20,37]. SMS text messages were incorporated into 3 parts: knowledge about hypertension, lifestyle modifications and additional information on physical activity, dietary sodium reduction, normal BP, complications of hypertension, healthy diet, smoking cessation, weight reduction, and strategies to cope with emotions [34], and suggestions of measures to improve medication adherence. SMS text messages were sent to patients via an open website. During the 3-month program, patients in the intervention group received a total of 30 SMS text messages. The examples of SMS text messages are shown in Table 1.

**Control Group**

Patients in the control group received a welcome SMS text message and an end-of-trial SMS text message, but they did not receive a personal consultation. Besides, both patients in the intervention group and control group were given standard pharmaceutical care according to the Guidelines for Good Pharmacy Practice (GPP) [38]. GPP require pharmacists to provide medications along with pharmacy practice, which is a patient-centered, outcomes-oriented service to cooperate with...
physicians and nurses to promote health, prevent and manage disease, and assess, monitor, initiate, and modify the medication regimen. Finally, patients’ health-related quality of life can be optimized.

**Follow-Up Assessment**

Follow-up assessments were performed in both study arms at month 3, based on the intention-to-treat principles. In this case, outcomes were evaluated in all randomized participants, including those in the intervention arm who did not read SMS text messages. The study assessment also evaluated medication adherence, BP, and patient knowledge about hypertension at month 3.

**Outcomes**

The primary outcomes were a mean change of BP, measured by using the OMRON BP cuff (HEM-7200, OMRON Corporation) by clinical staff and trained research coordinators, as well as medication adherence and knowledge about hypertension at baseline and month 3. Two BP readings were collected after the patients sat and rested for 5 min [39]. A third reading was taken if the difference between the previous two readings was $\geq 5$ mm Hg, and the final BP reading was the average of the two closest BP readings [39]. The secondary outcome was whether patients had controlled BP, defined as SBP<$140$ mm Hg and DBP<$90$ mm Hg for patients without diabetes mellitus or chronic kidney disease, SBP<$130$ mm Hg and DBP<$80$ mm Hg for patients with diabetes mellitus or chronic kidney disease, and SBP<$150$ mm Hg and DBP<$90$ mm Hg for patients aged over 80 years.

**Sample Size**

We sought to enroll 384 patients to have 90% power to detect a 5-mm Hg difference in BP between the intervention and control groups, with an alpha of .05, a 15% attrition rate, or an SD of up to 14.1 mm Hg [40].

**Statistical Analysis**

We conducted our analyses using intention-to-treat principles. Frequencies and percentages or means and SDs were presented in descriptive statistics. An independent-samples 2-tailed $t$ test was used for continuous variables, and the chi-square test was used for categorical variables. A univariate linear regression model was used to analyze factors associated with medication adherence and SBP. The primary outcomes were analyzed using a mixed effect model to produce a difference in mean change, 95% CIs, and $P$ values from baseline to follow-up. The model considered time, treatment group, and group-by-time interactions as fixed effects and incorporated random effects for individuals across time. The secondary outcome was analyzed using a mixed effect logistic model. All analyses were performed using SPSS Version 18.0 (SPSS Inc), and a two-sided $P$ value of <.05 was considered statistically significant.

**Results**

**Study Population**

We assessed 445 patients with hypertension and excluded 61 patients who were not eligible or who had not filled their questionnaires. A total of 384 patients were randomly allocated to either the intervention group (n=192) or the control group (n=192). Figure 1 shows study enrollment and retention flow. A total of 14 and 22 patients were lost to follow-up in the intervention and control groups, respectively. In the final analysis, we included 384 patients in the mixed models based on the intention-to-treat analysis.

![Flow diagram](https://www.jmir.org/2020/5/e16019)
Baseline Characteristics

The mean age was 68.5 (SD 7.9) years in the intervention group and 69.4 (SD 9.7) years in the control group. The sample was primarily female (265/384, 69.0%), with 64.6% (124/192) of patients in the intervention group and 73.4% (141/192) in the control group. More than one-third (146/384, 38.0%) of the patients had attained junior high school education, and most of the patients did not smoke (343/384, 89.3%) or drink (340/384, 88.5%). A total of 83.1% (319/384) of the participants were living with family members; of them, 166 (52.0%) patients were in the intervention group, and 153 (48.0%) patients were in the control group. The mean BMI was 25.2 kg/m$^2$ and 24.8 kg/m$^2$ in the intervention group and control group, respectively. Their mean SBP and DBP were 147.9 mm Hg and 78.9 mm Hg, respectively, with a mean score of 5.6 in the knowledge part. The mean score of MMAS-8 was similar in both groups (mean 6.9, SD 1.5 in the intervention group and mean 6.8, SD 1.3 in the control group). Sociodemographic variables between the randomized groups were well balanced, and these are shown in Table 2.

Table 2. Baseline characteristics of participants (N=384).

<table>
<thead>
<tr>
<th>Variables</th>
<th>Intervention group (n=192)</th>
<th>Control group (n=192)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>68.5 (7.9)</td>
<td>69.4 (9.7)</td>
<td>.32</td>
</tr>
<tr>
<td>Gender, n (%)</td>
<td></td>
<td></td>
<td>.08</td>
</tr>
<tr>
<td>Male</td>
<td>68 (35.4)</td>
<td>51 (26.6)</td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>124 (64.6)</td>
<td>141 (73.4)</td>
<td></td>
</tr>
<tr>
<td>Education, n (%)</td>
<td></td>
<td></td>
<td>.02</td>
</tr>
<tr>
<td>Primary school or below</td>
<td>37 (19.3)</td>
<td>56 (29.2)</td>
<td></td>
</tr>
<tr>
<td>Junior high school</td>
<td>82 (42.7)</td>
<td>64 (33.3)</td>
<td></td>
</tr>
<tr>
<td>High school</td>
<td>52 (27.1)</td>
<td>46 (24.0)</td>
<td></td>
</tr>
<tr>
<td>College</td>
<td>9 (4.7)</td>
<td>4 (2.1)</td>
<td></td>
</tr>
<tr>
<td>Undergraduate university or above</td>
<td>12 (6.3)</td>
<td>22 (11.5)</td>
<td></td>
</tr>
<tr>
<td>Smoking, n (%)</td>
<td></td>
<td></td>
<td>.74</td>
</tr>
<tr>
<td>Yes</td>
<td>22 (11.5)</td>
<td>19 (9.9)</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>170 (88.5)</td>
<td>173 (90.1)</td>
<td></td>
</tr>
<tr>
<td>Drinking, n (%)</td>
<td></td>
<td></td>
<td>.08</td>
</tr>
<tr>
<td>Yes</td>
<td>28 (14.6)</td>
<td>16 (8.3)</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>164 (85.4)</td>
<td>176 (91.7)</td>
<td></td>
</tr>
<tr>
<td>Living arrangements, n (%)</td>
<td></td>
<td></td>
<td>.10</td>
</tr>
<tr>
<td>Living alone</td>
<td>26 (13.5)</td>
<td>39 (20.3)</td>
<td></td>
</tr>
<tr>
<td>Living with family members</td>
<td>166 (86.5)</td>
<td>153 (79.7)</td>
<td></td>
</tr>
<tr>
<td>BMI (kg/m$^2$), mean (SD)</td>
<td>25.2 (3.0)</td>
<td>24.8 (3.1)</td>
<td>.20</td>
</tr>
<tr>
<td>Systolic blood pressure (mm Hg), mean (SD)</td>
<td>146.0 (18.1)</td>
<td>149.9 (21.7)</td>
<td>.05</td>
</tr>
<tr>
<td>Diastolic blood pressure (mm Hg), mean (SD)</td>
<td>77.9 (10.7)</td>
<td>79.9 (10.6)</td>
<td>.06</td>
</tr>
<tr>
<td>8-item Morisky Medication Adherence Scale score, mean (SD)</td>
<td>6.9 (1.5)</td>
<td>6.8 (1.3)</td>
<td>.67</td>
</tr>
<tr>
<td>Knowledge score, mean (SD)</td>
<td>5.7 (1.3)</td>
<td>5.6 (1.2)</td>
<td>.34</td>
</tr>
</tbody>
</table>

Factors Associated With Medication Adherence and Systolic Blood Pressure

The determinants of medication adherence and SBP are presented in Tables 3 and 4, respectively. Age and frequency of BP measurements were found to have significant associations with medication adherence by the linear regression model. For age, beta was 0.19 (95% CI 0.01 to 0.05; P=.001), and patients with older age tended to be less likely to be medication nonadherent. For the frequency of BP measurements, patients with a higher frequency of BP measurements were more likely to be medication adherent (beta=.19; 95% CI 0.05 to 0.18; P<.001). With a linear regression model, age, gender, education, and DBP were found to be significantly associated with SBP. For age, young patients were likely to have optimal SBP (beta=.28; 95% CI 0.41 to 0.87; P<.001). Patients who were female tended to have higher SBP than their male counterparts (beta=.12; 95% CI 0.42 to 9.88; P=.03). Those with a bachelor’s degree or above (beta=.12; 95% CI −3.90 to −0.33; P=.02) and low DBP (beta=.48; 95% CI 0.72 to 1.08; P<.001) were likely to have low SBP.
Table 3. Factors associated with medication adherence.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Beta (95% CI)</th>
<th>P valuea</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years)</td>
<td>0.19 (0.01 to 0.05)</td>
<td>.001</td>
</tr>
<tr>
<td>Gender</td>
<td>0.02 (−0.32 to 0.44)</td>
<td>.75</td>
</tr>
<tr>
<td>Education</td>
<td>0.01 (−0.13 to 0.16)</td>
<td>.87</td>
</tr>
<tr>
<td>Smoking</td>
<td>0.02 (−0.46 to 0.62)</td>
<td>.77</td>
</tr>
<tr>
<td>Drinking</td>
<td>0.06 (−0.23 to 0.79)</td>
<td>.28</td>
</tr>
<tr>
<td>Living arrangements</td>
<td>0.05 (−0.21 to 0.56)</td>
<td>.38</td>
</tr>
<tr>
<td>BMI (kg/m²)</td>
<td>0.05 (−0.02 to 0.07)</td>
<td>.33</td>
</tr>
<tr>
<td>Systolic blood pressure (mm Hg)</td>
<td>−0.10 (−0.02 to 0.001)</td>
<td>.10</td>
</tr>
<tr>
<td>Diastolic blood pressure (mm Hg)</td>
<td>0.05 (−0.01 to 0.02)</td>
<td>.50</td>
</tr>
<tr>
<td>Knowledge score</td>
<td>0.02 (−0.10 to 0.14)</td>
<td>.72</td>
</tr>
<tr>
<td>Frequency of blood pressure measurement</td>
<td>0.19 (0.05 to 0.18)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Duration of hypertension</td>
<td>−0.05 (−0.15 to 0.06)</td>
<td>.37</td>
</tr>
<tr>
<td>Family member of hypertension</td>
<td>0.03 (−0.22 to 0.39)</td>
<td>.58</td>
</tr>
<tr>
<td>Number of antihypertensive drugs used</td>
<td>−0.01 (−0.37 to 0.30)</td>
<td>.86</td>
</tr>
<tr>
<td>Number of complications</td>
<td>−0.01 (−0.24 to 0.21)</td>
<td>.90</td>
</tr>
</tbody>
</table>

aLinear regression model.

Table 4. Factors associated with systolic blood pressure.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Beta (95% CI)</th>
<th>P valuea</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years)</td>
<td>0.28 (0.41 to 0.87)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Gender</td>
<td>0.12 (0.42 to 9.88)</td>
<td>.03</td>
</tr>
<tr>
<td>Education</td>
<td>−0.12 (−3.90 to −0.33)</td>
<td>.02</td>
</tr>
<tr>
<td>Smoking</td>
<td>−0.02 (−8.00 to 5.43)</td>
<td>.71</td>
</tr>
<tr>
<td>Drinking</td>
<td>−0.01 (−7.10 to 5.63)</td>
<td>.82</td>
</tr>
<tr>
<td>Living arrangements</td>
<td>0.06 (−1.42 to 8.18)</td>
<td>.17</td>
</tr>
<tr>
<td>BMI (kg/m²)</td>
<td>−0.02 (−0.72 to 0.45)</td>
<td>.65</td>
</tr>
<tr>
<td>Diastolic blood pressure (mm Hg)</td>
<td>0.48 (0.72 to 1.08)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>8-item Morisky Medication Adherence Scale score</td>
<td>−0.08 (−2.35 to 0.20)</td>
<td>.10</td>
</tr>
<tr>
<td>Knowledge score</td>
<td>0.04 (−0.89 to 2.16)</td>
<td>.41</td>
</tr>
<tr>
<td>Frequency of blood pressure measurement</td>
<td>−0.00 (−0.81 to 0.82)</td>
<td>.99</td>
</tr>
<tr>
<td>Duration of hypertension</td>
<td>0.03 (−0.97 to 1.68)</td>
<td>.55</td>
</tr>
<tr>
<td>Family member of hypertension</td>
<td>0.05 (−1.81 to 5.80)</td>
<td>.30</td>
</tr>
<tr>
<td>Number of antihypertensive drugs used</td>
<td>−0.01 (−4.41 to 3.91)</td>
<td>.91</td>
</tr>
<tr>
<td>Number of complications</td>
<td>−0.07 (−4.90 to 0.77)</td>
<td>.15</td>
</tr>
</tbody>
</table>

aLinear regression model.

Primary Outcomes and Secondary Outcome

Table 5 shows the primary outcomes measured at baseline and follow-up and changes in these outcomes between the intervention and control groups. The mean (95% CI and P value) difference change in SBP between the two groups was −6.86 mm Hg (−10.37 to −3.34 and P=.001). Both intervention and control groups had an improved MMAS-8 score (mean 7.4, SD 1.2 and mean 7.0, SD 1.3, respectively) and a knowledge score (mean 6.3, SD 0.9 and mean 5.9, SD 1.2, respectively) at follow-up, and intervention patients experienced significant mean improvements in these two outcomes compared with the control group (P=.04 and P=.004). However, negligible improvements in DBP were noted (mean 78.2 mm Hg, SD 9.0 mm Hg and mean 77.2 mm Hg, SD 10.3 mm Hg, respectively) with no significant difference found between the two groups.
The proportion of participants achieving controlled BP was 55.7% (98/176) and 44.3% (78/176) in the intervention group and control group, respectively, at the follow-up (Table 6), and the improvements in BP control did not have a significant difference between the two arms ($P=.08$).

Table 5. Baseline and changes in systolic blood pressure, diastolic blood pressure, 8-item Morisky Medication Adherence Scale score, and knowledge score at each assessment point using the missing data method.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Intervention group, mean (SD)</th>
<th>Control group, mean (SD)</th>
<th>Difference in mean change (95% CI)</th>
<th>$P$ value$^a$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Systolic blood pressure</td>
<td></td>
<td></td>
<td></td>
<td>.001</td>
</tr>
<tr>
<td>Baseline</td>
<td>146.0 (18.1)</td>
<td>149.9 (21.7)</td>
<td>N/A$^b$</td>
<td></td>
</tr>
<tr>
<td>3 months</td>
<td>134.5 (15.5)</td>
<td>140.7 (15.2)</td>
<td>$-6.86 (-10.37$ to $-3.34)$</td>
<td>.06</td>
</tr>
<tr>
<td>Diastolic blood pressure</td>
<td></td>
<td></td>
<td></td>
<td>.04</td>
</tr>
<tr>
<td>Baseline</td>
<td>77.9 (10.7)</td>
<td>79.9 (10.6)</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td>3 months</td>
<td>78.2 (9.0)</td>
<td>77.2 (10.3)</td>
<td>$-0.95 (-1.09$ to $2.98)$</td>
<td></td>
</tr>
<tr>
<td>8-item Morisky Medication Adherence Scale score</td>
<td></td>
<td></td>
<td></td>
<td>.004</td>
</tr>
<tr>
<td>Baseline</td>
<td>6.9 (1.5)</td>
<td>6.8 (1.3)</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td>3 months</td>
<td>7.4 (1.2)</td>
<td>7.0 (1.3)</td>
<td>$0.39 (0.12$ to $0.65)$</td>
<td></td>
</tr>
<tr>
<td>Knowledge score</td>
<td></td>
<td></td>
<td></td>
<td>.004</td>
</tr>
<tr>
<td>Baseline</td>
<td>5.7 (1.3)</td>
<td>5.6 (1.2)</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td>3 months</td>
<td>6.3 (0.9)</td>
<td>5.9 (1.2)</td>
<td>$0.44 (0.22$ to $0.66)$</td>
<td></td>
</tr>
</tbody>
</table>

$^a$Mixed effect model was used.
$^b$N/A: not applicable.

Table 6. Secondary outcome at the 3-month follow-up.

<table>
<thead>
<tr>
<th>Variable - Blood pressure control$^a$</th>
<th>Intervention group, n (%)</th>
<th>Control group, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline</td>
<td>70 (54.3)</td>
<td>59 (45.7)</td>
</tr>
<tr>
<td>3 months</td>
<td>98 (55.7)</td>
<td>78 (44.3)</td>
</tr>
</tbody>
</table>

$^a$Mixed effect logistic regression model showed a $P$ value of .08.

**Text Acceptability**

We sent 5760 SMS text messages to participants in the intervention group and 384 SMS text messages to those in the control group, and all SMS text messages were sent successfully. In the intervention group, 68.0% (121/178) of the patients reported reading the messages sent by our research group, and 32.0% (57/178) of the patients reported having not read the messages as they did not have the habit of reading messages (34/57, 60%) and they could not see messages clearly because of old age (18/57, 32%), and some of them declared that they were too busy to read messages (5/57, 9%). A total of 69.7% (124/178) of participants in the intervention group reported having improved satisfaction about their BP, whereas 53 (29.8%) and 1 (0.6%) of them reported having the same satisfaction and decreased satisfaction, respectively, compared with the baseline study at month 3. The details are presented in Table 7.
Table 7. Text acceptability after the 3-month intervention (n=178).

<table>
<thead>
<tr>
<th>Variables</th>
<th>Value, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>How many SMS text messages that were sent by our research group did you read?</td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>57 (32.0)</td>
</tr>
<tr>
<td>1-10</td>
<td>55 (30.9)</td>
</tr>
<tr>
<td>10-20</td>
<td>29 (16.3)</td>
</tr>
<tr>
<td>20-30</td>
<td>37 (20.8)</td>
</tr>
<tr>
<td>What is the reason for not reading SMS text messages?</td>
<td></td>
</tr>
<tr>
<td>I do not have the habit of reading messages</td>
<td>34 (59.6)</td>
</tr>
<tr>
<td>I cannot see messages clearly because of old age</td>
<td>18 (31.6)</td>
</tr>
<tr>
<td>I am too busy to read messages</td>
<td>5 (8.8)</td>
</tr>
<tr>
<td>Has your satisfaction with blood pressure control changed after participating in this study?</td>
<td></td>
</tr>
<tr>
<td>Yes, my satisfaction increased over the process</td>
<td>124 (69.7)</td>
</tr>
<tr>
<td>No, my satisfaction remained the same</td>
<td>53 (29.8)</td>
</tr>
<tr>
<td>Yes, my satisfaction decreased over the process</td>
<td>1 (0.6)</td>
</tr>
</tbody>
</table>

Discussion

Principal Findings

In this randomized controlled trial of SMS text messaging and consultation, we found significant improvements in both medication adherence and SBP over 3 months of follow-up in the intervention group compared with the control group in a general population of patients with hypertension. Using an inexpensive means of communication and consultation, there was a relative increase of 0.5 in the MMAS-8 score and a decrease of 11.5 mm Hg in SBP in the intervention group. The secondary outcome of the trial focusing on patients having controlled BP showed a promising trend toward improved BP control even though the difference was insignificant.

There was no evidence of differences in the intervention effectiveness in DBP; however, compared with DBP, elevated SBP is the main target of antihypertensive therapy. Epidemiological studies indicated that hypertension is undertreated, especially SBP, which should be the primary target of antihypertensive treatment [41].

During the study period, patients reported high acceptability of SMS text messaging and consultation. They said that it helped them to understand how to manage hypertension through medication treatment and lifestyle modifications in their daily lives. However, there were participants (32.0%) who did not read their messages. Studies showed that improved patient-provider communication could help patients commit to lifestyle adaptations [42]. In future studies, we can call patients every month to confirm whether they read the SMS text messages. If they did not, we can remind them and ask about their interests in the context of SMS text messaging. In this way, patients are more engaged and involved in the process, so they will likely be more committed to the study.

A large number of previous studies based on SMS text messaging and student consultation have shown a significant improvement in medication adherence [33,43,44]. A meta-analysis of 16 randomized trials involving 2742 patients with chronic diseases, such as asthma, cardiovascular diseases, and HIV, has shown twice the improvement in the odds of medication adherence [43]. This improvement of medication adherence translated into adherence rates from 50% to 67.8%, with an absolute increase of 17.8%, suggesting that SMS text messaging interventions have the potential to improve medication adherence in patients with chronic diseases [43]. Moreover, a study conducted in Santiago, Chile, among 314 patients with hypertension with <6 months of antihypertensive treatment, found a boost in adherence levels from 49.0% to 62.3% in the SMS text messages–led intervention group [44]. Abughosh et al [33] evaluated the impact of an intervention based on motivational interviewing conducted by 11 pharmacy students on 743 patients with diabetes and hypertension. This intervention also resulted in a significant improvement in the patient’s adherence to medication treatment.

Strengths and Limitations

However, there are a few limitations inherent in this study. First, we hypothesized that medication adherence and SBP have a significant association, but the hypothesized interaction was not found in the baseline survey. This finding contrasts with studies that have observed better BP control in those with better adherence [45]. Medication adherence was measured by a self-reported measure, which has social desirability bias and may overestimate true adherence [46]. Furthermore, patients were recruited with the help of nurses and physicians; therefore, patients may have been more likely to report being adherent to please the medical staff. Moreover, those with high baseline SBP and DBP were excluded in this study, which could influence the ability to discover the relationship between them. However, this study is not designed to observe the relationship between medication adherence and BP. Second, we used 3 months as our intervention period, which is inconsistent with our protocol. Taking time, cost, and seasonal factors into account, we decided to intervene in 3 months rather than 6 months, as patients’ BP is lower in summer compared with...
winter, because of which this study’s results might be biased. Moreover, in a meta-analysis, the median intervention duration is 3 months, and response fatigue may be the feature of long-duration interventions [43]. In addition, the results in this study might be interpreted with caution because 69.0% of the participants were female, which might create a bias for this study’s results. Finally, we used one-way communication in this study, and future studies on two-way SMS text messaging are suggested. According to a meta-analysis of 8 randomized trials [47], two-way SMS text messaging is related to substantially improved medication adherence compared with one-way SMS text messaging. Interactive SMS text messaging requires further inquiry and provides an opportunity for patients to get support from health care providers about healthy lifestyles, which can be translated into a long-term behavior change.

Despite these caveats, to our knowledge, this was the first study to evaluate the combined effect of SMS text messaging and consultation on patients with hypertension in the People’s Republic of China. Given the rapidly changing lifestyle, characterized by high-salt and high-fat diets as well as low levels of physical activity, the prevalence of hypertension will continue to increase in China [48], and this study provides evidence to help manage the situation. The strength of this study is the combined intervention, randomized design, and use of SMS text messaging, which is convenient, inexpensive, and has a high penetration rate in society. Moreover, this study was conducted in CHCs, which represent the real-world setting; therefore, the results of this study can be used on a large scale.

Conclusions
We found significant improvements in medication adherence, SBP, and knowledge about hypertension but no difference in DBP between the intervention and control groups. The results of this study provided valuable insight and evidence on the design of intervention studies in developing countries and demonstrated that it is possible to improve BP control in community settings by using our intervention model. It is important to maximize the potential of SMS text messaging and consultation by increasing the feasibility and acceptance of mobile interventions, and future studies aimed at a cost-effectiveness analysis of this intervention model can also be conducted.
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Abstract

Background: Behavior change methods involving new ambulatory technologies may improve lifestyle and cardiovascular disease outcomes.

Objective: This study aimed to provide proof-of-concept analyses of an intervention aiming to increase (1) behavioral flexibility, (2) lifestyle change, and (3) quality of life. The feasibility and patient acceptance of the intervention were also evaluated.

Methods: Patients with cardiovascular disease (N=149; mean age 63.57, SD 8.30 years; 50/149, 33.5% women) were recruited in the Do Cardiac Health Advanced New Generation Ecosystem (Do CHANGE) trial and randomized to the Do CHANGE intervention or care as usual (CAU). The intervention involved a 3-month behavioral program in combination with ecological momentary assessment and intervention technologies.

Results: The intervention was perceived to be feasible and useful. A significant increase in lifestyle scores over time was found for both groups ($F_{2,146.6}=9.99; P<.001$), which was similar for CAU and the intervention group ($F_{1,149.9}=0.09; P=.77$). Quality of life improved more in the intervention group (mean 1.11, SD 0.11) than CAU (mean −1.47, SD 0.11) immediately following the intervention (3 months), but this benefit was not sustained at the 6-month follow-up (interaction: $P=.02$). No significant treatment effects were observed for behavioral flexibility ($F_{1,149.0}=0.48; P=.07$).

Conclusions: The Do CHANGE 1 intervention was perceived as useful and easy to use. However, no long-term treatment effects were found on the outcome measures. More research is warranted to examine which components of behavioral interventions are effective in producing long-term behavior change.

Trial Registration: ClinicalTrials.gov NCT02946281; https://www.clinicaltrials.gov/ct2/show/NCT02946281

(J Med Internet Res 2020;22(5):e14570) doi:10.2196/14570
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Introduction

The elimination of modifiable behavioral risk factors for cardiovascular disease (eg, smoking and physical inactivity) in the general population could prevent 80% of adverse clinical outcomes [1]. In patients diagnosed with cardiovascular disease, a modest reduction in risk behaviors can decrease the mortality rates by approximately 50% [2]. However, recommended targets (eg, lifestyle and medication adherence) for secondary prevention are rarely reached [3]. To achieve sustained health behavior change, active interventions that go beyond patient education are needed [4].

Sustainable behavior changes can be enhanced by implementing a personalized patient-tailored approach [5,6]. New ambulatory technologies can now be used to provide personalized support in a low threshold, nonobtrusive, and ecologically valid manner. These devices can be used to provide feedback about ambulatory health behaviors (eg, physical activity levels), but they are not sufficient to produce long-term behavior change [7,8]. In the setting of cardiac rehabilitation, telemonitoring guidance for patients’ physical activity levels was found to be feasible in the FIT@Home study, and this intervention resulted in higher patient satisfaction and trends toward lower health care costs, but not in better improvements in fitness or physical activity levels relative to standard center-based rehabilitation [8]. The impact of this intervention could potentially have been further improved if a more patient-tailored approach were added. Another study found initial support that an app using persuasive design techniques can improve biological and psychological factors in patients after cardiac rehabilitation [9]. It is therefore plausible that ambulatory assessments are likely to have better therapeutic effects when combined with prompts that promote health-related behaviors (ie, ecological momentary interventions). These new methodologies also require a deeper knowledge about patients’ needs and preferences [10].

This trial (Do Cardiac Health Advanced New Generation Ecosystem, Do CHANGE) was specifically designed to examine this multidisciplinary approach to behavior change [11]. What is unique to this trial is that patients received the behavior change program, Do Something Different (DSD), which has been previously developed to change unhealthy habits through the increase of behavioral flexibility [11]. Behavioral flexibility is associated with a broad range of the behavioral repertoire, making people more open to experience and the adoption of new behaviors [12]. DSD has been evaluated in other patient samples and has shown promising results by producing health behavior change [13]. For this study, the program was adapted to meet the needs of patients with cardiovascular disease (coronary artery disease, CAD; heart failure, HF; and hypertension, HT). Hence, the aim of this study was to provide proof of concept for the behavioral intervention aiming to address (1) behavioral flexibility, (2) lifestyle change, and (3) quality of life. The feasibility and patient acceptance of the intervention were also evaluated.

Methods

Design

The Do CHANGE trial is an international (the Netherlands and Spain), multicenter, randomized controlled trial, designed to enhance lifestyle changes in patients with cardiac disease (NCT02946281). The trial findings described in this paper are the first (proof of concept and feasibility) phase of the Do CHANGE project (phase 1) and will serve as input for further development of a second phase of this randomized controlled trial (Do CHANGE, phase 2; NCT03178305). A detailed description of both phases of the Do CHANGE trial has been published previously [11]. As this trial was developed to provide information about proof of concept and feasibility, an a priori sample size calculation was not performed. For this phase, we aimed to include 150 patients across 2 countries, which is considered sufficient to give information about proof of concept and feasibility of the intervention.

Study Sample

Patients diagnosed with CAD (having experienced a myocardial infarction, percutaneous coronary intervention, angina pectoris, or coronary artery bypass graft surgery), symptomatic HF (New York Heart Association class I-IV), and HT were included in the study. HT was defined as systolic blood pressure ≥140 mm Hg and/or diastolic blood pressure ≥90 mm Hg on two different measurements spaced 1 to 2 min apart and after 3 to 5 min in a sitting position. The values of the second measure were used. HF patients were included if they had a diagnosis of systolic or diastolic HF and the presence of HF symptoms.

Patients were recruited at Badalona Serveis Assistencials (Badalona, Spain) and Elisabeth-TweeSteden Hospital (Tilburg, the Netherlands). The study was approved by the medical ethics committees of the participating hospitals and was conducted in accordance with the Helsinki Declaration.

The inclusion criteria were as follows: (1) a primary diagnosis of CAD, HF, or HT; (2) aged 18 to 75 years; (3) having ≥2 of the following risk factors: positive family history, increased cholesterol, smoking, diabetes, sedentary lifestyle, and/or psychosocial risk factors; (4) sufficient knowledge of the country’s native language; (5) access to the internet at home; and (6) having a smartphone compatible with the apps used in the study.

The exclusion criteria were as follows: (1) life expectancy <1 year, (2) life-threatening comorbidities (eg, malignancy), (3) history of psychiatric illness other than anxiety and/or depression, (4) significant cognitive impairments (eg, dementia), and (5) on the waiting list for heart transplantation.

Procedure

Patients meeting the inclusion criteria were approached for participation by a cardiologist or cardiac nurse. If interested, patients received information about the study in writing and orally. After 10 days, patients were contacted to inquire about their participation. If the patient indicated that they wanted to participate, a face-to-face appointment was scheduled at the hospital. Patients were asked to sign an informed consent
document and were provided with the first set of questionnaires (baseline). After filling in the questionnaires, patients were randomized. Patients in the intervention group received information about the intervention and the use of associated devices (see the Intervention section). The following day, patients in the intervention group were contacted by telephone to check that the devices were installed correctly and that the system was functional.

Patients received the intervention for 3 months. Follow-up questionnaires were sent at 3 and 6 months. Patients returned the devices after completion of the intervention (ie, after 3 months).

Randomization and Blinding
Patients were randomized (1:1) after completing the baseline questionnaires. Randomization sequences were computer generated and individually sealed before recruitment started. After completing the questionnaires, one sealed envelope was drawn by the research assistant containing the group allocation. Owing to the nature of the behavioral monitoring aspects of the study, blinding health care providers or participants to the treatment condition was not possible, whereas the initial analyses of the study outcomes were analyzed without knowledge of the treatment allocation.

Intervention
Do Cardiac Health Advanced New Generated Ecosystem Intervention Versus Care as Usual
Behavior Change Technique
Patients randomized to the intervention group received a 3-month behavior change program, DSD, which was provided via text messages on patients’ mobile phones. The DSD program that was used aims to change unhealthy habits through the increase of behavioral flexibility [12]. This is achieved by disrupting patients’ daily behavioral routine for a short period (few seconds) with behavioral prompts, which are referred to as Do’s (eg, “EXPLORE MORE DAY. Today instead of going the same old way, take a different route. Look around, spot 10 things you wouldn’t see on your usual journey”) and are provided through patients’ mobile phones. These messages challenge patients to do something different and get out of their comfort zone. They have been developed by a multidisciplinary team, including cardiologists and psychologists, to make sure that the Do’s apply to the patient population and are thus related to their daily behaviors/needs. Patients received a total of 32 Do’s during the 3-month intervention period (2-3 Do’s every week). DSD has been evaluated in other patient samples and has shown promising results with respect to behavior change [13]. For this trial, the program was adapted to the cardiac population with slight differences in the program depending on patients’ primary diagnosis (eg, CAD, HF, HT), as the preferred health behaviors may vary depending on the diagnosis. For example, because of disease-specific symptoms, advice regarding fluid intake was taken into account within the program only for patients with HF. More details regarding the DSD program are provided in the previously published design paper of this project [11].

Technological Tools
In addition to the DSD program, to obtain objective measures on patients’ physical functioning, all patients received a blood pressure monitor, the Moves app (ProtoGeo, Helsinki; to register the GPS location), and the CarePortal (Docobo Ltd, Leatherhead; eg, a home monitoring device measuring daily symptoms and electrocardiogram). Owing to the disease-specific reasons, patients diagnosed with HF also received a weight scale, as daily weight monitoring is of importance in this subgroup. Data obtained from these devices will not be included in this analysis. This manuscript will focus on the primary outcome measures related to lifestyle parameters and patient-reported outcomes, which were derived from validated questionnaires (see the study by Habibović et al [11] for a description of primary and secondary outcomes).

Control Group
Patients randomized to the care as usual (CAU) group received the treatment as usual and were only provided with the validated questionnaires at baseline and at 3 and 6 months. These patients did not receive devices for ambulatory monitoring measures.

Measures
Questionnaires
Primary outcomes
Behavioral Flexibility
Behavioral flexibility was measured using the DSD questionnaire from scale items designed for this study [11]. This scale contains 30 different descriptions of behavior coupled in 15 pairs of opposites (Multimedia Appendix 1). Patients were asked at each measurement point to select the behaviors that best describe them (eg, gentle or firm). On the basis of a formula, the behavioral flexibility for each participant at each time point was calculated as outlined below.

\[
\text{Behavioral Flexibility} = \frac{\text{Number of Flexible Behaviors}}{\text{Total Number of Behaviors}} \times 100
\]

Every addition of behavior raises the score as well as when both of a pair of opposite behaviors are added. For example, definite, systematic, trusting, predictable, and unpredictable are selected. All these selected behaviors raise the flexibility score. However, because predictable and unpredictable are each other’s opposites, these are added to the formula again and increase the flexibility score even more. The model interprets this seemingly contradictory behavior as evidence of flexibility: based on what a given situation demands, the person can use different reactions and thus be more flexible. The total score can range from 0 to 100. The internal consistency in this sample was considered acceptable (Cronbach alpha=.67 to .76).

Lifestyle
The Health-Promoting Lifestyle Profile questionnaire was administered to assess health-promoting lifestyle habits [14]. This survey evaluates whether the subjective perception of patients regarding their lifestyle is changed and consists of 52 items (eg, “Eat 6-11 servings of bread, cereal, rice, and pasta each day”) in total. Each item can be answered on a 4-point Likert scale, ranging from 1 (never) to 4 (routinely). The total
score can therefore range from 52 to 208, with a higher score indicating a better lifestyle. Furthermore, the questionnaire includes 6 different subscales that each cover a health promotion lifestyle domain (ie, Physical Activity, Spiritual Growth, Health Responsibility, Interpersonal Relationships, Nutrition, and Stress Management). The internal consistency was considered as excellent in this sample (Cronbach alpha=.88 to .90).

Quality of Life
To administer changes in the quality of life, participants completed the World Health Organization Quality of Life—BREF (WHOQOL-BREF) [15]. The WHOQOL-BREF is considered a reliable, generic multidimensional quality of life measure and consists of 26 items in total. Two items refer to the facet’s overall quality of life and general health, whereas the abiding 24 items reflect 4 different domains (ie, physical health, psychological health, social relationships, and environment). The internal consistency in this sample was excellent (Cronbach alpha=.89 to .90).

Perceived Usefulness and Acceptance
The Unified Theory of Acceptance 2 (UTAUT2) scale [16] was administered to assess the perceived usefulness and acceptability of the tools that were used in the intervention. Mean scores on 8 subscales are provided, namely, (1) Performance Expectancy, (2) Effort Expectancy, (3) Social Influence, (4) Facilitating Conditions, (5) Hedonic Motivation, (6) Habit, and (7) Behavioral Intention. The initial subscale, Price Value, of the UTAUT2 was not included, as the cost per individual for the intervention could not be estimated. The total score per subscale can range from 4 to 20, with a higher score indicating higher usefulness and acceptance [16]. The internal consistency in this sample was excellent (Cronbach alpha=.89).

Client Satisfaction Questionnaire
To assess the satisfaction of the patients about the ecosystem, the 8-item Client Satisfaction Questionnaire [17] was used. This self-administered questionnaire is a general scale that consists of 8 Likert scale items (eg, “To what extent has our program met your needs?”) ranging from 0 to 4, with response descriptors that vary. The overall score can range from 8 to 32, with a higher score indicating a higher satisfaction. The internal consistency was rated as excellent (Cronbach alpha=.92) [17].

Other Questionnaires Included in the Model
Type D Scale (Distress Scale-14)
Type D personality was assessed using the Type D scale (Distress Scale-14) [18]. This 14-item questionnaire consists of 2 subscales with seven 5-point Likert scale items each, ranging from 0 (false) to 4 (true). Total scores on both subscales range from 0 to 28. The 2 subscales represent the characteristics of negative affectivity (NA; eg, the tendency to experience negative emotions across time and situations) and social inhibition (SI; eg, the tendency not to express feelings). When scoring ≥10 on both subscales, patients were classified as Type D. With a reported Cronbach alpha value of .86 and .88, respectively, the internal consistency of SI and NA are considered as satisfactory [18].

The 7-Item Generalized Anxiety Disorder Scale
To gauge self-administered symptoms of anxiety, the 7-item Generalized Anxiety Disorder scale was administered [19]. The questionnaire is comprised of 7 items (eg, “Feeling afraid as if something terrible might happen”) that can be answered on a 4-point Likert scale, ranging from 0 (not at all) to 3 (almost every day). To get an indication of anxiety symptom severity, the total score (range from 0 to 21) can be used. A higher score implies higher levels of anxiety. The internal consistency was considered excellent (Cronbach alpha=.92) [19].

Nine-Item Patient Health Questionnaire
Depressive symptoms were administered at each time point by using the 9-item Patient Health Questionnaire (PHQ-9) [20]. This self-report questionnaire consists of 9 items in total (eg, feeling down, depressed, or hopeless), each evaluated on a 4-point Likert scale (ie, not at all, several days, and nearly every day). The total score ranges from 0 to 27, with a higher score as an indication of worse depression symptom severity. The internal consistency was considered excellent (Cronbach alpha=.90) [21].

Demographic and Clinical Data
Demographic characteristics (eg, age, sex, marital status, working status, level of education, and smoking behavior) were obtained by patients’ self-report. Clinical data (eg, comorbidities; prescribed cardiac medication; prescribed psychotropic medication; left ventricular ejection fraction; history of coronary artery bypass grafting; history of percutaneous coronary intervention; and resting heart rate and systolic and diastolic blood pressure measured at the most recent outpatient visit) were obtained from the medical record.

Statistical Analyses
Categorical variables were compared using chi-square tests, and continuous variables were compared using a two-tailed t test for independent samples. To evaluate the treatment effectiveness, based on intention-to-treat, a univariate and multivariate Linear Mixed Model analysis was performed. Multivariable analyses were adjusted for age, sex, education, site of inclusion (Badalona Serveis Assistencials [BSA] or Elisabeth-TweeSteden Hospital [ETZ]), primary diagnosis, Charlson comorbidity index scores, Type D personality, baseline anxiety scores, and baseline depression scores. F values with two-sided P values were reported for main and interaction effects (group*time). For the estimated fixed effects, beta coefficients with two-sided P values were reported. Data were analyzed using the SPSS software package (version 24).

Results
Sample
The data collection took place between January 2017 and September 2017. In total, 286 eligible patients were approached for participation, of which 132/286 (46.1%) patients refused to participate. An additional 5/286 (1.7%) participants did not show up or declined participation. The reasons for refusal included that it would be too time consuming, they did not want to be confronted about their heart disease every day, and they...
were reluctant to use technology. A total of 149 (response rate: 149/286; 52.0%) patients were enrolled. Enrollment per study site was as follows: BSA randomized a total of 74 (intervention: n=37 and CAU: n=37) patients; ETZ randomized 75 patients (intervention: n = 37 and CAU: n=38). Of the total sample, 4 participants within the CAU condition dropped out, as they did not receive the intervention and were therefore not willing to continue. Of the patients randomized to the intervention condition, 82% (61/74) reported having completed the entire 3-month program. Overall, 97.3% (145/149) of the participants completed the follow-up assessments. Figure 1 presents the flowchart of patient recruitment.

**Figure 1.** Flow diagram of patient recruitment.

Baseline Characteristics

The mean age of the total sample was 63.6 (SD 8.3) years, and 66% (99/149) were men. There were significant differences observed in mean completed education in years between the intervention group (mean 14.3, SD 6.2) and the CAU group (mean 11.8, SD 7.9; \( P =.03 \)). This means that patients in the intervention group completed more years of education than those in the CAU group. Furthermore, a significant difference between the 2 groups was found on the mean PHQ-9 baseline scores, with a higher mean score on depressive symptoms in the CAU group (mean 3.61, SD 3.6 vs mean 5.56, SD 4.17; \( P =.003 \)). No other differences were found between the intervention and CAU groups. Table 1 presents an overview of the baseline characteristics of this sample.
### Table 1. Baseline patient characteristics of the total sample.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Total</th>
<th>Do Cardiac Health Advanced New Generation Ecosystem intervention (N=74)</th>
<th>Care as usual (N=75)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Site of allocation, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Badalona Serveis Assistencials</td>
<td>74 (49.7)</td>
<td>37 (50)</td>
<td>37 (50)</td>
<td>N/Aa</td>
</tr>
<tr>
<td>Elisabeth-TweeSteden Hospital</td>
<td>75 (50.3)</td>
<td>37 (49.3)</td>
<td>38 (50.7)</td>
<td>N/A</td>
</tr>
<tr>
<td>Total</td>
<td>149 (100)</td>
<td>74 (49.7)</td>
<td>75 (50.3)</td>
<td></td>
</tr>
<tr>
<td><strong>Demographics</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>63.57 (8.30)</td>
<td>63.26 (8.35)</td>
<td>63.88 (8.30)</td>
<td>.65</td>
</tr>
<tr>
<td>Gender (male), n (%)</td>
<td>99 (66.4)</td>
<td>52 (70.3)</td>
<td>47 (62.7)</td>
<td>.42</td>
</tr>
<tr>
<td>Education (years), mean (SD)</td>
<td>13.03 (7.22)</td>
<td>14.30 (6.24)</td>
<td>11.79 (7.91)</td>
<td>.03</td>
</tr>
<tr>
<td>Marital status (partner), n (%)</td>
<td>118 (79.2)</td>
<td>61 (82.4)</td>
<td>57 (76.0)</td>
<td>.44</td>
</tr>
<tr>
<td>Working status (working), n (%)</td>
<td>55 (36.9)</td>
<td>28 (37.8)</td>
<td>27 (36.0)</td>
<td>.95</td>
</tr>
<tr>
<td>Smoking (yes), n (%)</td>
<td>27 (18.1)</td>
<td>10 (13.5)</td>
<td>17 (22.7)</td>
<td>.29</td>
</tr>
<tr>
<td><strong>Clinical</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Diagnosis heart failure, n (%)</td>
<td>36 (24.2)</td>
<td>21 (28.4)</td>
<td>15 (20.0)</td>
<td>.96</td>
</tr>
<tr>
<td>Diagnosis hypertension, n (%)</td>
<td>73 (49.0)</td>
<td>38 (51.4)</td>
<td>35 (46.7)</td>
<td>&gt;.99</td>
</tr>
<tr>
<td>Diagnosis coronary artery disease, n (%)</td>
<td>40 (26.8)</td>
<td>15 (20.3)</td>
<td>33 (33.3)</td>
<td>.07</td>
</tr>
<tr>
<td>Charlson comorbidity index, mean (SD)</td>
<td>1.14 (0.95)</td>
<td>1.01 (0.88)</td>
<td>1.27 (1.00)</td>
<td>.11</td>
</tr>
<tr>
<td>Systolic blood pressure (baseline), mean (SD)</td>
<td>138.02 (19.71)</td>
<td>135.00 (20.89)</td>
<td>141.00 (18.13)</td>
<td>.06</td>
</tr>
<tr>
<td>Diastolic blood pressure (baseline), mean (SD)</td>
<td>79.27 (10.01)</td>
<td>78.76 (10.33)</td>
<td>79.77 (9.87)</td>
<td>.54</td>
</tr>
<tr>
<td>Heart rate (rest), mean (SD)</td>
<td>69.41 (11.97)</td>
<td>69.95 (14.43)</td>
<td>68.88 (11.57)</td>
<td>.59</td>
</tr>
<tr>
<td><strong>Psychological</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Patient Health Questionnaire-9, mean (SD)</td>
<td>4.59 (4.00)</td>
<td>3.61 (3.60)</td>
<td>5.56 (4.17)</td>
<td>.003</td>
</tr>
<tr>
<td>Generalized Anxiety Disorder-7, mean (SD)</td>
<td>4.03 (4.37)</td>
<td>3.35 (4.07)</td>
<td>4.69 (4.59)</td>
<td>.06</td>
</tr>
<tr>
<td>Type D personality (yes), n (%)</td>
<td>38 (25.5)</td>
<td>20 (27.0)</td>
<td>18 (24.0)</td>
<td>.67</td>
</tr>
</tbody>
</table>

*aN/A: not applicable.

### Intervention Effects

**Behavioral Flexibility**

The univariate analysis on behavioral flexibility scores (including group, time, and group × time) revealed no significant main effects for group ($F_{1,148.93}=3.42; P=.07$) or time ($F_{2,146.82}=1.69; P=.18$) and group × time interaction ($F_{2,146.82}=1.09; P=.34$). After adjusting for covariates (as previously described), main effects for time ($F_{1,146.81}=1.74; P=.18$), group ($F_{1,149.00}=0.48; P=.07$), and group × time interaction ($F_{2,146.81}=1.13; P=.33$) remained nonsignificant (Figure 2). These findings indicate that behavioral flexibility scores did not significantly change over time, and that there were no differences between the 2 groups. With regard to covariates included in the model, the estimated fixed effects of HT ($β=−6.07; P=.01$) and CAD ($β=−5.57; P=.02$) were significantly associated with lower levels of behavioral flexibility scores (across all time points). In addition, the site of recruitment was associated with behavioral flexibility scores, with only patients from Spain showing an increase in behavioral flexibility over time ($β=6.31; P<.01$) when compared with those in the Netherlands (see Table 2).
Figure 2. Mean scores of intervention and care as usual group on primary outcome measures.

Figure 3. Standalone Equation 1.

\[
\left\lfloor 100\% \times \left( \frac{\text{number of behaviors selected}}{30} \right) + \frac{\text{number of opposite pairs selected}}{15} \right\rfloor
\]
whereas the CAU group reported a small decline in the quality of life after 3 months, have different slopes over time: the intervention group showed a small improvement in the quality of life total scores on quality of life of the intervention and CAU groups (scores showed an interaction effect between time and group). The results of the univariate analysis of the quality of life total scores on quality of life of the intervention and CAU groups (scores showed an interaction effect between time and group). This indicated that no effect of the intervention on self-reported quality of life in the first 3 months. The estimated fixed effects of higher levels of education (β=.25, P=.02) and being recruited in Spain (β=.62, P=.008) compared with those in the Netherlands were significantly associated with higher scores on quality of life. Lower scores were predicted by higher CCI scores (β=−1.76; P=.05) anxiety (β=−0.90; P=.03), and depression (β=−3.63; P<.01; see Table 2). Examining subscales of the WHOQOL revealed no specific subscale differences regarding response patterns to the intervention.

### Acceptability and Satisfaction

Overall, patients in the intervention group indicated being satisfied with the intervention (mean 26.22, SD 4.82). The intervention was perceived to be useful (mean 13.88, SD 3.96) and easy to use (mean 17.07, SD 2.57). Patients did not feel social pressure to use the devices from the intervention (mean 10.63, SD 2.44) and had a neutral opinion regarding the pleasure in using the devices from the intervention (mean 8.40, SD 3.34).

#### Table 2. Estimates of fixed effects from multivariable linear mixed models on the main outcome measures at baseline and at 3- and 6-month follow-up.

<table>
<thead>
<tr>
<th>Multivariable linear mixed model</th>
<th>Behavioral flexibility</th>
<th>Lifestyle</th>
<th>Quality of life</th>
</tr>
</thead>
<tbody>
<tr>
<td>Estimate</td>
<td>SE</td>
<td>P value</td>
<td>Estimate</td>
</tr>
<tr>
<td><strong>Model 1: unadjusted model</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intervention group</td>
<td>4.70</td>
<td>2.07</td>
<td>.03</td>
</tr>
<tr>
<td><strong>Model 2: covariates adjusted model</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intervention group</td>
<td>2.91</td>
<td>1.99</td>
<td>.15</td>
</tr>
<tr>
<td>Hypertension&lt;sup&gt;a&lt;/sup&gt;</td>
<td>−6.07</td>
<td>2.27</td>
<td>.01</td>
</tr>
<tr>
<td>Coronary artery disease&lt;sup&gt;a&lt;/sup&gt;</td>
<td>−5.57</td>
<td>2.29</td>
<td>.02</td>
</tr>
<tr>
<td>Study site (Spain)</td>
<td>6.31</td>
<td>1.84</td>
<td>&lt;.01</td>
</tr>
<tr>
<td>Sex (male)</td>
<td>2.36</td>
<td>1.79</td>
<td>.19</td>
</tr>
<tr>
<td>Type D</td>
<td>−0.28</td>
<td>2.14</td>
<td>.90</td>
</tr>
<tr>
<td>Age (years)</td>
<td>0.08</td>
<td>0.09</td>
<td>.42</td>
</tr>
<tr>
<td>Higher Charlson comorbidity index</td>
<td>−1.73</td>
<td>1.00</td>
<td>.08</td>
</tr>
<tr>
<td>Higher education</td>
<td>−0.01</td>
<td>0.12</td>
<td>.95</td>
</tr>
<tr>
<td>Anxiety</td>
<td>−0.12</td>
<td>0.44</td>
<td>.79</td>
</tr>
<tr>
<td>Depression</td>
<td>−1.77</td>
<td>1.13</td>
<td>.12</td>
</tr>
</tbody>
</table>

<sup>a</sup>Compared with the main diagnosis of heart failure.

### Lifestyle

A univariate analysis showed no significant effect for group (F<sub>1,434.91</sub>=0.91; P=.34) or group*time (F<sub>2,282.73</sub>=0.39; P=.68). These findings present that, without the addition of possible confounding variables, the intervention and CAU group did not differ. In addition, no interaction effect between allocation to group and time was found. However, a significant improvement for both groups on overall reported lifestyle behavior was found (F<sub>2,282.73</sub>=4.28; P=.02). When adjusting for covariates in the multivariable analysis, this improvement remained significant (F<sub>2,146.63</sub>=9.99; P<.001). As shown in Figure 2, both groups reported improvements in lifestyle behavior over time. The effects of interaction (F<sub>2,147.02</sub>=1.36; P=.26) and allocation to group (F<sub>1,149.90</sub>=0.09; P=.77) remained nonsignificant in the adjusted models. This indicated that no effect of the intervention on healthy lifestyle behavior was found. The estimated fixed effect of depression (β=−4.17; P=.03) was negatively associated with lifestyle promoting behavior, indicating that patients who score higher on the depression scale report lower healthy lifestyle behaviors. Patients from Spain showed an increase in lifestyle behavior (β=12.86; P<.01), in comparison with those in the Netherlands (see Table 2).

### Quality of Life

The results of the univariate analysis of the quality of life total scores showed an interaction effect between time and group (F<sub>2,146.40</sub>=4.22; P=.02). This finding indicates that the mean scores on quality of life of the intervention and CAU groups have different slopes over time: the intervention group showed a small improvement in the quality of life after 3 months, whereas the CAU group reported a small decline in the quality of life (mean improvement 1.11, SD .11 vs mean −1.47, SD .11). Both groups stabilized to baseline level after 6 months. The interaction effect remained significant after adding the covariates in the multilevel analysis (F<sub>2,146.52</sub>=4.29; P=.02; Figure 2), suggesting a significant, positive effect of the intervention on self-reported quality of life in the first 3 months. The estimated fixed effects of higher levels of education (β=.25; P=.02) and being recruited in Spain (β=.62; P=.008) compared with those in the Netherlands were significantly associated with higher scores on quality of life. Lower scores were predicted by higher CCI scores (β=−1.76; P=.05) anxiety (β=−0.90; P=.03), and depression (β=−3.63; P<.01; see Table 2). Examining subscales of the WHOQOL revealed no specific subscale differences regarding response patterns to the intervention.

https://www.jmir.org/2020/5/e14570
Discussion

Principal Findings

This study aimed to provide proof of concept for the Do CHANGE behavioral intervention targeting behavioral flexibility, lifestyle change, and quality of life in cardiac patients. No significant differences between the groups were observed on behavioral flexibility and lifestyle. However, a small increase in quality of life at 3 months was observed in the intervention group, but at 6 months, no significant difference between the groups was observed. With respect to the usefulness and feasibility of the intervention, the findings of this study revealed that the ecosystem is experienced as useful, easy to use, and integrated well into the daily life of the patients. It made the participants more aware of the fact that they must undertake activities themselves to feel better. Patients also reported feeling more safe because health care professionals were watching along. Nonadherence is a common issue in Web-based interventions for promoting health-related behavior, and the average study results in only 50% of participants adhering to the intended intervention [22]. However, 82.4% of the patients participating in this Do CHANGE intervention condition completed the intervention, which may further indicate that the intervention was not perceived as demanding.

The findings of the study are not completely in line with previous studies in other patient populations [13]. An explanation for this discrepancy could be the fact that this was the first study implementing the concept of behavioral flexibility and thus the core Do’s of the DSD program in the cardiac population. In addition, the Do’s might not have been tailored enough to the patients’ needs that the timing of the Do’s might not have been optimal. For example, one would want a patient to receive a distractive Do at the time when the unwanted behavior occurs. In this trial, patients from 2 different cultures (Spain and the Netherlands) and diagnosed with different cardiac disorders (ie, HT, HF, or CAD) were enrolled. This reflects the heterogeneity of the sample, which may have affected the results. Another important area for future research is the exploration of the mediating factors that drive the interplay between behavioral flexibility, lifestyle factors, and quality of life in the setting to electronic health (eHealth) interventions.

Enrollment in the study may have increased the general awareness of lifestyle change in both groups. This awareness could unknowingly lead to the adaptation of a lifestyle, independent of the allocation to a group. Previous research in cardiac patients affirms that there is a relationship between general knowledge about cardiac risk factors and self-reported lifestyle changes in the short term [23]. Furthermore, although lifestyle change is crucial in the treatment of cardiovascular disease, there is a lack of emphasis on lifestyle change and self-care of the patient in the current health care systems [24]. Addressing self-care and lifestyle change in clinical practice is therefore warranted. The Do CHANGE trial provides (longitudinal and momentary) knowledge that can be used in the further development of personalized interventions that will help patients reach recommended lifestyle goals.

Behavioral flexibility is an important construct on which behavioral change can possibly be initiated. However, the results of this study may indicate the need for a better measurement tool, as the questionnaire that is used might not be sensitive enough to reveal significant alteration in patients’ behavioral flexibility over time.

The findings on quality of life, on the other hand, are not entirely in line with previous studies in cardiac samples, which have shown that there is a decline in quality of life and generally a slight increase in anxiety and depression scores within the 3 months postcardiac event [25]. This could be explained by patients having to adapt to new behaviors after visiting the hospital and being reminded of the fact that they have a chronic illness. In this study, the intervention group received the behavioral program, which could have contributed to an increase in their quality of life, with a slight decrease after 3 months, sustaining their baseline quality of life. After the behavioral intervention ends, the quality of life in the intervention group also goes down as the additional support is no longer provided.

The findings of this study must be interpreted in light of a few limitations. At baseline, the intervention group and CAU group showed some differences in mean years of completed education and mean scores on depressive symptoms. The CAU group scored significantly higher on both variables. Another limitation of this study was that the sample was rather small, in relatively good health, and clinically heterogeneous, which may have limited the possibility to find substantial effects. Although the intervention was positively evaluated by participants, half of the approached patients did refuse participation. Therefore, it can be concluded that eHealth interventions similar to those described in this study are appealing for certain subgroups of patients. Future research should focus on eHealth interventions within the cardiac population based on a larger sample with significant power that is assessed over a prolonged follow-up duration (eg, beyond 6 months) to draw firm conclusions on sustainable behavior change. The results of this study showed that depression was associated with negative behavioral and psychological outcomes, which is in line with previous findings [26]. Depressive symptoms are common in patients with cardiovascular disease [27-29] and are related to various behavioral risk factors (eg, sedentary lifestyle, unhealthy diet, alcohol overconsumption, and smoking) [30,31]; this may explain the relation between depression and lower lifestyle behavior scores. Hence, future research is needed to examine which psychological and clinical factors contributing to health behavior change and potentially address these factors during the intervention.

For clinical practice, it is important to acknowledge that technology and eHealth solutions might be the feasible way forward in meeting patient needs and initiated health behavior change. However, the findings of this study underline the importance of a personalized approach that includes the assessment of a patient’s demographic, clinical, and psychological profile.
Conclusions
In conclusion, the Do CHANGE 1 intervention was perceived as useful and easy to use. However, no main effects were found on behavioral flexibility, lifestyle behavior, and quality of life. More research is warranted to examine which components of behavioral interventions, and in which patients, are effective in producing long-term behavior change.
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Background: Office workers face workplace-related health issues, including stress and back pain, resulting in considerable cost to businesses and health care systems. Workplace health promotion attempts to prevent these health issues, and the internet can be used to deliver workplace health promotion interventions to office workers. Data were provided by Fitbase GmbH, a German company, which specializes in workplace health promotion via the internet (Web-based health). The Web-based health intervention allowed workers to focus on different health categories by using information modules (reading health information) and/or completing practical exercises (guided, interactive health tutorials).

Objective: This study aimed to identify the extent to which office workers have workplace-related health issues, assess whether office workers who differ in their health focus also differ in their improved well-being, and assess whether completing practical exercises is associated with improved well-being compared with reading information modules.

Methods: Fitbase GmbH collected data for the period of February 2016 to May 2017 from health insurance employees undergoing Web-based health training in Hamburg, Germany. The data consisted of a needs assessment examining health issues faced by office workers, a wellness questionnaire regarding one’s perception of the Web-based health intervention, and activity logs of information modules and practical exercises completed. Through logistic regression, we determined associations between improved well-being from Web-based health training and differences in a worker’s health focus and a worker’s preferred intervention method.

Results: Nearly half of the office workers had chronic back pain (1532/3354) and felt tense or irritated (1680/3348). Over four-fifth (645/766) of the office workers indicated that the Web-based health training improved their well-being ($P < .001$). Office workers who preferred practical exercises compared with information modules had 2.22 times greater odds of reporting improved well-being from the Web-based health intervention ($P = .01$; 95% CI 1.20-4.11). Office workers with a focus on practical exercises for back health had higher odds of improved well-being compared with other health foci. Office workers focused on practical exercises for back pain had at least two times the odds of having their well-being improved from the Web-based health intervention compared with those focused on stress management ($P < .001$), mindfulness ($P = .02$), stress management/mindfulness ($P = .005$), and eye health ($P = .003$). No particular health focus was associated with improved well-being for the information modules.

Conclusions: Office workers frequently report having back pain and stress. A focus on Web-based health training via practical exercises and practical exercises for back health predict an improvement in office workers’ reported well-being.

(J Med Internet Res 2020;22(5):e14093) doi:10.2196/14093
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Introduction

Background

Office workers face a multitude of health issues, including back pain [1], stress [2,3], eye problems [4], and upper limb pain [1]. Internationally, costs from back pain [5] and stress in the workplace [6] are extensive. Eye problems decrease the productivity of office workers [7], and upper extremity injuries result in long absences from work and are a financial burden to businesses [8]. All of these health afflictions can have a significant financial toll through loss of work and increased health care expenses.

Workplace health promotion can be used to prevent many workplace-related health concerns and can include a range of information delivery systems. These systems include intervention programs, disease management programs, print materials, health education classes, fitness facilities on worksites, health fairs, and interventions for diet and fitness, among other methods [9]. Web-based electronic health interventions (Web-based health) are also available, which can be used to address the stated health issues. Web-based health interventions have been shown to decrease back pain [10], help manage stress [9,11], and provide improvements to nutritional and physical activity habits [9,12]. Addressing health issues via Web-based health techniques is favorable given that they can be personalized, highly structured, visually stimulating, and readily available to workers [13]. Furthermore, internet-based interventions have been shown to dramatically restore work capacity [14], have more favorable changes in health behavior and knowledge compared with non–Web-based interventions [15], and improve worker well-being [16].

Self-reported well-being and self-reported health have been beneficial predictors for decreased sick days, decreased costs to the health care system, and increased productivity [17-20]. There is also evidence that well-being is negatively associated with spinal pain [21], stress [22], eye problems [23], and mortality [24]. Thus, self-reported well-being as an outcome of Web-based health training can be an important measure. If a worker’s reported well-being differs from his or her health concern (such as stress management or back pain) is an important question. Although there is literature documenting the effects of Web-based health interventions on worker well-being (through measures of stress, psychological distress, depression scores, etc) [16], we found little literature documenting the effect of Web-based health interventions on a worker directly reporting that their well-being had been improved from an intervention (defined in this work as self-reported well-being). Furthermore, many Web-based health interventions to our knowledge aim to improve a worker’s psychological well-being through cognitive therapies and stress management [16], not via physical health improvement (ie, back health).

Web-based health promotion interventions primarily aim to change health behaviors through education and may involve the worker passively reading or listening to health information without engaging workers in practical, hands-on exercises designed to improve health. The effectiveness of practical, hands-on exercises (as opposed to simply reading information modules) in Web-based interventions is undocumented in the literature to the best of our knowledge. Also, information on self-perceived health issues (related to back pain, stress, etc) for office workers goes largely unreported.

Objectives

Our study was designed to address these two gaps in the literature. This study has the following research objectives: (1) identify the extent to which office workers have health issues related to repetitive strain injury (RSI, ie, upper limb pain associated with computer work), back pain, resilience, mindfulness, nutrition, stress, and eye health; (2) to assess if office workers who differ in their health focus also differ in their self-reported well-being; and (3) evaluate if completing practical exercises influences the self-reported well-being of office workers more than reading information modules.

Methods

Data

Data regarding health insurance employees in Hamburg, Germany, undergoing Web-based health training for the period of February 2016 to May 2017, was sourced from Fitbase GmbH, a German company based out of Hamburg, Germany, specializing in Web-based health training for companies and individuals. Their Web-based health training intervention consists of reading educational information modules (with health categories in back pain, stress management, nutrition, mindfulness, eye health, RSI, and resilience), and practical exercises (with health categories in back pain, stress management, mindfulness, eye health, and RSI). The information modules educate workers on maintaining a healthy lifestyle, and the practical exercises are guided health tutorials for activities related to healthy behavior. The data included responses to a needs assessment, a questionnaire, and practical exercise and information module logs of the employees. For privacy reasons, no employee demographic information was made available.

The total number of employees enrolled in the Web-based health training was 5694. The needs assessment was administered before beginning the Web-based health training and consisted of statements associated with RSI, back pain, resilience, mindfulness, nutrition, stress management, and eye health. These statements were, respectively: (1) “After intensive PC (personal computer) work, I feel pain, tingling or numbness in my hands or arms”; (2) “I have upper and lower back pain”; (3) “I basically assume that I can overcome difficulties in life”; (4) “I notice that I’m lost in thought about the future or the past”; (5) “I crave fast food”; (6) “I feel tense or irritated”; and (7) “My eyes hurt after work.” Responses to these statements were never, rarely, sometimes, frequently, and constantly. Questionnaires regarding perceptions of the Web-based health training were administered during training at roughly 3, 6, and 9 weeks and were completed voluntarily. The last questionnaire completed was used for all analyses to best capture an individual’s perception at the end of training. The statement of interest on the questionnaire was “Online training improves my well-being,” answered by a worker as strongly disagree,
disagree, agree, or strongly agree. The University of Saskatchewan Research Ethics Board waived the need for ethics approval based on secondary analyses of the data.

**Variables**

**Outcome Variable**

Those who responded strongly disagree or disagree to the statement on the questionnaire “Online training improves my well-being” were coded as disagree, and those who responded agree or strongly agree were coded as agree, creating a binary outcome variable. These responses were combined due to a small sample size.

**Independent Variables: Preferred Type of Intervention, Practical Exercise Health Focus, and Information Health Focus**

The practical exercises completed and information modules read throughout the Web-based health training were recorded per user. On the basis of these logs, we computed the total numbers of practical exercises completed, and information modules read per health category. From these totals, we computed per individual the grand total of practical exercises completed and the grand total of the information modules read. We then defined a user’s preferred type of intervention as the intervention associated with the greater of these two grand totals; if these grand totals were not different, the workers preferred type of intervention was set to be no preference. For example, if a worker completed statistically more practical exercises than information modules, they were assigned a practical exercises preference.

A user’s practical exercise health focus was defined to be the practical exercise health category associated with the maximum total of the practical exercise-related health categories. For example, if a worker completed most of their practical exercises in stress management, they were assigned a stress management focus. A user’s information health focus was derived similarly. If two health categories were completed most frequently, a tie was assigned to the worker. The number of ties was negligible (each combination <1%) except for workers completing both stress and mindfulness, and both back pain and RSI practical exercises. Consequently, we respectively labeled their practical exercise health focus as stress and mindfulness and back and RSI, and we excluded the data for individuals with all other ties.

**Analyses**

To address our first research objective (which was to identify the extent office workers experience health issues such as RSI, back pain, resilience, mindfulness, nutrition, stress, and eye health), we summarized the frequencies of the needs assessment data. From these frequencies we found the proportion of office workers who responded as never, rarely, sometimes, frequently, and constantly to the questions/statements: (1) “After intensive PC work, I feel pain, tingling or numbness in my hands or arms” (n=3354); (2) “I have upper and lower back pain” (n=3354); (3) “I basically assume that I can overcome difficulties in life” (n=3348); (4) “I notice that I’m lost in thought about the future or the past” (n=3354); (5) “I crave fast food” (n=3354); (6) “I feel tense or irritated” (n=3348); and (7) “My eyes hurt after work” (n=3348).

To address our second and third objectives, we developed a logistic regression model that predicted the well-being of workers from the Web-based health training. Those who completed at least two practical exercises, two information modules, and a questionnaire were included for the logistic regression analysis (n=779). The response to the statement, “Online training improves my well-being,” was used as the outcome variable. Independent variables included the derived variables practical exercise health focus, information health focus, and preferred type of intervention. Office workers with an RSI categorized information health focus (n=7) and with a back and RSI categorized practical exercise health focus (n=6) were removed due to the extremely small sample size and were not included in the final model (n=766). Due to insufficient sample size, interactions between variables were not considered in the model.

Bivariate analyses of the independent variables with the outcome variable having P<.20 were to be included in the model, and all subsequent analyses were completed at the alpha=.05 level. All variance inflation factor scores were below 1.7, indicating a negligible influence of multicollinearity. All statistical analyses were conducted using SAS version 9.4.

**Results**

**User Statistics**

Of the 934 workers who completed a questionnaire, 765 (81.9%) indicated that the Web-based health training improved their well-being whereas 169 (18.1%) indicated the Web-based health training had not improved their well-being (P<.001).

Of the workers who completed two or more practical exercises, 29.6% (1057/3560) focused on back pain, 21.94% (781/3560) focused on stress management, 18.93% (674/3560) focused on stress management, 18.93% (674/3560) focused on stress management, 13.88% (494/3560) focused on stress and mindfulness equally, 10.81% (385/3560) focused on eye health, and 2.70% (96/3560) focused on RSI (Table 1).

Of the workers who completed two or more information modules, 46.07% (2415/5242) focused on back pain, 18.41% (965/5242) focused on stress management, 17.89% (938/5242) focused on nutrition, 7.34% (385/5242) focused on mindfulness, 5.32% (279/5242) focused on eye health, 2.61% (137/5242) focused on RSI, and 2.35% (123/5242) focused on resilience (Table 2). Among the workers who completed a questionnaire and did two or more information modules and practical exercises, 84.2% (645/766) reported that the Web-based training had improved their well-being (P<.001; Table 3).
### Table 1. Number of office workers categorized in each practical exercise health focus who completed at least two practical exercises (n=3560), and the number of office workers categorized in each practical exercise health focus who completed at least two practical exercises, at least two information modules, and a questionnaire (n=779).

<table>
<thead>
<tr>
<th>Health focus</th>
<th>Office workers categorized in each practical exercise health focus who completed practical exercises (N=3560), n (%)</th>
<th>Office workers categorized in each practical exercise health focus who completed information modules, practical exercises, and a questionnaire (N=779), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Back pain</td>
<td>1057 (29.69)</td>
<td>226 (29.0)</td>
</tr>
<tr>
<td>Stress management</td>
<td>781 (21.94)</td>
<td>213 (27.3)</td>
</tr>
<tr>
<td>Mindfulness</td>
<td>674 (18.93)</td>
<td>162 (20.8)</td>
</tr>
<tr>
<td>Stress and mindfulness</td>
<td>494 (13.88)</td>
<td>76 (9.8)</td>
</tr>
<tr>
<td>Eye health</td>
<td>385 (10.81)</td>
<td>73 (9.4)</td>
</tr>
<tr>
<td>RSI</td>
<td>6 (0.8)</td>
<td>73 (2.05)</td>
</tr>
<tr>
<td>Back and RSI</td>
<td>73 (2.05)</td>
<td>6 (0.8)</td>
</tr>
</tbody>
</table>

*RSI: repetitive strain injury.*

### Table 2. Number of office workers categorized in each information health focus who completed at least two information modules (n=5242), and the number of office workers categorized in each information health focus who completed at least two information modules, at least two practical exercises, and a questionnaire (n=779).

<table>
<thead>
<tr>
<th>Health focus</th>
<th>Office workers categorized in each information health focus who completed information modules (N=5242), n (%)</th>
<th>Office workers categorized in each information health focus who completed information modules, practical exercises, and a questionnaire (N=779), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Back pain</td>
<td>2415 (46.07)</td>
<td>345 (44.3)</td>
</tr>
<tr>
<td>Stress management</td>
<td>965 (18.41)</td>
<td>234 (30.0)</td>
</tr>
<tr>
<td>Nutrition</td>
<td>938 (17.89)</td>
<td>96 (12.3)</td>
</tr>
<tr>
<td>Mindfulness</td>
<td>385 (7.34)</td>
<td>51 (6.6)</td>
</tr>
<tr>
<td>Eye health</td>
<td>279 (5.32)</td>
<td>24 (3.1)</td>
</tr>
<tr>
<td>RSI</td>
<td>137 (2.61)</td>
<td>7 (0.9)</td>
</tr>
<tr>
<td>Resilience</td>
<td>123 (2.35)</td>
<td>22 (2.8)</td>
</tr>
</tbody>
</table>

*RSI: repetitive strain injury.*
Table 3. Descriptive statistics of the variables considered for the logistic regression model and bivariate logistic regression analyses of the independent variables with the outcome variable “online training improves my well-being” (n=766).

<table>
<thead>
<tr>
<th>Independent variable</th>
<th>Number of workers (N=766), n (%)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Practical exercise health focus</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Back pain</td>
<td>224 (29.2)</td>
<td>.003</td>
</tr>
<tr>
<td>Stress management</td>
<td>211 (27.6)</td>
<td></td>
</tr>
<tr>
<td>Mindfulness</td>
<td>162 (21.2)</td>
<td></td>
</tr>
<tr>
<td>Stress and mindfulness</td>
<td>76 (9.9)</td>
<td></td>
</tr>
<tr>
<td>Eye health</td>
<td>72 (9.4)</td>
<td></td>
</tr>
<tr>
<td>RSI</td>
<td>21 (2.7)</td>
<td></td>
</tr>
<tr>
<td><strong>Information health focus</strong></td>
<td></td>
<td>.12</td>
</tr>
<tr>
<td>Back pain</td>
<td>344 (44.9)</td>
<td></td>
</tr>
<tr>
<td>Stress management</td>
<td>233 (30.4)</td>
<td></td>
</tr>
<tr>
<td>Mindfulness</td>
<td>51 (6.7)</td>
<td></td>
</tr>
<tr>
<td>Nutrition</td>
<td>92 (12.0)</td>
<td></td>
</tr>
<tr>
<td>Eye health</td>
<td>24 (3.1)</td>
<td></td>
</tr>
<tr>
<td>Resilience</td>
<td>22 (2.9)</td>
<td></td>
</tr>
<tr>
<td><strong>Preferred type of intervention</strong></td>
<td></td>
<td>.002</td>
</tr>
<tr>
<td>Practical exercises</td>
<td>208 (27.2)</td>
<td></td>
</tr>
<tr>
<td>Information modules</td>
<td>351 (45.8)</td>
<td></td>
</tr>
<tr>
<td>No preference</td>
<td>207 (27.0)</td>
<td></td>
</tr>
<tr>
<td><strong>Worker reports that online training improves their well-being</strong></td>
<td></td>
<td>N/A b</td>
</tr>
<tr>
<td>Strongly agree/agree</td>
<td>645 (84.2)</td>
<td></td>
</tr>
<tr>
<td>Strongly disagree/disagree</td>
<td>121 (15.8)</td>
<td></td>
</tr>
</tbody>
</table>

aRSI: repetitive strain injury.  
bN/A: not applicable.

Research Objective 1

Our first research objective was to identify the extent to which office workers have health issues related to different health categories. Our results related to this are the distributions of the responses to the needs assessment questions as illustrated in Table 4. Over 42.60% (1429/3354) never felt pain, tingling, or numbness in their hands or arms after intensive PC work. Nearly half of the office workers (1532/3354) chronically had back pain. About three-fourth (2554/3348) believed they can consistently overcome difficulties in life. Half of the office workers (1680/3348) felt chronically tense or irritated. About one-fifth of office workers (643/3348) had eye pain after work frequently or more often.

Research Objectives 2 and 3

The results of the logistic regression model, including P values, odds ratios (ORs), and 95% CIs, could be found in Table 5. For our second research objective, which was to assess if office workers who differ in their health focus differ in their self-reported well-being, we found one’s practical exercise health focus to be statistically significant (Wald chi-square value, $\chi^2_5=14.5; P=.01$) with a worker’s improved well-being from the Web-based health training. For our third research objective, which was to evaluate if completing practical exercises influence self-reported well-being more than information modules, we found one’s preferred type of intervention to also be statistically significant (Wald chi-square value, $\chi^2_2=6.7; P=.03$) with a worker’s improved well-being from the Web-based health training.
### Table 4. Needs assessment frequency data of office workers in Germany. Number (%) represents the office workers and their responses to needs assessment statements (n=3354).

<table>
<thead>
<tr>
<th>Needs assessment statements</th>
<th>Never, n (%)</th>
<th>Rarely, n (%)</th>
<th>Sometimes, n (%)</th>
<th>Frequently, n (%)</th>
<th>Constantly, n (%)</th>
<th>Missing, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>“I basically assume I can overcome difficulties in life.”</td>
<td>15 (0.45)</td>
<td>147 (4.38)</td>
<td>632 (18.84)</td>
<td>1655 (49.34)</td>
<td>899 (26.80)</td>
<td>6 (0.18)</td>
</tr>
<tr>
<td>“I notice that I’m lost in thought about the future or the past.”</td>
<td>392 (11.69)</td>
<td>936 (27.91)</td>
<td>1025 (30.56)</td>
<td>787 (23.46)</td>
<td>214 (6.38)</td>
<td>0 (0.00)</td>
</tr>
<tr>
<td>“After intensive PC work, I feel pain, tingling or numbness in my hands or arms.”</td>
<td>1429 (42.61)</td>
<td>880 (26.24)</td>
<td>671 (20.01)</td>
<td>325 (9.69)</td>
<td>49 (1.46)</td>
<td>0 (0.00)</td>
</tr>
<tr>
<td>“I have upper and lower back pain.”</td>
<td>145 (4.32)</td>
<td>618 (18.43)</td>
<td>1059 (31.57)</td>
<td>1080 (32.20)</td>
<td>452 (13.48)</td>
<td>0 (0.00)</td>
</tr>
<tr>
<td>“I crave fast food.”</td>
<td>180 (5.37)</td>
<td>768 (22.90)</td>
<td>1115 (33.24)</td>
<td>967 (28.83)</td>
<td>324 (9.66)</td>
<td>0 (0.00)</td>
</tr>
<tr>
<td>“I feel tense or irritated.”</td>
<td>54 (1.61)</td>
<td>399 (11.90)</td>
<td>1215 (36.23)</td>
<td>1302 (38.82)</td>
<td>378 (11.27)</td>
<td>6 (0.18)</td>
</tr>
<tr>
<td>“My eyes hurt after work.”</td>
<td>747 (22.27)</td>
<td>1003 (29.90)</td>
<td>955 (28.47)</td>
<td>538 (16.04)</td>
<td>105 (3.13)</td>
<td>6 (0.18)</td>
</tr>
</tbody>
</table>

### Table 5. The associations of different health foci and interventions with the well-being of office workers in Germany undergoing Web-based health training (n=766).

<table>
<thead>
<tr>
<th>Independent variables</th>
<th>ORa (95% CI)</th>
<th>1/ORb (95% CI)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Practical exercise health focus</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Back pain (reference category)</td>
<td>N/Ad</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Stress management</td>
<td>0.322 (0.166-0.623)</td>
<td>3.109</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Mindfulness</td>
<td>0.439 (0.215-0.895)</td>
<td>2.278</td>
<td>.02</td>
</tr>
<tr>
<td>Stress/mindfulness</td>
<td>0.319 (0.143-0.710)</td>
<td>3.137</td>
<td>.005</td>
</tr>
<tr>
<td>Eye health</td>
<td>0.291 (0.131-0.648)</td>
<td>3.436</td>
<td>.003</td>
</tr>
<tr>
<td>RSIe</td>
<td>0.548 (0.142-2.124)</td>
<td>1.824</td>
<td>.38</td>
</tr>
<tr>
<td><strong>Preferred type of intervention</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Information modules (reference category)</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Practical exercises</td>
<td>2.218 (1.196-4.112)</td>
<td>0.451</td>
<td>.01</td>
</tr>
<tr>
<td>No preference</td>
<td>1.083 (0.671-1.749)</td>
<td>0.923</td>
<td>.74</td>
</tr>
<tr>
<td><strong>Information health focus</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Back pain (reference category)</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Stress management</td>
<td>1.097 (0.652-1.848)</td>
<td>0.911</td>
<td>.73</td>
</tr>
<tr>
<td>Mindfulness</td>
<td>0.704 (0.295-1.684)</td>
<td>1.42</td>
<td>.43</td>
</tr>
<tr>
<td>Nutrition</td>
<td>0.643 (0.354-1.168)</td>
<td>1.556</td>
<td>.15</td>
</tr>
<tr>
<td>Eye health</td>
<td>1.574 (0.411-6.029)</td>
<td>0.635</td>
<td>.51</td>
</tr>
<tr>
<td>Resilience</td>
<td>1.979 (0.419-9.359)</td>
<td>0.505</td>
<td>.39</td>
</tr>
</tbody>
</table>

aOR: odds ratio.
b1/OR: reciprocal of the odds ratio.
cP value estimated from a Type III Analysis of Effects via a Wald χ² test.
dN/A: not applicable.
eRSI: repetitive strain injury.
Compared with workers focused on practical exercises for back pain, workers focused on eye health, mindfulness, stress management, and stress/mindfulness statistically differed (refer to Table 5 for the respective P values). Those workers with a focus on practical exercises for back pain had 3.11 times the odds greater than those focused on stress management (P<.001), 2.28 times the odds greater than those focused on mindfulness (P=.02), 3.14 times the odds greater than those focused on stress/mindfulness (P=.005), and 3.44 times the odds greater than those focused in eye health practical exercises (P=.003) of having their well-being improved.

Among office workers whose preferred intervention was practical exercises, the odds were 2.22 times greater to report improved well-being from the Web-based health training than those who preferred information modules (P=.01).

Discussion

Principal Findings

This study sought to examine the level of importance in which office workers perceived health issues, and examined possible differences in improved well-being from Web-based health training. We were interested in if there are differences in the associations for a worker’s well-being based on specific health categories and if completing guided practical exercises or reading educational information modules had a different impact on improving an office worker’s well-being.

In our exploration of office worker work-related health issues, back pain and stress management were most important; mindfulness and nutrition were moderately important; and RSI, resiliency, and eye health were of least concern to office workers. Back pain and stressful demands from work are common among office workers [25]. This aligns with the popularity of these two health categories in our study, as they were the most popular practical exercises and information modules completed by workers. Studies have reported a wide range of back pain prevalence (ranging from 23% to 56%) in office workers [1,26-29]. This is consistent with our finding that workers frequently focused on back pain when completing both practical exercises and information modules (29.69% and 46.07%, respectively).

Office workers may suffer from stress [2,3], and our study cohort was no different. Half of the office workers in this study felt chronically tense or irritated. However, over three-quarters of office workers in our study stated that they frequently or constantly could overcome life difficulties, suggesting our study participants are intrinsically confident in their abilities to overcome stressors. This indicates an apparent dichotomy between a worker experiencing stress and their resilience.

Oha et al [27] found that 7% of computer workers reported frequent wrist/hand or shoulder pain. Other studies report varying results; the prevalence of upper limb symptoms as low as 10% and as high as 52% have been documented in office workers [1,27-30]. Our findings support that workers experience varying degrees of pain after PC work, whereas most studies simply report if workers experience upper limb pain in a dichotomous fashion [1,28-31]. In fact, those responding constantly feeling pain after PC work might have disabling pain or worse [32]. In our study, 11.15% of workers chronically felt pain in their hands or arms after PC work, compared with 68.84% of workers reporting rarely or never. These estimates are considerably different from the literature, which estimates a higher prevalence of RSI pain [29]. Only 19.21% of our office workers reported routinely feeling eye pain after work. Another study identifying health issues in data processing office workers report a 26% prevalence of sore eyes from work [28].

Our logistic regression model yielded that well-being was influenced by different health categories. Workers focused on practical exercises for back pain had higher odds of having their well-being improved compared with almost all health categories. Prior literature has demonstrated that Web-based back pain interventions for office workers improves their quality of life [10], possibly consistent with our findings. Our logistic regression model also yielded that well-being was influenced by if office workers completed more practical exercises or more information modules. In general, completing practical exercises improved a worker’s odds of having their well-being improved. Our findings suggest that completing practical exercises can be more effective in improving well-being as opposed to passively reading information modules, thus suggesting a need for hands-on, instructional, do-it-yourself exercises in Web-based health promotion for the office workplace.

Furthermore, participation rates in Web-based health promotion activities are typically low and hence a major concern [33]. Evidence suggests that guided Web-based health programs promote worker retention [16]. Our finding that office workers have increased odds of improved well-being when utilizing guided, follow-along exercises might reflect this. Available literature shows exercise-driven back pain interventions can decrease pain and improve back function [34,35]. Our study suggests back health might be in greatest demand by office workers; this makes sense, given that many different occupations are linked with back pain [36]. For groups with limited resources, their worker’s health might benefit the most from focusing on back health.

Overall, an emphasis on practical exercises for back pain might benefit a workplace to the greatest extent when focusing on a worker population’s well-being. For our office worker population, we found that back pain was the most popular health concern with practical exercises for maximal improvement in their perceived well-being.

To the best of our knowledge, our findings are the first demonstrating that completing Web-based health training is associated with improved self-reported well-being in office workers and that completing practical exercises rather than simply receiving Web-based health information may improve well-being. Our work supports that practical exercises for Web-based health interventions are beneficial to Web-based health promotion as a whole, regardless of a specific health category.
focus, in office workers. With respect to Web-based health promotion in the workplace, our work suggests that actively engaging workers to take part in their health is more beneficial than passively engaging workers. The data suggests that Web-based health interventions for an office-workplace should tailor resources toward promoting back health and in general, exercise-intensive health promotion strategies.

Given the potential cost benefits of reported well-being, employers and health insurers could benefit from incorporating practical back health exercises into Web-based health promotion efforts. As there is a shift in employment to many sedentary and office-confined occupations [37] and the internet is widely used globally [38], our findings might be applicable to a wider spectrum of occupations.

Limitations
As only those who completed a questionnaire, practical exercises, and information modules were included in our logistic regression modeling, there is potential selection bias. The absence of demographic information on the office workers prevented us from controlling for socio-demographic confounding factors. The findings were centered on German office workers and therefore may not generalize to other countries. Health categories, from which workers chose, were not exhaustive; there are likely other important concerns that were not included in this study, such as physical activity [39]. Future studies should identify objective measures (blood pressure, cortisol levels, etc) and a way to compare the perceived quality of the practical exercises to information modules.

Conclusions
Our finding suggests that a Web-based health promotion intervention using hands-on activities can be an effective method for addressing workplace-related health concerns and general worker well-being. We recommend future Web-based health promotion workplace interventions should focus on the main health issues experienced by workers and to include guided practical exercises for those who are wanting to improve their health. As technology becomes more mainstream in the workforce and jobs continue to shift toward seated computer work, Web-based health promotion will become increasingly more important.
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Abstract

Background: While eMental health interventions can have many potential benefits for mental health care, implementation outcomes are often disappointing. In order to improve these outcomes, there is a need for a better understanding of complex, dynamic interactions between a broad range of implementation-related factors. These interactions and processes should be studied holistically, paying attention to factors related to context, technology, and people.

Objective: The main objective of this mixed-method study was to holistically evaluate the implementation strategies and outcomes of an eMental health intervention in an organization for forensic mental health care.

Methods: First, desk research was performed on 18 documents on the implementation process. Second, the intervention’s use by 721 patients and 172 therapists was analyzed via log data. Third, semistructured interviews were conducted with all 18 therapists of one outpatient clinic to identify broad factors that influence implementation outcomes. The interviews were analyzed via a combination of deductive analysis using the nonadoption, abandonment, scale-up, spread, and sustainability framework and inductive, open coding.

Results: The timeline generated via desk research showed that implementation strategies focused on technical skills training of therapists. Log data analyses demonstrated that 1019 modules were started, and 18.65% (721/3865) of patients of the forensic hospital started at least one module. Of these patients, 18.0% (130/721) completed at least one module. Of the therapists using the module, 54.1% (93/172) sent at least one feedback message to a patient. The median number of feedback messages sent per therapist was 1, with a minimum of 0 and a maximum of 460. Interviews showed that therapists did not always introduce the intervention to patients and using the intervention was not part of their daily routine. Also, therapists indicated patients often did not have the required conscientiousness and literacy levels. Furthermore, they had mixed opinions about the design of the intervention. Important organization-related factors were the need for more support and better integration in organizational structures. Finally, therapists stated that despite its current low use, the intervention had the potential to improve the quality of treatment.

Conclusions: Synthesis of different types of data showed that implementation outcomes were mostly disappointing. Implementation strategies focused on technical training of therapists, while little attention was paid to changes in the organization, design of the technology, and patient awareness. A more holistic approach toward implementation strategies—with more attention to the organization, patients, technology, and training therapists—might have resulted in better implementation outcomes. Overall, adaptivity appears to be an important concept in eHealth implementation: a technology should be easily adaptable to an individual...
patient, therapists should be trained to deal flexibly with an eMental health intervention in their treatment, and organizations should adapt their implementation strategies and structures to embed a new eHealth intervention.

(J Med Internet Res 2020;22(5):e16906) doi:10.2196/16906
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**Introduction**

Mental health issues cause an increasing number of personal, social, and financial burdens [1] and form a growing challenge for health care systems [2,3]. Technology can be used to address this challenge by supporting treatment of mental health problems in an efficient manner [3,4], while maintaining comparable clinical outcomes as standard in-person treatment [5-7]. The application of technology in mental health care is often referred to as eMental health: the use of technology for treating or preventing mental health disorders [8]. Multiple types of technology can be used. Multimodal web-based interventions based on cognitive behavioral therapies have been studied most often; other examples are mobile apps or virtual reality [8-11]. eMental health technologies can be used as a stand-alone tool, used individually by a person, but often they are integrated within in-person treatment, delivered by one or more therapists. The combination of offline, in-person treatment and online technologies in mental health care is referred to as blended care [12]. Blended care can offer various advantages. Among other things, it has the potential to increase patient engagement and sense of ownership for their treatment, reduce barriers toward receiving mental health care, offer treatment in a more standardized, evidence-based manner, and save time and decrease costs; it can also be personalized to optimally fit patients [4,8,13-15]. However, while eMental health has a broad range of potential benefits, most are not observed in practice [8,16].

An important reason for this gap between the potential and the current situation can be found in issues related to implementation. Implementation of eHealth (electronic health) refers to the strategies that are undertaken to realize the adoption, dissemination, and integration of eHealth innovation into care [17,18]. Examples of such implementation strategies are training and education of stakeholders, changing an organization’s infrastructure, using evaluative strategies, or supporting clinicians in using the intervention [19]. Ideally, these implementation strategies have a positive impact on implementation outcomes, defined in Table 1 [20,21]. However, studies show a broad range of issues with implementation outcomes for eMental health interventions, including acceptance by therapists and patients [22], therapists’ lack of knowledge on how to optimally combine eMental health and in-person treatment [14], a suboptimal fit with existing technologies such as electronic patient records, and practical barriers such as continuous maintenance of the technology or good internet access [16]. Consequently, to further actualize the benefits that eMental health can offer, implementation strategies should be improved. In order to identify relevant points of improvement, a recent review of eHealth implementation recommended that there is a need for more studies that critically analyze implementation strategies and outcomes of eMental health technologies in practice [23].

<table>
<thead>
<tr>
<th>Implementation outcome</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Acceptability</td>
<td>Intervention is agreeable, palatable, or satisfactory among implementation stakeholders</td>
</tr>
<tr>
<td>Adoption</td>
<td>Intention, initial decision, or action to try or employ an intervention by a care provider or organization</td>
</tr>
<tr>
<td>Appropriateness</td>
<td>Perceived fit, relevance, or compatibility of the intervention for a given practice setting, provider, or consumer and/or perceived fit of the innovation to address a particular issue or problem</td>
</tr>
<tr>
<td>Cost</td>
<td>Cost impact of an implementation effort, dependent on the costs of the intervention, implementation strategy used, and location of service delivery</td>
</tr>
<tr>
<td>Feasibility</td>
<td>Extent to which a new intervention can be successfully used or carried out within a given setting</td>
</tr>
<tr>
<td>Fidelity</td>
<td>Degree to which an intervention was implemented as it was prescribed in the original protocol or as it was intended by the program developers</td>
</tr>
<tr>
<td>Penetration</td>
<td>Integration of an intervention within a service setting and its subsystems</td>
</tr>
<tr>
<td>Sustainability</td>
<td>Extent to which a newly implemented intervention is maintained or institutionalized within a service setting’s ongoing, stable operations</td>
</tr>
</tbody>
</table>

Several studies have focused on this issue and identified barriers and facilitators for the use of eMental health in practice [14,24-26]. However, as a recent review pointed out, most of the studies that analyze implementation of eMental health focus on one level (eg, factors related to patients) [16]. In order to get a good grasp of implementation of eMental health, attention needs to be paid to other levels as well (eg, organizational [16] or policy levels [13]). These recommendations on eMental health are in line with more general implementation models and literature: implementation should be seen as a multilevel and...
complex process [27] that requires a holistic approach [28,29]. Implementation models like the consolidated framework for implementation research (CFIR) [30] and the nonadoption, abandonment, scale-up, spread, and sustainability (NASSS) framework [31] account for the dynamic interaction between different factors and emphasize the interrelationship between characteristics and perspectives of users, organizations, and the intervention itself. Consequently, analyzing and integrating characteristics and perspectives of users; the context in which the eHealth intervention will be used; and the content, design, and use of the technology itself is expected to result in a complete, realistic picture of the implementation process and outcomes [20,28-32].

In order to apply such a holistic approach to eHealth implementation, a combination of different types of data that provide insight into the different aspects of eHealth implementation is necessary. Collecting multiple types of data does justice to the dynamic, complex interaction between factors that influence implementation, as opposed to analyzing these factors separately [33]. Also, from a holistic point of view, implementation should be studied from multiple angles and perspectives to gain in-depth insight into the technology, context, and people involved [18,28]. To illustrate: if only quantitative data from questionnaires are used to analyze implementation, an in-depth understanding of the reasons for the use of eMental health might be lacking [24]. However, when only using qualitative methods like interviews, information might not be as reliable or objective as is necessary for a thorough analysis of implementation [34]. Consequently, a mixed-methods approach where different types of quantitative and qualitative data are triangulated does justice to the complex integration of factors related to people, technology, and context. This is required for wielding a holistic approach toward the evaluation of eHealth implementation [35-38].

This study applied a mixed-methods approach to the holistic evaluation of the implementation process and outcomes of a blended eMental health intervention introduced in routine care by an organization for forensic mental health care. This setting provides an interesting context to study implementation in practice. First, the evaluation of implementation processes of eMental health technologies that have been implemented in routine care by an organization is expected to result in more ecologically valid results, as opposed to technologies that are being used because of research-initiated studies [20,35]. Second, our study focused on the implementation of an online eMental health platform with multiple modules that has been used for over 4 years in an organization that offers forensic mental health care to both in- and outpatients, which is expected to provide novel insights into long-term implementation processes in practice. Third, forensic mental health care is a branch of mental health care that focuses on treatment of a broad range of in- and outpatients who have committed or were on the verge of committing an aggressive or sexual offense, partly caused by one or more psychiatric disorders [39]. Because of the complex nature of this type of mental health care, and because not much is known about implementation in this type of setting [40], forensic mental health care offers an interesting setting to study implementation strategies and outcomes. Consequently, the goal of our study was to apply a mixed-methods approach to the holistic evaluation of the implementation strategies and outcomes of an eMental health intervention in an organization that offers forensic mental health care. The main research questions are as follows:

- Which implementation strategies were employed by the organization?
- What are the implementation outcomes in terms of adoption, fidelity, and penetration of the eMental health intervention?
- How do therapists perceive and explain implementation strategies and outcomes in terms of factors related to context, technology, and people?

### Methods

#### Design

This mixed-methods study has evaluated the long-term use of a web-based application from multiple perspectives. A convergent parallel mixed-methods design was used [41] in which qualitative and quantitative data were collected in parallel, analyzed separately, and then merged. First, qualitative desk research was used to describe implementation strategies of the organization. Second, quantitative log data were used to analyze the objective use of an eMental health intervention by therapists and patients to gain insight into implementation outcomes. Third, interviews with therapists were conducted to gain more insight into implementation strategies and outcomes and analyze how they perceive and explain these strategies and outcomes. The purpose of this design is complementary [42]: the qualitative results are used to explain, illustrate, and provide more depth to the results from the quantitative log data, and the quantitative log data are used to enhance and illustrate the qualitative results in order to improve the interpretation of these findings and substantiate conclusions [43]. In order to answer the research questions, results were synthesized in the discussion by means of the aforementioned implementation strategies and outcomes. In Figure 1, an overview of this mixed-method study is provided.
Setting

Organization

This study focused on the implementation strategies and outcomes of implementation of an eMental health intervention within one forensic mental health care organization. This organization started a pilot with the intervention in 2012 and gradually implemented the intervention in the entire organization around the beginning of 2014. The Dutch organization in which this study took place offers forensic mental health care to both in- and outpatients. From January 1, 2014, until May 30, 2019, 3,865 in- and outpatients were treated at one of the locations of the forensic hospital. The hospital has two main outpatient clinics, where approximately 85% of patients are treated, and three main inpatient clinics, where the remaining 15% are treated. A total of 252 therapists worked at the hospital between 2014 and 2019.

Electronic patient records show that from January 1, 2014, until May 30, 2019, 2,076 patients were treated in the outpatient clinic where the interview study took place, which is 54% of the total patient population of the forensic hospital. According to electronic patient records, 23.27% (483/2076) of the patients had a level of education of primary school or none at all, 22.74% (472/2076) attended secondary school, mostly vocational, 16.33% (339/2076) completed vocational secondary education, 3.32% (69/2076) completed higher secondary education at (applied) universities, and for 34.49% (716/2076), no information was available. Comorbidity was high in this patient population, and there was a broad range of diagnoses for psychiatric disorders (eg, personality, attention deficit, sexual, anxiety, depression, schizophrenia, and substance use disorders).

Online Intervention

The eMental health intervention that is the topic of this study is a website containing a collection of different types of modules. The intervention is suitable for all types of mental health care, not just forensic mental health care. The intervention was designed by a commercial company, and organizations that want to use it must pay for a subscription. In total, 234 modules were available in May 2019. These modules cover a broad range of topics including attention deficit hyperactivity disorder (ADHD), autism, social skills, mindfulness, personality disorders, trauma, addiction, and relaxation. The intervention also contains 6 modules specifically developed for forensic mental health care. These modules focus on creating offense chains and prevention plans, patient recovery, positive self-image, and leading a meaningful life. However, since forensic patients suffer from a broad range of psychiatric disorders and psychosocial problems, other, nonforensic modules are often suitable as well. Therapists must choose which module they find most fitting for their patient; they are able to assign any of the 234 modules. If a therapist does not assign a module, a patient is not able to use the intervention.

Each module consists of multiple sessions provided in a fixed order and accessed via a browser. These sessions consist of a combination of elements (eg, written information about the topic, a story from a peer (in video or text), written assignments derived from cognitive behavioral therapy, and videos to provide additional information about the topic of the session). The underlying assumption is that a patient must complete all sessions in order to be adherent to a module. In our study, the intervention is used as part of blended care, which means that the patient is asked to complete assignments in each session on which the therapist provides written feedback. The patient can only continue with the module once the therapist has provided feedback on a session.

Desk Research

In order to identify the implementation strategies employed by the organization, desk research was conducted. In total, 18 documents describing the pilot project and implementation of the eMental health intervention were obtained from a policy advisor of the forensic organization who has been involved in the implementation of the intervention from the start. Examples of included documents are reports on the planning, progress, and outcomes of the pilot; communication with management; and brief research reports. In order to summarize the implementation process, a timeline with a chronological description of decisions, products, and events was distilled.

Log Data Analysis

Log data from the entire organization from December 2013 until May 2019 were collected and analyzed. These data were analyzed to gain insight into the following implementation outcomes: adoption by therapists and patients, fidelity, and penetration of the eMental health intervention in the organization. Log data refers to anonymous records containing information of every action performed by every user [36]. To be able to analyze the log data, several files with anonymized log data were retrieved from the platform. First, multiple files with information on modules assigned to patients and sessions...
completed were downloaded. The raw data were combined and organized into an overview of modules and accompanying lessons by means of a macro in Excel (Microsoft Inc). Second, a file with the monthly number of feedback messages sent by individual therapists was retrieved. All log data were stored and processed anonymously and in line with privacy regulations relevant at that point in time. Ethical approval (No. 18408) was obtained from the ethics committee of the Faculty of Behavioral, Management, and Social Sciences from the University of Twente.

**Interview Study**

**Participants**

In order to gain a deeper insight into how therapists perceive and explain implementation strategies and outcomes, interviews were conducted with therapists working at one outpatient clinic of the forensic hospital. In this clinic, therapists were expected to use the eMental health intervention. Therapists were interviewed because of their key role in implementation: if they did not introduce the intervention to the patients, patients could not participate. The attitudes and actions of health care professionals appear to have an essential role in eHealth implementation [44]. At the time of the interviews, 20 therapists were working at the outpatient clinic. All therapists were invited to participate by the manager of the outpatient clinic, but two of them were excluded because they did not receive training and had no experience with the eMental health intervention.

**Materials and Procedure**

The main goal of the interview study was to identify factors which, according to therapists, are related to the use and nonuse of the eMental health intervention. These factors provide insight into implementation strategies and outcomes. In order to achieve this, semistructured interviews with the 18 therapists were conducted in April and May 2018 by two researchers (KR & NiC) at the outpatient clinic. The interviews were audiorecorded and took between 21 and 61 minutes, with an average of 41 (SD 10) minutes. Ethical approval (No. 18239) for the interview study was given by the ethics committee of the Faculty of Behavioral, Management, and Social Sciences of the University of Twente.

The interview started with a brief explanation of the goal and content of the study. After that, informed consent was signed. The interview scheme consisted of 6 main categories with accompanying open questions. First, sociodemographic questions were asked. Second, experiences with the introduction of the eMental health intervention were discussed. Third, the participant was asked to describe in what way, how often, and with which patients he or she used the eMental health intervention. Reasons for nonadherence were also discussed. The fourth part contained questions on the potential and experienced added value of the eMental health intervention for the therapist, patient, and organization. Fifth, participant was asked to describe what the ideal situation with regard to the use of the eMental health intervention would look like. In the sixth part, barriers for using the intervention were discussed. These questions were divided into 5 topics, loosely based on 5 relevant domains of the NASSS framework [31]: barriers related to patients, therapists, and the forensic health care organization; the wider context; and characteristics of the eMental health intervention. The NASSS framework was used because its holistic nature, in which attention is paid to different types of factors and their interrelationships, fits the research goal of this study. The interview’s final question focused on what should be done to overcome these barriers and optimize benefits.

**Analysis**

The interviews were transcribed verbatim. In order to answer the research questions, deductive, top-down coding via the NASSS framework was combined with an inductive, bottom-up analysis of all fragments belonging to a domain of the NASSS framework. First, all relevant fragments were analyzed deductively by categorizing them into 1 of the 7 domains of the NASSS framework. This deductive analysis ensured a clear main structure of the results in line with the holistic focus of the research goals. The NASSS framework was used to structure the analysis because of its focus on technology in health care and holistic approach [31]. After deductive analysis using domains of the NASSS framework, fragments within each domain were analyzed inductively to look for more specific factors important for the use of the technology according to the interviewed therapists. A coding scheme was iteratively created based on all fragments of the first 5 interviews by one researcher (HK) via the method of constant comparison [45]. Using this coding scheme, the 165 fragments of these first 5 interviews were independently analyzed by a second researcher (FS) to determine interrater reliability of the coding scheme. The joint probability of agreement was 89%. After deliberation of the fragments that were assessed differently by the researchers, agreement was reached on all fragments, and several definitions of the code scheme were fine-tuned. No further adaptations to the underlying structure of the code scheme were required. Because of the high interrater reliability, one researcher (HK) coded the remaining 572 fragments and discussed them with the other researcher (FS) in case of doubt. Again, definitions of codes were adapted throughout the process.

**Synthesis**

In this mixed-methods study, results were synthesized via the implementation strategies and outcomes. Figure 1 shows which method was used to provide information for which implementation outcome. To synthesize the results, implementation strategies were summarized using all three methods. Also, the most important findings per implementation outcome were described and supported by outcomes of desk research, log data analyses, and codes that arose from the inductive analysis of the interviews.

**Results**

**Desk Research**

In order to describe the implementation strategies, desk research was conducted with documents generated by the organization. Before the online intervention was disseminated throughout the organization, a pilot was conducted in which the intervention was used on a small scale. This pilot was coordinated by a project team consisting of therapists and policy advisors, and
its timeline is visualized in Figure 2. The goal of the pilot was to improve the content and usability of the intervention and develop a good strategy regarding communication about the eMental health intervention to the organization. The pilot started with an exploratory phase, after which 90 employees were trained and instructed to use the intervention for several months. Desk research did not show how many therapists and patients participated in the pilot. The experiences of the pilot were used to create a strategy and recommendation for implementation of the intervention in the organization. Example of recommendations that arose from the pilot were to provide all employees with the training that participants of the pilot received and write guidelines on how to embed the intervention’s modules in existing care programs.

Figure 2. Timeline of the pilot phase of the online intervention.

After the pilot, the online intervention was introduced to all therapists of the organization. An overview of the timeline, until July 2018 when the interview study of this paper was finalized, is provided in Figure 3. The main goal of the implementation was to fully integrate the eMental Health intervention in all primary and supportive processes. Consequently, all therapists received training and were expected to use the intervention. However, because use in practice was not as high as expected, an evaluation was conducted in 2016 that resulted in several recommendations, including that management should improve communication about targets of the eMental health intervention to therapists, a clear overview of useful modules should be created, some skilled therapists should be appointed as champions who can support colleagues in using the intervention, and therapists should motivate patients more by, for example, calling them if they did not use the intervention. When the recommendations did not lead to any major improvements, a new project team was installed to improve implementation in 2017; that team initiated this study.

Figure 3. Timeline of implementation strategies for the online intervention.

Log Data Analysis

Patients

In order to gain insight into implementation outcomes, log data that provide insight into patient use of the intervention were analyzed. From December 2013 until May 2019, 721 unique patients were assigned to at least one module of the eMental health intervention by their therapist. In total, 1019 modules were assigned to these 721 patients. Most patients (514/721, 71.3%) were assigned 1 module, 16.8% (121/721) were assigned 2 modules, 6.4% (46/721) were assigned 3 modules, and 2.5% (18/721) worked on 4 modules. The remaining 2.8% (20/721) worked on 5 to 10 modules. Finally, there were 2 patients who worked on many different modules: one patient worked on 23 modules and another patient on 28. Of the patients, 18.0% (130/721) fully completed at least 1 module, 50.6% (365/721) completed 1 or more lessons but did not complete at least 1 module, and 30.0% (216/721) patients did not complete any lessons at all.
In total, 98 different modules were assigned to patients. The median number of patients assigned to an individual module was 4. The offense script and prevention plan module was assigned to the most patients (104/721), and 18 modules were assigned to only 1 patient. Table 2 provides an overview of all modules that were assigned to at least 10 patients, including an overview of how many patients completed all lessons of the module, completed 1 or more lessons, or did not complete any lessons. When looking at all modules and patients, 180 of the 1019 modules (17.66%) were completed, meaning that all lessons were finished. For 448 of the 1019 modules (43.96%) at least 1 lesson was finished, but not the entire module. On average, when a module was started but not completed, 43.17% (2155/4992) of the modules’ lessons were completed. When looking at the longer modules containing 10 to 26 lessons, 44.43% (1994/4488) of the lessons were completed. Of the shorter modules with 9 or fewer lessons, 40.28% (203/504) of the lessons were completed. Finally, in 412 of the 1019 modules (40.43%), no lesson was finished.

Table 2. Overview of the total and relative number of patients that completed, didn’t complete, or partially completed modules that were assigned to at least 10 patients.

<table>
<thead>
<tr>
<th>Topic of module</th>
<th># lessons</th>
<th>Module completed, n (%)</th>
<th>Module not completed, ≥1 lesson finished, n (%)</th>
<th>Module not completed, no lessons finished, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Offense script and prevention plan (n=104)</td>
<td>25</td>
<td>14 (13)</td>
<td>71 (68)</td>
<td>19 (18)</td>
</tr>
<tr>
<td>Aggression (n=94)</td>
<td>14</td>
<td>7 (7)</td>
<td>48 (51)</td>
<td>39 (41)</td>
</tr>
<tr>
<td>Autism psychoeducation (n=76)</td>
<td>10</td>
<td>12 (16)</td>
<td>36 (47)</td>
<td>28 (37)</td>
</tr>
<tr>
<td>Substance abuse problems (n=63)</td>
<td>15</td>
<td>5 (8)</td>
<td>37 (59)</td>
<td>21 (33)</td>
</tr>
<tr>
<td>Mindfulness (n=59)</td>
<td>9</td>
<td>6 (10)</td>
<td>32 (54)</td>
<td>21 (36)</td>
</tr>
<tr>
<td>Offense script and prevention plan (short version; n=55)</td>
<td>17</td>
<td>12 (22)</td>
<td>34 (62)</td>
<td>9 (16)</td>
</tr>
<tr>
<td>Expert of yourself (n=53)</td>
<td>10</td>
<td>11 (21)</td>
<td>26 (48)</td>
<td>16 (30)</td>
</tr>
<tr>
<td>ADHD&lt;sup&gt;a&lt;/sup&gt; (adults): understand your ADHD (n=40)</td>
<td>3</td>
<td>11 (28)</td>
<td>9 (23)</td>
<td>20 (50)</td>
</tr>
<tr>
<td>Thought scheme (n=29)</td>
<td>2</td>
<td>9 (31)</td>
<td>10 (34)</td>
<td>10 (34)</td>
</tr>
<tr>
<td>Skills for mild intellectual disorders (n=22)</td>
<td>9</td>
<td>3 (14)</td>
<td>11 (50)</td>
<td>8 (36)</td>
</tr>
<tr>
<td>Loved ones of patients (n=20)</td>
<td>9</td>
<td>3 (15)</td>
<td>11 (55)</td>
<td>6 (30)</td>
</tr>
<tr>
<td>Forensic: positive self-image (n=18)</td>
<td>4</td>
<td>9 (50)</td>
<td>3 (17)</td>
<td>6 (33)</td>
</tr>
<tr>
<td>Social skills (n=17)</td>
<td>1</td>
<td>5 (29)</td>
<td>5 (29)</td>
<td>7 (41)</td>
</tr>
<tr>
<td>Social skills: saying no (n=15)</td>
<td>2</td>
<td>6 (40)</td>
<td>5 (33)</td>
<td>4 (27)</td>
</tr>
<tr>
<td>Information on psychotic disorders (n=14)</td>
<td>9</td>
<td>5 (36)</td>
<td>7 (50)</td>
<td>2 (14)</td>
</tr>
<tr>
<td>Psychoeducation for personality disorders (n=14)</td>
<td>4</td>
<td>3 (21)</td>
<td>2 (14)</td>
<td>9 (64)</td>
</tr>
<tr>
<td>Generalized anxiety (n=12)</td>
<td>9</td>
<td>2 (17)</td>
<td>7 (58)</td>
<td>3 (25)</td>
</tr>
<tr>
<td>ADHD (adults): I want to think before I act (n=11)</td>
<td>9</td>
<td>6 (55)</td>
<td>0 (0)</td>
<td>5 (45)</td>
</tr>
<tr>
<td>ADHD (adults): I want to clear my mind more (n=10)</td>
<td>1</td>
<td>2 (20)</td>
<td>0 (0)</td>
<td>8 (80)</td>
</tr>
<tr>
<td>Aggression in your relationship (n=10)</td>
<td>14</td>
<td>0 (0)</td>
<td>7 (70)</td>
<td>3 (30)</td>
</tr>
</tbody>
</table>

<sup>a</sup>ADHD: attention deficit hyperactivity disorder.

**Therapists**

Therapists’ use of the intervention was analyzed as well to gain insight into implementation outcomes. A main task of the therapist in using the eMental health intervention was to give feedback on patient assignments. A patient could only continue with the next lesson once the therapist provided feedback, and all lessons required feedback. In total, 172 therapists had accounts, which means they could use the intervention and provide feedback. The median number of feedback messages sent per therapist was 1, with a minimum of 0 and maximum of 460. Of the 54.1% (93/172) of therapists who gave feedback from January 2014 to May 2019, 25.0% (43/172) gave feedback 1 to 5 times, 25.0% (43/172) gave feedback 6 to 19 times, 25.0% (43/172) gave feedback 20 to 50 times, and 25.0% (43/172) gave feedback 51 to 460 times. Table 3 shows how many therapists sent how many feedback messages, showing one major outlier who gave feedback 460 times. The therapist who gave the second highest amount of feedback sent 251 messages.
Table 3. Number of feedback messages sent by therapists.

<table>
<thead>
<tr>
<th>Messages sent</th>
<th>Number of therapists</th>
</tr>
</thead>
<tbody>
<tr>
<td>0-35</td>
<td>144</td>
</tr>
<tr>
<td>35-70</td>
<td>12</td>
</tr>
<tr>
<td>70-105</td>
<td>7</td>
</tr>
<tr>
<td>105-140</td>
<td>2</td>
</tr>
<tr>
<td>140-175</td>
<td>0</td>
</tr>
<tr>
<td>175-210</td>
<td>4</td>
</tr>
<tr>
<td>210-245</td>
<td>1</td>
</tr>
<tr>
<td>245-280</td>
<td>1</td>
</tr>
<tr>
<td>280-315</td>
<td>0</td>
</tr>
<tr>
<td>315-350</td>
<td>0</td>
</tr>
<tr>
<td>350-385</td>
<td>0</td>
</tr>
<tr>
<td>385-420</td>
<td>0</td>
</tr>
<tr>
<td>420-455</td>
<td>0</td>
</tr>
<tr>
<td>455-490</td>
<td>1</td>
</tr>
</tbody>
</table>

Finally, Figure 4 shows the total number of feedback messages that were sent over time, from the introduction of the eMental health intervention until May 2019. The figure shows an increase in sent feedback messages with a peak in 2016, after which the number of messages decreased and seemed to stabilize at approximately 60 messages per month.

Figure 4. Number of feedback messages sent by therapists over time.

Interviews

Participants

In order to gain insight into factors related to implementation outcomes, 18 therapists from one outpatient clinic were interviewed. The therapists had different occupations: 8 psychologists, 6 social workers, 2 system therapists, 1 trauma therapist, and 1 forensic nurse were interviewed. Participants had an average age of 42.5 (SD 10.46) years with a range of 28 to 60 years, and 10 were female. At the time of interviewing, they had been working in forensic care for an average 13.18 (SD 8.68) years with a range from 8 months to 29 years.

First Impressions, Introduction, and Subjective Use of the Intervention

When asked about their first impression of the eMental health intervention and its introduction by the organization, most therapists were positive, as can be seen in Table 4.
Table 4. Therapist responses to survey questions.

<table>
<thead>
<tr>
<th>Survey question</th>
<th>Very bad</th>
<th>Bad</th>
<th>Neutral</th>
<th>Good</th>
<th>Very good</th>
</tr>
</thead>
<tbody>
<tr>
<td>First impression of the intervention</td>
<td>0</td>
<td>0</td>
<td>6</td>
<td>11</td>
<td>1</td>
</tr>
<tr>
<td>Introduction to the organization</td>
<td>0</td>
<td>1</td>
<td>5</td>
<td>10</td>
<td>2</td>
</tr>
</tbody>
</table>

When asked about use of the intervention, 4 therapists indicated that they received training but never used the intervention with a patient. The other 14 therapists had used the intervention with on average 8 patients, with a minimum of 2 and a maximum of 15. Therapists used the intervention in different ways in their in-person sessions with patients. Some discussed the assignments completed by patients very irregularly or never, whereas others discussed them structurally in each session. All therapists saw the intervention as an addition to treatment and used it in a blended manner, where in-person contact was seen as more important. Almost all therapists indicated that most patients did not finish modules and it was hard to keep them motivated.

Coding Schemes
Overview of Codes
The NASSS framework was used to structure the interview scheme and guide the coding process. Consequently, the main codes that were identified in the interviews are mostly aligned with the domains of the NASSS framework, as can be seen in Table 5. However, since a combination of deductive and inductive coding was used, there are several differences between the codes and domains of the NASSS framework. First of all, the adopter domain was split into a therapist and patient code. Integrating all these subcodes into one main adopter code would not have done justice to the differences between these types of factors. Furthermore, the embedding and adaptation over time domain of the NASSS model was not identified in interviews because therapists had difficulties providing a long-term vision on the technology and organization.

Table 5. Main codes, their definitions, number of interviews quote was mentioned (Nint), and number of times code was mentioned (Ntot).

<table>
<thead>
<tr>
<th>Main code</th>
<th>Definition</th>
<th>Nint</th>
<th>Ntot</th>
</tr>
</thead>
<tbody>
<tr>
<td>Adopters–therapists</td>
<td>Characteristics, cognitions, or behaviors of therapists that influence the use of technology in treatment</td>
<td>18</td>
<td>203</td>
</tr>
<tr>
<td>Adopters–patients</td>
<td>Characteristics, cognitions, or behaviors of patients that, according to therapists, influence the use of technology in treatment</td>
<td>18</td>
<td>194</td>
</tr>
<tr>
<td>Value proposition</td>
<td>The (desired) added value that a technology has or should have for treatment, according to therapists</td>
<td>18</td>
<td>121</td>
</tr>
<tr>
<td>Technology</td>
<td>Influence of the technology’s features on use by therapists and patients</td>
<td>18</td>
<td>104</td>
</tr>
<tr>
<td>Organization</td>
<td>Characteristics, culture, and activities of the organization that influence use of technology by therapists</td>
<td>18</td>
<td>94</td>
</tr>
<tr>
<td>Wider system</td>
<td>Influence of activities by the broader context on use of technology by organizations and therapists</td>
<td>11</td>
<td>7</td>
</tr>
<tr>
<td>Condition</td>
<td>Extent to which the nature of the patient’s condition (or disorder) influences use of technology, according to therapists</td>
<td>3</td>
<td>4</td>
</tr>
</tbody>
</table>

Adopters–Therapists
This main code was mentioned most often and refers to characteristics, cognitions, or behaviors of therapists that influence the use of eHealth in treatment. This code was found in all interviews, and 203 fragments belonging to this main code were identified. The subcodes are reported, defined, and illustrated with one or two quotes in Table 6. As can be seen in the table, therapists discussed a broad range of factors related to themselves that could influence the intervention’s use. The most mentioned code referred to them not putting in enough time or effort to start or keep using the intervention. This could result in a lack of knowledge and skills to optimally use the intervention. The perceived lack of time was partly attributed to high workload but also to lack of enthusiasm to use the intervention. Among other things, not all participants were keen to work with technology in general. Several therapists believed that the intervention did not have enough benefits for their patients, and some felt that the technology was not easy to embed within standard treatment. Related to this, many therapists indicated that using the intervention was not in their system: while they often were willing to try it, most of the time they simply forgot about it because it was not part of their treatment routine. Consequently, many therapists did not introduce the intervention to their patients or did not motivate them enough to keep using it. Because the intervention was often not on the top of their minds, therapists indicated that they hardly discussed it with their colleagues. Finally, according to several participants, an important reason for successful use was having experienced benefits of the intervention for the patient: if the intervention fits an individual patient’s skills and problems, chances on successful use were said to be higher.
therapists stated that a large share of the patient population has cognitive impairments due to psychiatric disorders—such as problems with focusing—or received very little education (eg, having finished only primary school). According to the therapists, this can cause problems with patients understanding the mostly text-based intervention, completing written assignments, being able to individually reflect on their behavior, and having the required technological skills to be able to practically use the intervention. Furthermore, patients have to work in the intervention individually in their own time, which some therapists compared with homework. Therapists stated that a large share of the patient population was not seen as conscientious enough to practically use the intervention. Furthermore, patients have to check which assignments have been completed, and then give feedback on it. That costs extra time. Perhaps that’s why people are hesitant. 

**Adopters–Patients**

The main code “adopters–patients” was mentioned by all 18 therapists and refers to characteristics, cognitions, or behaviors of patients that influence the use of eHealth in their treatment. In total, 8 subcodes, presented in Table 7, and 194 fragments related to this main code were found. Therapists discussed multiple types of patient-related factors that, according to them, could influence the use of the intervention. It was frequently mentioned that many forensic psychiatric patients are often not motivated to start or keep working on the intervention. Therapists indicated that this was in line with low motivation for their treatment in general, which is partly due to the often obligatory nature of these patients’ treatment. Furthermore,
often do not stick to agreements about when assignments were to be completed. Furthermore, therapists indicated that forensic psychiatric patients often have multiple psychiatric disorders and problems within their social environment, which might negatively influence their use of the intervention. When severe psychosocial issues occur, patients might be too preoccupied with these issues to use the intervention. Furthermore, not all patients have access to a computer or laptop, or they do not have a quiet place where they can comfortably work on the intervention.
Table 7. Subcodes of the main code “adopters—patients,” their definitions, illustrative quote, number of interviews quote was mentioned \((N_{int})\), and number of times code was mentioned \((N_{tot})\).

<table>
<thead>
<tr>
<th>Subcode</th>
<th>Definition</th>
<th>Illustrative quote</th>
<th>(N_{int})</th>
<th>(N_{tot})</th>
</tr>
</thead>
</table>
| Motivation    | Extent to which patient is motivated, enthusiastic, or open to work with the technology in their treatment | - I kind of think that, I think I’ve mentioned before that if that motivation is present, if they have the feeling that eMental Health fits their problems. And that has to be the case. They don’t have to think: “Well, what about the problems I have...” They do have to see the connection to be motivated. (pp. 4)  
- Because very demotivated patients who don’t want to be here anyhow... See, it’s easier to not work on eMental Health at home, then not attending a face-to-face appointment. They’d earlier drop the eMental health then not coming here. (pp. 9) | 14         | 40         |
| Conscientiousness | Extent to which patient is diligent in working on the technology and fulfills commitments regarding the use of the technology outside of treatment | - Reading comprehension, making assignments, those kinds of things. If you’re not used to doing homework, if you’ve never done homework in your life—eMental Health is actually homework. So that’s a skill in itself. They have to be able to do it. (pp. 9)  
- Next, we open the module and then it seems to go well for about 1 or 2 sessions. But then there’s always an “appointment forgotten” or “not finished” or those kind of things. After 3 months someone has stopped filling in the assignments, and only completed two sessions. (pp. 11) | 14         | 27         |
| Literacy and educational level | Patient’s ability to write, read, and understand treatment-related information in the technology | - But I noticed that it wasn’t really working. We’ve done it a couple of times, but there were a lot of difficult words. And if I explain the words, he’ll forget what it means after that. (pp. 4) | 14         | 22         |
| Experienced benefits | The extent to which a patient experiences a positive influence on his or her treatment because of the use of the technology | - And whether the module fits the treatment and problems of the patient. [...] If you, for example, have a module on autism, and someone recognizes himself in that, in a module on psychoeducation for example. Then it can actually be useful in their daily lives. (pp. 6)  
- And also what I said earlier, that a module fits the needs of a patient. So if you use a sleeping module on someone with sleeping problems, chances are higher that he will continue with it. (pp. 16) | 14         | 22         |
| Psychosocial situation | Level of stability of patient’s personal life and/or mental state that is required to use a technology | - I don’t really think about it with people who are in a crisis situation. Because in my experience, they really don’t have the need to discuss [the intervention]. You have to be be in clearer waters, before they at least... Yes, that’s my experience, before you can make a connection with someone who’s overwhelmed by stress. If you, for example, have trouble about your social security benefit, or trouble with the neighbors, or trouble with your spouse, then it doesn’t really work for those people anymore. (pp. 10)  
- Patients who are very prone to psychiatric crisis [...] or have so many psychosocial problems, well, then it won’t work. Then you’re only trying to stabilize them and you cannot use eMental health. (pp. 9) | 13         | 28         |
| Technological skills | Level of practical skills required for successfully using information and communication technologies such as computers or smartphones | - And I also notice that with eMental Health, the problem is that if a patient doesn’t know anything about the computer, who isn’t focused on that, you won’t be able to make it work. You can jump high or low, but you won’t get it done. (pp. 12) | 12         | 17         |
| Availability of technological resources | Patient’s access to necessary preconditions to use the intervention: technological device, appropriate working area, and good internet connection | - I think that in their own environment, where they like doing it. They have to be able to do it privately, not that there’s someone around the entire time. So privacy is important for them, I think. We can’t facilitate that: they have to arrange that themselves. Or we’d have to offer them a place to work here, so they can sit behind a computer here. (pp. 7)  
- But I have had several people who were pretty positive about it, but who didn’t have a computer, or their computer broke. (pp. 8) | 11         | 18         |
### Patient’s ability to independently write about and reflect on emotions, cognitions, and behaviors in the technology

**Illustrative quote**

- I’m dealing with a lot of patients that find it really difficult to put their emotions and feelings on paper. They don’t talk about those things regularly, like conflicts with their wife. Those people just didn’t learn that. And yeah, if that’s already difficult in a conversation to tell what you feel, what you want, or what you want differently, it’s even more difficult to type it if you’re alone, sitting behind a computer. That’s on another level. (pp. 10)
- Because the simplest question—he understands them, but he said to me: “I simply cannot put it into words.” And if you have to do such assignments, and answer things... The fact that he hardly gives an answer, that partly has to do with him not being able to visualize and verbalize. (pp. 1)

<table>
<thead>
<tr>
<th>Subcode</th>
<th>Definition</th>
<th>Illustrative quote</th>
<th>N\text{int}</th>
<th>N\text{tot}</th>
</tr>
</thead>
</table>
| Reflective skills | Patient’s ability to independently write about and reflect on emotions, cognitions, and behaviors in the technology | • I’m dealing with a lot of patients that find it really difficult to put their emotions and feelings on paper. They don’t talk about those things regularly, like conflicts with their wife. Those people just didn’t learn that. And yeah, if that’s already difficult in a conversation to tell what you feel, what you want, or what you want differently, it’s even more difficult to type it if you’re alone, sitting behind a computer. That’s on another level. (pp. 10)  
• Because the simplest question—he understands them, but he said to me: “I simply cannot put it into words.” And if you have to do such assignments, and answer things... The fact that he hardly gives an answer, that partly has to do with him not being able to visualize and verbalize. (pp. 1) | 11         | 21         |

### Value Proposition

The main code “value proposition” refers to the added value that a technology has or should have for treatment, according to the therapists. It was mentioned by all 18 therapists, 5 subcodes were identified, and 121 fragments were found in all interviews. As can be seen in the previous tables, not all therapists were positive about the intervention and did not use it often, but they were able to identify a broad range of potential and actual advantages of the eMental health intervention. These focused, among other things, on the content of the treatment: the intervention was said to have the potential to improve the quality of treatment by, for example, providing more structure to the treatment. Also, because therapists often also read the text of the intervention, several participants indicated that using the intervention might further improve or deepen existing knowledge about disorders. The intervention can also support patients in gaining new knowledge and skills (eg, new insights about a psychiatric disorder or an improvement of reflective or coping skills). Furthermore, several therapists explained that because patients must work on the intervention individually, their feeling of responsibility for their own treatment might increase, and they might ascribe positive changes more to themselves instead of their therapists. Moreover, several practical advantages were mentioned, among which saving time of therapists and patients because of less traveling time and replacing part of in-person treatment with the intervention, an increase of patients’ access to care because they can individually work on their treatment at their own pace, and providing a new way of delivering treatment to patients. The subcodes are presented in Table 8.
<table>
<thead>
<tr>
<th>Subcode</th>
<th>Definition</th>
<th>Illustrative quote</th>
<th>N_int</th>
<th>N_tot</th>
</tr>
</thead>
</table>
| Improving treatment     | Possibility of technology to improve quality of and further structure of face-to-face treatment | • It does help you to focus the treatment on what someone needs. And it helps to not get bogged down in other, less relevant matters that people bring up, where it actually shouldn’t be about. Someone has a treatment goal and the program fits that goal and that is what you will be doing. So it really helps to frame your therapy. (pp. 11)  
• Often, there are also things in there that I don’t have on the top of my mind. And sometimes it’s pretty nice to work via a protocol, that you encounter things of which you think: “Hey, I didn’t think about that at all!” (pp. 2) | 14    | 39    |
| Practical benefits      | Benefits for patients, therapists, and the organization related to practical matters such as time and money | • Well, I think it’s very nice that you can put patients to work at a time which suits you, and that they can work whenever it suits them. So planning appointments is less of a hassle. And it’s just like communication via WhatsApp or email: you all do it in your own time, so in that sense it’s easier insertable in everyone’s schedule. (pp. 16)  
• Well, the patient can work on it at home. He’d have to come here less often, face-to-face. So you’d have to plan an appointment less often, which can enable you to see more other patients. (pp. 5) | 14    | 26    |
| Increase of knowledge and skills | Possibility for the patient or therapist to acquire new insights and skills into the patient or the disorder | • An advantage for a patient with whom I have done the aggression module is that he did really gain more self-insight and came a little closer to himself. With the other patients I didn’t really have a hallelujah experience, but with him it seemed like the penny has dropped. (pp. 15)  
• What I like about that is that you also go through the content yourself. […] And I really like that of the modules, that you learn things from it yourself, and him as well. (pp. 12) | 13    | 22    |
| Increase in patient independence | Enabling patients to work more independently and feel more ownership for their treatment | • Well, the fact that someone does it himself with the module, that they are prouder at themselves because they’ve achieved something. That it wasn’t the therapist who helped you, but that you’ve done it yourself. (pp. 16)  
• If they’re in my room, I often have a fairly high pace, I am pulling and pushing them. But with the intervention, they’re in a calm environment and can think calmly. (pp. 2) | 13    | 19    |
| More options for treatment | Possibility of technology to offer a broader range and different types of treatment to patients | • Well, for example, if a patient is working on the offense chain, you might notice that he has the need to practice more skills. Or wants to read a bit more about certain relaxation exercises. And if we’re not there yet in the module, I move these topics forward, so that we can work on those at that point in time. Or I check in another module if there’s something there, that they can work on a topic in between. […] Then I think: “This fits well at this point in time,” and then we can continue with the treatment. (pp. 9) | 11    | 17    |

**Technology**

This main code was mentioned in all 18 interviews and focuses on the influences of the technology’s features on use by therapists and patients. In total, 8 subcodes and 104 fragments were identified, as can be seen in Table 9. Usability of the technology was often mentioned by therapists. While a few were fairly positive, most found the technology not easy to use for themselves or for patients: it did not fit their preferences and way of working. Furthermore, while most therapists were relatively positive about the intervention’s look and feel, it was mentioned that the way the content was presented was not very suitable for many patients, for example, due to a lot of text or too many sessions within modules.
Table 9. Subcodes of the main code “technology,” their definitions, illustrative quote, number of interviews quote was mentioned (N_int), and number of times code was mentioned (N_tot).

<table>
<thead>
<tr>
<th>Subcode</th>
<th>Definition</th>
<th>Illustrative quote</th>
<th>N_int</th>
<th>N_tot</th>
</tr>
</thead>
</table>
| Ease of use | Extent to which therapists find use of the technology intuitive, clear, and structured      | • I feel that the eMental health intervention is too big, or too fuzzy. As I just mentioned, all these modules, I know a few, but I think that there are a lot, also specified on other diagnoses. But I find it tricky to find these things. So I don’t think it’s very well arranged. (pp. 9)  
• I’d see that as tiles in [the electronic patient record] which we are using currently. In User you have multiple tiles and the patient record, and it should also have a tile of [the intervention], on which you click and then you can start. [...] If there would be a block of [the intervention], it would be really easy to go to it. I think that would be more user friendly than when you have to go to the website yourself to log in, because then you have taken multiple additional steps. (pp. 7) | 16    | 68    |
| Presentation of content | Therapist’s opinion on the ways in which the treatment-related content of the technology is presented to the patients | • The module itself should be shorter. Both the individual sessions and the number of sessions in a specific module I’d make shorter. I feel that certain explanations are too difficult for some patients. So I think there is not enough supply for people with a low intelligence, and a large number of our people has a lower than average intelligence. (pp. 18) | 8     | 21    |
| Appearance  | Therapist’s opinion on the overall look and feel of the design of the technology             | • Because I think those modules are really cool. I’m thinking “Wow, the person that came up with this has it right!” But it’s just fresh, I’d almost say happy, but also friendly, and user-friendly. And if you can have these things together in a module text, with some videos and some other things and some explanation, that’s just amazing! (pp. 12)  
• With regard to the design, with videos and images, it’s stimulating and appealing. It’s not a boring booklet that you hand out. (pp. 4) | 7     | 10    |

Organization
This main code refers to the characteristics, culture, and activities of the organization that influence the use of technology by therapists, and was mentioned in all 18 interviews. In total, 94 fragments for 4 subcodes were identified, which are explained in Table 10. Almost all interviewed therapists explained that the intervention was introduced to them by means of a course in which they gained practical skills to use it. According to therapists, the organization did not pay a lot of attention to the intervention after this course. Multiple therapists indicated that the intervention was often not discussed in official meetings. This was viewed as a partial explanation for therapists not remembering to use the intervention on a regular basis. Also, several therapists indicated that they did not experience enough support for questions about the content of the intervention or the way they could embed it in treatment. To illustrate, some therapists required more support when working with unmotivated patients or had questions about how to integrate assignments of the intervention in their in-person treatment sessions. Besides content-related support, therapists also mentioned several practical barriers that the organization should address, such as a slow internet connection.
Table 10. Subcodes of the main code “organization,” their definitions, illustrative quote, number of interviews quote was mentioned (Nint), and number of times code was mentioned (Ntot).

<table>
<thead>
<tr>
<th>Subcode</th>
<th>Definition</th>
<th>Illustrative quote</th>
<th>Nint</th>
<th>Ntot</th>
</tr>
</thead>
</table>
| Introduction of technology to therapists | Activities that the organization undertook to introduce the technology and train therapists’ necessary skills and knowledge, according to therapists | • Hmm, much because, I think I had a course once, just in the beginning, and there’s not really a follow-up. (pp. 10)  
• We’ve received a very clear explanation, I believe an entire day and you just started practicing. And I liked that. But now I’m thinking, if I’d have to use it with a patient, I’d really have to ask with the people who gave the course. He’d have to quickly explain to me how it works. That knowledge has faded. (pp. 1) | 17   | 27   |
| Providing support for therapists     | Ways in which the organization offers content-related support to therapists for using the technology in treatment | • I just think that, well, for the long term the organization has to pay more attention to it, for the team. And I also think that you have to implement the trainer-trainee idea. That you pick a couple of people who work well with it or are a bit better in it, that they are appointed as a source of information, and that other people know about that. (pp. 9)  
• Currently I’m trying to figure it out myself, but how do you really shape a blended treatment? If there would be education about that! Also about the more challenging cases, if there is very little motivation. (pp. 4) | 14   | 34   |
| Integration in organizational structures | Extent to which a technology is structurally featured in activities or products for which the organization is responsible, such as meetings, treatment protocols, targets, or performance reviews | • But it doesn’t get indicated a lot in the intake or in meetings. Often the one who’s done the intake has to bring it up themselves, but it’s not something that other people in the meeting bring up or come up with, that that’s also an option. My personal experience. If I bring it up, they say “Oh yeah it’s a good idea,” but if I say nothing, they hardly ever come up with it. (pp. 18)  
• So that management says: “eMental health guys, don’t forget about that!” (pp. 6) | 11   | 21   |
| Providing necessary conditions for use | Extent to which the organization ensures boundary conditions such as availability of sufficient technological resources and time for therapists | • Internet is often slow. Then you’ve planned half an hour, and you think, I’m going to do it. Well, it doesn’t work. It’s also a technical issue. From the division around it, the internet, that’s so slow. And if you have to start a program such as [the intervention], well, you can do something else in that time... Then you constantly have to wait, well, then I drop out. (pp. 2)  
• And that time is actually scheduled for people. You have to really work on it, so it cannot disappear in the other activities, because you will forget it. If you really have an hour to only work on eMental health, it will remove some barriers and other arguments. (pp. 18) | 7    | 10   |

Wider System
This main code refers to the influence of activities by the broader context on use of technology by organizations and therapists and consists of 2 subcodes, which can be found in Table 11.

This code was identified 17 times in 11 interviews. Therapists discussed the wider system less often than previous codes. Several participants briefly mentioned health insurance companies and government but did not elaborate on the role of the wider system.

Table 11. Subcodes of the main code “wider system,” their definitions, illustrative quote, number of interviews quote was mentioned (Nint), and number of times code was mentioned (Ntot).

<table>
<thead>
<tr>
<th>Subcode</th>
<th>Definition</th>
<th>Illustrative quote</th>
<th>Nint</th>
<th>Ntot</th>
</tr>
</thead>
<tbody>
<tr>
<td>Demands of health insurance companies</td>
<td>Therapist perception about financial incentives for using the technology offered by health insurance companies</td>
<td>• I don’t know, that’s something from the health insurer, that they say that we have to do something with [the intervention]. That’s a bit how it feels. That we received that assignment because we have to meet the numbers. (pp. 7)</td>
<td>9</td>
<td>12</td>
</tr>
<tr>
<td>Encouragement of government</td>
<td>Extent to which use of a technology is encouraged by the government</td>
<td>• First, they should make a statement as an organization, together with other organizations, to say: “Yeah it’s all good and you can want it in this way but we’re going higher to the government and say to the government: this is not ok.” There are so many administrative tasks that don’t... If you do something and you have to account for this it’s fine, but it can be a lot easier. (pp. 12)</td>
<td>4</td>
<td>4</td>
</tr>
</tbody>
</table>

Condition
This code refers to the extent to which the nature of the patient’s condition (or psychiatric disorder) influences use of the technology according to therapists. The subcode was mentioned 4 times in 3 interviews, as can be seen in Table 12. Therapists often did not discuss their patients’ diagnoses as a separate factor that directly influences the intervention’s use.
Subcodes of the main code “condition,” their definitions, illustrative quote, number of interviews quote was mentioned (N_int), and number of times code was mentioned (N_tot).

<table>
<thead>
<tr>
<th>Subcode</th>
<th>Definition</th>
<th>Illustrative quote</th>
<th>N_int</th>
<th>N_tot</th>
</tr>
</thead>
<tbody>
<tr>
<td>ADHD^a</td>
<td>Impact of (symptoms of) ADHD on patient’s use of the technology</td>
<td>• So I cannot really... I do know that those ADHD patients, that it takes too long for them. They’re too easily distracted, or find a question too difficult. It’s not that everyone has that. (pp 2)</td>
<td>3</td>
<td>4</td>
</tr>
</tbody>
</table>

^a ADHD: attention deficit hyperactivity disorder.

Synthesis

When looking at the implementation strategies described by Waltz et al [19], desk research and interviews showed that in this study, most attention was paid to training of therapists, as mostly becomes clear in the subcode introduction of the technology to therapists of the main code “organization.” However, little to no strategies related to changes in the organizations’ infrastructure, engagement of patients, and adaptation of technology to the context were conducted. This is further illustrated by all subcodes of the main code “organization,” but also by the therapist- and patient-related subcodes integration of technology in routines, knowledge and skills, discussing technology with colleagues, and motivation. Furthermore, desk research showed that support and assistance for therapists was available, but most interviewed therapists did not experience this as such, which becomes most clear in the “organization”-related subcode providing support for therapists. Desk research showed that besides training, several relatively minor evaluation strategies were conducted by the organization itself, during and shortly after the pilot. However, the outcomes of these evaluations did not lead to major changes to the implementation strategies, so no lasting improvements in the use of the intervention were observed in the log data. This is visualized in Figure 4: a short peak in sent messages can be observed during the time of the evaluation, but this increase in sent messages only lasted several months. To conclude, implementation strategies were mostly focused on training of therapists, but little attention was paid to adaptiveness of the technology, changes in the organization, and patient awareness.

The results of the desk research, log data analysis, and interviews were used to assess the implementation outcomes described by Proctor et al [21] from a holistic perspective, structured via the NASSS framework [31]. First, the interviews showed that acceptability of the intervention was relatively high, with therapists being positive about the intervention and able to identify its added value. This fairly high acceptability is illustrated in Table 4, which shows overall good first impressions of the intervention, and is further supported by the main code “values,” which points out that therapists are able to mention a broad range of potential and actual advantages. However, despite the fairly positive acceptability, log data analyses and interviews clearly showed that adoption was low; a large share of therapists and patients did not use the intervention at all. Furthermore, the intervention’s penetration in the organization was low; log data showed that only a small fraction of therapists and patients used the intervention. Only 54% of the eligible therapists actually used the intervention, and Figure 4 shows that the largest share those who did use it, did not use it a lot. When the intervention was used, fidelity was often low, as can be seen in Table 2. Only 18% of the modules were fully completed, and of the remaining 82%, modules were either not started or not fully completed, implying that they were not used as intended. An explanation for this can be found in the appropriateness of the intervention. Log data showed that several modules were completed, and several therapists indicated that they were able to successfully use the module with some patients. However, therapists indicated that the intervention did not optimally fit most patients’ skills and preferences. This is illustrated by the patient-related subcodes conscientiousness, literacy and education level, technological skills, and reflective skills. The mismatch between patient characteristics and the intervention also becomes clear in the main code “technology,” which shows that usability, design, and content are not optimally tailored to the forensic psychiatric patient population. Furthermore, the intervention also seems not to be appropriate for many therapists, who indicated that they prefer in-person contact and often felt not fully equipped to integrate the intervention in their treatment. This means that currently, the intervention’s costs in terms of finances and time investment seem to be higher than the benefits. Also, sustainability was low: therapists stated that the intervention was often not discussed in meetings and was not integrated in electronic patient records they used. While this theme appears in multiple codes, it becomes especially clear in the organizational subcode integration in organizational structures. Consequently, therapists often did not even think of the possibility to use the intervention in treatment, which is represented by the therapist-related subcode integration of technology in routines. Currently, the feasibility of the intervention is low because of a suboptimal fit between the features of the technology; needs, wishes, and skills of therapists and patients; and characteristics and activities of the organization. It appears that since the implementation strategies were not conducted from a holistic perspective but mainly focused on training the therapists, the implementation outcomes are disappointing.

Discussion

Principal Findings

Main Outcomes

This mixed-method study evaluated the implementation strategies and outcomes of an eMental health intervention in forensic mental health care from a holistic perspective, where attention is paid to factors related to people, organizational context, and technology. Triangulation of the outcomes of desk research, log data analyses, and interviews with therapists...
showed that the technology did not optimally fit the therapists, patients, and organization. Furthermore, the implementation process was mostly focused on skill training of therapists and not executed from a holistic perspective; not enough attention was paid to changes in the organization, patients, and other required changes in therapists. The results of this mixed-methods study will be discussed in more detail structured by the main elements of the holistic approach that was applied: the people using the eMental health intervention, the organization in which it was used, and the technology.

**Therapists**

The interviews and log data showed that although several therapists were active users of the intervention, most of them only tried it once or twice, and a relatively large share of the therapists did not even use the intervention at all. Nevertheless, almost all interviewed therapists were fairly positive about the intervention and able to identify its added value. This shows that cognitions, intentions, and feelings of users are not fully predictive of successful use. Nevertheless, models that focus on individual factors predicting technology acceptance, such as the technology acceptance model (TAM) [46] or the unified theory of acceptance and use of technology [47], are still used regularly to analyze or plan implementation. While these types of models are useful to create an overview of individual beliefs and attitudes that influence a person’s intention to use a technology [48], they pay little to no attention to influences of the context, characteristics of the technology, and interrelationships between them [48,49]. Consequently, implementation models or frameworks that apply such a holistic approach like CFIR [30] or the NASSS framework [31] seem to be more useful in this context because of their focus on a broad range of contextual and (inter)personal factors and not merely individual factors of end users.

Despite the fact that all therapists in the organization had received training, only a relatively small proportion actively used the intervention. This implies that skills training only did not suffice for successful implementation: more than just a how-to instruction seems to be necessary to fully equip therapists to embed the intervention in their treatment sessions. Among other things, therapists also need to know how to persuade patients to start with the intervention, they need to be able to keep motivating patients to complete exercises, and they must embed the content of the intervention and the patient’s answers in treatment [14,50,51]. This implicates that the use of eMental health might also change the role of the (forensic) mental health professional [51]. In this new way of working, patients might be more in the lead and supported by professionals, and the structure and content of treatment may not be determined only by the professional but also by the intervention. Such a technology-induced role change in domains where communication previously only took place between persons requires changes on a multitude of levels, like management, education, or government [52], and not merely a skills training of therapists. More research on the nature of this role change and implications for implementation strategies is required.

When looking at implementation strategies, it might also be useful to conduct more research on the need to better tailor these strategies to different types of therapists. In this study, there appeared to be a lot of differences in therapists regarding their subjective attitudes and objective use of the intervention. This is in line with a recent study that showed that therapists differ in the types of drivers and barriers they perceive with regard to the use of eMental health [24]. This might imply that different types of therapists benefit from different types of implementation strategies. For example, therapists with a low level of enthusiasm and skills might need to receive a different type of training than enthusiastic and tech-savvy therapists. In line with this, multiple researchers stated that one-size-fits-all interventions are not very suitable for forensic mental health care and that tailoring is advised [40,53-57]. This argument can be extended to professionals: adaptive implementation strategies that fit different types or subgroups of therapists’ needs, skills, and attitudes might be beneficial for implementation outcomes. Subsequent research might focus on the identification of different subgroups of therapists, for example, in terms of attitude or eHealth literacy and tailoring implementation strategies to these characteristics. Also, researchers should assess whether tailoring implementation strategies to different types of professionals actually results in better implementation outcomes.

**Patients**

Therapists indicated that the eMental health intervention requires a relatively high level of reading and writing skills, cognitive reflection, and conscientiousness. However, according to desk research and other literature, forensic psychiatric patients often have low education levels [58,59], which might explain the low number of patients that completed modules. This shows that there seems to be a poor fit between most users’ skills and the content of the eMental health technology, which might be a major cause for nonuse or nonadherence [60,61]. Several solutions might address this issue: therapists can support patients more in working on difficult elements of the intervention, or texts and assignments can be shortened and made easier. However, it might also be possible that the studied eMental health intervention is not very suitable for this context and another type of technology would be a better fit for most patients. For example, multiple recent studies point out the potential of interactive virtual reality interventions for forensic mental health care [62-66], among other things because they allows patients to actually practice with behavior instead of talking or writing about it. Another possibility is wearables, which can be used to collect physiological data associated with aggressive outbursts or as electronic momentary assessment devices to gather information about a patient’s emotional state [67,68]. This study underlines the importance of adaptability of eMental health to optimally fit the needs and characteristics of individual patients.

**Organization**

As was mentioned before, the organization focused implementation strategies mostly on skills training of therapists but did not pay much attention to the implementation of the intervention on other levels. The disappointing implementation outcomes show the importance of the use of multiple types of implementation strategies to ensure that an eMental Health intervention is thoroughly embedded in a forensic organization’s
infrastructure [40,50]. This is in line with literature on eHealth implementation in general, which emphasizes the importance of integrating technologies in existing organizational structures or even changing the way care is delivered or organized [28,29,32,33,69]. One way to achieve this in the studied organization is by ensuring that therapists structurally discuss the possibility of using an eMental health intervention at predetermined moments in treatment (eg, during a patient’s intake). This can be done by means of the existing “fit for blended care” instrument [12], which aims to support therapists in shaping their blended treatment in cooperation with the patient. This instrument can be adapted to fit the specific forensic mental health organization by means of the patient-related factors identified in this study. Furthermore, the eMental health intervention might need to become a permanent item on the agenda of team meetings to ensure that it is discussed regularly [50]. Moreover, therapists indicated that they hardly discussed the intervention with colleagues, as opposed to other parts of their treatment, so peer-coaching sessions to discuss the use of the intervention might be organized [50]. It is important that research is conducted to determine whether these types of strategies actually boost implementation outcomes [23]. Generating more knowledge on suitable and successful implementation strategies will support other organizations in planning implementation and prevent them from reinventing the wheel, which will eventually save time and money.

**Technology**

One reason for the low use of the intervention was that not all therapists were positive about the user-friendliness of the intervention’s design: among other things, they indicated that the website did not give them a clear overview of suitable modules for specific patients. Log data indeed showed that only a fraction of modules were used frequently. Adding more persuasive elements to the intervention might support therapists in using the intervention. An example is tunneling: the system can guide the therapist through the process of selecting suitable modules for a patient [70]. Additional research can be conducted to evaluate and improve the persuasiveness of the intervention (eg, by means of the Perceived Persuasiveness Questionnaire [71]), which might increase its use [72].

A characteristic of the intervention that might have hindered use is the lack of possibilities for personalization. As was mentioned before, the technology does not seem to fit most patients according to therapists: there were too many sessions within a module, there was too much text, and the subject matter was too complex for most patients. Therapists expressed the need for multiple versions of the modules in order to personalize the intervention. Examples are the possibility to choose between videos or text or the option to select texts with different levels of difficulty. Studies on eHealth in general have stated that personalization can increase adherence [73-75], so a more personalized version of the intervention might result in better implementation outcomes. However, more research is necessary on what elements should be personalized, how this should be done, and if this actually positively impacts use and adherence. Ideally, this redesign of the technology should be done in close cooperation with end users to ensure that it better fits their needs [29,64], since cocreation can also have a positive influence on implementation outcomes [28,76].

**Strengths and Limitations**

This study took place at one forensic psychiatric hospital in the Netherlands, which might raise questions about the generalizability of the results. However, other studies on eHealth in forensic care have identified similar types of implementation issues [50,53,56,63,77]. On top of that, many of the identified issues have been reported for eHealth in general (eg, lack of enthusiasm in therapists, low adherence by patients, or lack of integration of a technology in an organization’s structure [32,33,69]). This implies that, on an abstract level, our findings are relevant for other types of (mental) health care as well. A related strength of this study is that all therapists working at the outpatient clinic could be interviewed, which prevented a self-selection bias from occurring.

Furthermore, while use of the NASSS framework to structure the qualitative analysis was a strength of this study, several issues arose during the coding process. A chief example of this is the domain “condition.” As opposed to a patient population that suffers from one disorder (eg, depression or diabetes), the forensic psychiatric population is not characterized by one condition: comorbidity is very common among forensic patients, and patients have committed a broad range of offenses [78-80]. This raises the question on how to characterize certain behaviors or cognitions: as part of a patient’s personality or as a symptom of a disorder. To illustrate: if a patient has trouble focusing, which hinders the use of an eHealth intervention, should this behavior be viewed as a consequence of the patient’s ADHD or as a part of their personality? We therefore recommend that more studies apply the NASSS framework to evaluation of implementation and report on its applicability and suitability, which might lead to possible revisions or fine-tuning of the framework.

Finally, a strength of this study was the combination of different types of data to evaluate the implementation process. By using a mixed-methods approach, objective and more subjective data were combined, which proved to be valuable for gaining insight into a multilevel and elaborate implementation process. It was decided to not interview patients and management, since therapists were asked about the patient perspective and desk research provided insight into the strategies of management. Including these perspectives in interviews would probably not have produced much new information, but it is possible that factors were overlooked. Further research could focus on analyzing the patient perspective in implementation and investigate whether there are any discrepancies between therapist perspectives on patients and the patients’ own perceptions.

Finally, desk research was combined with interviews to provide a full picture of the implementation strategies, but not all information could be retrieved from the desk research (eg, number of participating therapists in the pilot). This shows the importance of carefully and fully documenting relevant information about implementation strategies from the start.

**Conclusion**

This study showed that the fit between the characteristics and needs of the therapists and patients, the organization, and the
technology was suboptimal, which has led to suboptimal implementation outcomes. An explanation for this could be the lack of a holistic approach in implementation: the implementation strategies mainly focused on training therapists’ technical skills, while more attention should have been paid to necessary changes in the organization, an attitude change in therapists, and design of the technology. Here, adaptivity appears to be an important concept: a technology should be easily adaptable to an individual patient, therapists should be trained to be able to deal with an eMental health intervention in their treatment in a flexible way, and organizations must adapt their implementation strategies and structures to embed a new eHealth intervention. Consequently, in implementation, the holistic nature of eHealth and ensuring adaptivity on multiple levels appear to be pivotal.
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Abstract

Background: Evidence-based best practices are the cornerstone to guide optimal cardiopulmonary arrest resuscitation care. Adherence to the American Heart Association (AHA) guidelines for cardiopulmonary resuscitation (CPR) optimizes the management of critically ill patients and increases their chances of survival after cardiac arrest. Despite advances in resuscitation science and survival improvement over the last decades, only approximately 38% of children survive to hospital discharge after in-hospital cardiac arrest and only 6%-20% after out-of-hospital cardiac arrest.

Objective: We investigated whether a mobile app developed as a guide to support and drive CPR providers in real time through interactive pediatric advanced life support (PALS) algorithms would increase adherence to AHA guidelines and reduce the time to initiation of critical life-saving maneuvers compared to the use of PALS pocket reference cards.

Methods: This study was a randomized controlled trial conducted during a simulation-based pediatric cardiac arrest scenario caused by pulseless ventricular tachycardia (pVT). A total of 26 pediatric residents were randomized into two groups. The primary outcome was the elapsed time in seconds in each allocation group from the onset of pVT to the first defibrillation attempt. Secondary outcomes were time elapsed to (1) initiation of chest compression, (2) subsequent defibrillation attempts, and (3) administration of drugs, including the time intervals between defibrillation attempts and drug doses, shock doses, and the number of shocks. All outcomes were assessed for deviation from AHA guidelines.

Results: Mean time to the first defibrillation attempt (121.4 sec, 95% CI 105.3-137.5) was significantly reduced among residents using the app compared to those using PALS pocket cards (211.5 sec, 95% CI 162.5-260.6, \( P < .001 \)). With the app, 11 out of 13 (85%) residents initiated chest compressions within 60 seconds from the onset of pVT and 12 out of 13 (92%) successfully defibrillated within 180 seconds. Time to all other defibrillation attempts was reduced with the app. Adherence to the 2018 AHA pVT algorithm improved by approximately 70% (\( P = .001 \)) when using the app following all CPR sequences of action in a stepwise fashion until return of spontaneous circulation. The pVT rhythm was recognized correctly in 51 out of 52 (98%) opportunities among residents using the app compared to only 19 out of 52 (37%) among those using PALS cards (\( P < .001 \)). Time to epinephrine injection was similar. Among a total of 78 opportunities, incorrect shock or drug doses occurred in 14% (11/78) of cases among those using the cards. These errors were reduced to 1% (1/78, \( P = .005 \)) when using the app.
Conclusions: Use of the mobile app was associated with a shorter time to first and subsequent defibrillation attempts, fewer medication and defibrillation dose errors, and improved adherence to AHA recommendations compared with the use of PALS pocket cards.
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**Introduction**

Pediatric cardiac arrest is a high-risk, low-frequency event associated with death or severe neurological sequelae in survivors. It requires immediate recognition and care by skilled health providers. Recent studies show that pediatric in-hospital cardiac arrest (p-IHCA) affects 7100-8300 children per year in the United States [1], of which 14% occur in pediatric emergency departments (PEDs) [2]. Pediatric out-of-hospital cardiac arrest (p-OHCA) accounts for a further 7037 children brought to US PEDs by emergency medical services each year [3]. Despite advances in resuscitation science and survival improvement over the last decades, survival remains low, with only approximately 38% of children surviving to hospital discharge after p-IHCA, and 6%-20% after p-OHCA [3,4]. Evidence-based best practices are the cornerstone for the guidance of optimal cardiopulmonary arrest resuscitation care. High-quality cardiopulmonary resuscitation (CPR), according to the American Heart Association (AHA) life-support guidelines, is associated with a successful return of spontaneous circulation (ROSC), improved survival after hospital discharge, and good neurological outcomes [5]. Deviation from recommended procedures is associated with a reduced likelihood of survival from cardiac arrest [6].

While adherence to AHA guidelines in emergency departments has been described for adults, there are limited data for PEDs [7]. Reference tools for pediatric emergency physicians to handle pediatric CPR according to AHA guidelines are available on reference pocket cards. Unfortunately, health care providers frequently do not perform resuscitation according to guidelines, despite cognitive aids [8] and AHA life-support training courses, such as basic life support (BLS) and pediatric advanced life support (PALS). Suboptimal quality of CPR is still commonly encountered for both adult and pediatric patients [9].

New resuscitation strategies using information technologies and devices aiming to improve both in- and out-of-hospital CPR have been assessed to ensure adherence to AHA guidelines [10-16]. Nevertheless, research in this area remains scarce, especially in pediatrics, and studies assessing the impact of information technology on p-IHCA management and improved pediatric CPR outcomes are necessary. In a previous randomized trial, we found that adherence to PALS algorithms when adapted on Google Glass was improved with a significant reduction of errors and deviations in defibrillation doses by 53% when compared to the use of pocket reference cards [17]. However, time to the first defibrillation attempt and adherence to AHA guidelines to other critical resuscitation endpoints in terms of time and drug-dose delivery were not improved using the glasses. The complexity of interacting while wearing glasses, as well as the limits of the system to situate the current action in the whole resuscitation process and their small size, were major limitations to their potential use in p-IHCA. Thus, we have developed a new mobile app—the Guiding Pad app—from the ground up and dedicated it to tablets. It is intended as a guide to support and drive CPR providers in real-time conditions through interactive PALS algorithms enhanced with patient-centered cognitive aids.

Our objective was to investigate, in a simulated model, whether this app would increase adherence to AHA guidelines by reducing deviation and time to initiation of critical life-saving maneuvers during pediatric CPR compared to the use of PALS pocket reference cards.

**Methods**

**Study Design**

We conducted a prospective, randomized controlled trial in a tertiary PED (>33,000 consultations/year) with two parallel groups of voluntary pediatric residents. We compared time to the first defibrillation attempt and other critical resuscitation endpoints using a tablet app (Guiding Pad, group A) or AHA PALS conventional pocket reference cards (group B) during a standardized simulation-based pediatric cardiac arrest scenario. No changes were made to the app during the study.

The trial received a declaration of no objection by Swissethics and the Geneva Cantonal Ethics Committee, as the purpose of the study was to examine the effect of the intervention on health care providers. For the same reason, and according to the International Committee of Medical Journal Editors, a trial registration number was not required. The trial was conducted according to the principles of the Declaration of Helsinki and Good Clinical Practice guidelines, and in accordance with the CONSORT-EHEALTH (Consolidated Standards of Reporting Trials of Electronic and Mobile Health Applications and Online TeleHealth) guidelines (see Multimedia Appendix 1) [18] and the Reporting Guidelines for Health Care Simulation Research [19].

**Participants**

Any physician performing a residency in pediatrics was eligible. Shift-working residents were randomly recruited on the day of the study using an alphabetical list to avoid preparation bias. Included participants benefited from a standardized 5-minute introduction course on the use of the tablet app. As BLS training is a requirement for residents at our institution, all participants had previously completed this course prior to study entry. Participation in a simulation in the past month was an exclusion criterion to avoid a recent training effect. Study participants...
were not involved in the study design, choice of outcome measures, or the execution of the study. No participant was asked for advice on the interpretation or writing of the study results. Participants were informed of the results after completion of the study.

Randomization and Blinding
Residents were randomized using a single constant 1:1 allocation ratio determined with the web-based randomization software Sealed Envelope [20]. Written informed consent was obtained from each participant after full information disclosure prior to study participation. Blinding to the purpose of the study was maintained during recruitment to minimize preparation bias. Allocation concealment was managed with the software and was not released until the participant started the scenario.

The Guiding Pad App
Unlike adults, cardiac arrest in children without prior cardiac disease is mainly due to asystole (40%) and pulseless electrical activity (24%) [2]. As ventricular fibrillation and pulseless ventricular tachycardia (pVT), namely shockable rhythms, have been identified in 27% of p-IHCA cases [21], we decided to use the pVT algorithm, as we considered that it would offer a greater opportunity to assess the multiple-step resuscitative skills set out in the AHA guidelines. The app was developed at Geneva University Hospitals using Angular, version 8, a development framework created by Google to build mobile and web apps. The AHA PALS algorithms were adapted for tablets following a user-centered and ergonomic-driven approach by computer scientists, senior pediatric emergency physicians, and ergonomists. The numerous steps of AHA PALS algorithms were split into stages. Each stage transposed to the tablet paralleled the informational content of a resuscitation step from the original algorithm. The algorithms thus obtained were set up in a manner similar to the PALS pocket references regarding the progression and sequence of actions along the original algorithms’ sequences. For instance, the complete pVT algorithm was designed to be as concise as possible without hindering proper progression along the algorithm. After completing a quick pediatric assessment triangle as the first step to recognize cardiac arrest and initiate CPR, including information on the weight or age of the patient, the app displays an initial statement about whether the pulse is present or not and the subsequent cardiac arrhythmias. Once selected, the screen then splits into two main sections.

The first section on the left-hand side of the screen displays an entire algorithm overview, thus allowing users to situate the stepwise resuscitation progress in real time along that algorithm. The current step of the resuscitation process is surrounded by a blinking red line that allows an immediate understanding of the current position within the algorithm. Each action already performed turns grey. However, the app provides the possibility for users to navigate back and forth through the algorithm at any time in order to select one of the resuscitation steps if needed.

The second section on the right-hand side of the screen displays the following elements:

1. A color-coded title allowing direct identification of each step in progress.
2. Cognitive aids helping with decision making, such as a distinctive illustration of cardiac rhythms (see Figure 1) or the shock dose to deliver with a picture of a manual defibrillator (Philips HeartStart MRx Biphasic Defibrillator, Philips Medical Systems) (see Figure 2).
3. A detailed and clickable list of actions to perform in a stepwise manner.
4. A footer to preview the next step.

Each action prompts the provider either to perform a choice (ie, choose the correct arrhythmia among several propositions) or to validate an action to be executed (eg, a drug-dose administration), which is brought to the attention of the provider by a red-box warning (see Figure 3). Weight-based drug doses are automatically calculated by an in-built engine already used in another evidence-based app that was assessed in a multicenter randomized controlled trial for in-hospital emergency drug delivery [22]. Shock doses using Philips HeartStart MRx Biphasic Defibrillator are automatically calculated based on patients’ weights or ages. Each cycle of chest compression-ventilation is timed by a countdown clock displayed on the screen. In the case of rhythm change, the user can easily navigate across the multiple PALS algorithms (bradycardia, supraventricular tachycardia with poor perfusion, etc) at any time. All actions performed by the provider are automatically saved in log files to preserve information that can be retrieved at any time for debriefing or medicolegal purposes.
Figure 1. A screenshot of the Guiding Pad app. The left-hand side of the screen displays the American Heart Association (AHA) pediatric advanced life support (PALS) ventricular fibrillation (VF) and pulseless ventricular tachycardia (pVT) cardiac arrest algorithm. The current step (e.g., determining the shockable status of the arrhythmia) of the resuscitation process is surrounded by a blinking red line. Past actions already accomplished are shown as shaded. At the top right-hand side of the screen, a color-coded title depicts the current step in progress. Below, four pulseless dysrhythmias are displayed; the provider selects the right one under consideration. At the bottom right-hand side, a footer helps to anticipate the next cardiopulmonary resuscitation (CPR) step. IO: intraosseous; IV: intravenous.
Figure 2. Screenshot of the Guiding Pad app. The left-hand side of the screen displays the American Heart Association (AHA) pediatric advanced life support (PALS) ventricular fibrillation (VF) and pulseless ventricular tachycardia (pVT) cardiac arrest algorithm. The current step (e.g., defibrillation) of the resuscitation process is displayed with a red lightning bolt. Past actions already accomplished are shown as shaded. On the right-hand side of the screen, the weight-based shock dose to deliver is displayed with a picture of a manual defibrillator (Philips HeartStart MRx Biphasic Defibrillator). Once delivered, clicking the “Shock delivered” button validates the action and allows the user to proceed to the next step. At the bottom right-hand side, a footer helps to anticipate the next compression:ventilation step. CPR: cardiopulmonary resuscitation; IO: intraosseous; IV: intravenous; PEA: pulseless electrical activity.
**Figure 3.** Screenshot of the Guiding Pad app. The left-hand side of the screen displays the American Heart Association (AHA) pediatric advanced life support (PALS) ventricular fibrillation (VF) and pulseless ventricular tachycardia (pVT) cardiac arrest algorithm. On the right-hand side of the screen, the sequence of actions to be taken are displayed in a stepwise manner to facilitate accurate progression along the algorithm. The current action (eg, to resume compression and ventilation) is brought to the attention of the provider by a red-box warning and requires validation by a simple click. Once completed, the next action will be to deliver the weight-based epinephrine dose automatically calculated by the app and then to prepare amiodarone. The next step shown at the bottom right-hand side will be to check the pulse. CPR: cardiopulmonary resuscitation; IO: intraosseous; IV: intravenous; PEA: pulseless electrical activity.

**Procedures**

On the day of participation, each resident completed an anonymous survey on basic demographic information, professional length of clinical experience, and PALS training. After random allocation, each participant received a standardized 5-minute training session on how to use the app. Participants were then asked to perform a 15-minute, highly realistic, scripted CPR scenario on a high-fidelity manikin (SimJunior; Laerdal Medical). The scenario was standardized to strictly follow the 2018 AHA pediatric pVT algorithm (see Figure 4) and was performed on the same high-fidelity manikin already primed with vital signs appropriate for the scenario (see Multimedia Appendix 2). It was conducted in situ in the PED shock room to increase realism, thus allowing participants to make use of real resources in the actual environment where they were expected to handle cardiac arrest. All participants in group B were offered the possibility to hold PALS pocket reference cards in their hands throughout the entire scenario. Whether they referred to them or not was left to their discretion, similar to real-life settings. No interactions occurred between participants and investigators. The simulation involved the participating resident and a resuscitation team comprising three study team members (ie, a PED registered nurse and two medical students) to assist with resuscitation through drug preparation, chest compression, and bag-valve-mask ventilation. Study team members had no role in decision making to achieve ROSC. A PALS instructor (ie, a pediatric emergency physician) who was not a member of the resuscitation team operated the simulator. To be consistent with the 2018 AHA pediatric cardiac arrest algorithm [23] and to standardize the scenario, defibrillation doses of 2 Joules per kg for the first attempt, and 4 Joules per kg for the subsequent second, third, and fourth attempts, were expected (see Figure 4).

Epinephrine and amiodarone drug doses had to be given just before or just after the second or third shock attempts, respectively (see Figure 5). The ROSC as demonstrated by a palpable pulse and signs of regaining consciousness corresponded to the end of the scenario.

CPR Quality
- Push hard (>50% of anteroposterior diameter of chest) and fast (100-120/min) and allow complete chest recoil.
- Minimize interruptions in compressions.
- Avoid excessive ventilation.
- Change compressors every 2 minutes, or sooner if fatigued.
- If no advanced airway, 15:2 compression-ventilation ratio.

Shock Energy for Defibrillation
First shock 2 J/kg, second shock 4 J/kg, subsequent shocks >4 J/kg, maximum 10 J/kg or adult dose.

Drug Therapy
- Epinephrine IO/IV dose: 0.01 mg/kg (0.1 mL/kg of the 0.1 mg/mL concentration). Repeat every 3-5 minutes. If no IO/IV access, may give endotracheal dose: 0.1 mg/kg (0.1 mL/kg of the 1 mg/mL concentration).
- Amiodarone IO/IV dose: 5 mg/kg bolus during cardiac arrest. May repeat up to 2 times for refractory VF/pulseless VT.

Lidocaine IO/IV dose:
Initial: 1 mg/kg loading dose. Maintenance: 20-50 mcg/kg per minute infusion (repeat bolus dose if infusion initiated >15 minutes after initial bolus therapy).

Advanced Airway
- Endotracheal intubation or supraglottic advanced airway
- Waveform capnometry to confirm and monitor ET tube placement
- Once advanced airway in place, give 1 breath every 6 seconds (10 breath/min) with continuous chest compressions

Return of Spontaneous Circulation (ROSC)
- Pulse and blood pressure
- Spontaneous arterial pressure waves with intra-arterial monitoring

Reversible Causes
- Hypovolemia
- Hypoxia
- Hypoglycemia
- Hypothermia
- Tension pneumothorax
- Toxicosis, cardiac
- Toxins
- Thrombosis, pulmonary
- Thrombosis, coronary
Outcomes

The primary outcome was the delay (in seconds) in each allocation group from the end of the clinical statement given by the study investigator to the first defibrillation attempt, as the expected survival advantage from early CPR can be significantly affected by a subsequent delay in defibrillation [24,25]. Secondary outcomes were the delay (in seconds) to initiation of chest compression; time to subsequent defibrillation attempts; time to administration of epinephrine and amiodarone; time interval (in seconds) between defibrillation attempts, drug doses, shock doses, and number of shocks; and perceived stress and satisfaction scores after completion of the scenario, as measured by a questionnaire using 10-point Likert scales (see Multimedia Appendix 3). The AHA recommends five cycles of chest compression (approximately 2 minutes) between each defibrillation attempt. The time spent by participants to perform chest compressions by compression cycles was defined as the hands-on time and was measured in seconds with a chronometer. All these outcomes were assessed for deviation from AHA guidelines.

Methods of Measurement and Data Collection

All actions (ie, primary and secondary outcomes) performed by the resident during the scenario were independently recorded by two trained investigators blinded to each other’s records during the simulation, thus allowing an accurate assessment of timing and sequencing of actions and avoiding assessment bias. In the case of disagreement, a third independent evaluator helped reach a consensus. Data were manually retrieved and entered into a Microsoft Excel spreadsheet, version 16 (Microsoft Corporation). Unaccomplished actions were left blank and time was not assigned. Residents’ privacy was preserved. Only the study investigators had access to the data.

Statistical Analysis

Power calculations were based on the detection of a 30-second decrease in time to the first defibrillation attempt between the two independent groups. A previous study has shown a mean time to first defibrillation of 92 seconds with an SD of 23 seconds [26]. Assuming a similar SD in each group of our study, 10 participants per group had to be recruited to provide the trial with 80% power at a two-sided alpha level of .05. To prevent a potential loss of power due to misspecification of assumptions, 13 participants were recruited per group, giving a total sample size of 26 participants.

For the primary analysis, we first evaluated the time elapsed between the onset of pVT and first defibrillation attempt. The Shapiro-Wilks test was used for normality analysis of the parameters. As most of the continuous variables were normally distributed, means and SDs with their 95% CIs were reported. Nonnormally distributed variables were analyzed using a Mann-Whitney test. Frequencies were reported as percentages. We used t tests to compare independent groups. No paired data were compared. Kaplan-Meier curves for time elapsed between the onset of pVT and first defibrillation attempt were estimated and compared using the log-rank (Mantel-Cox) test for bivariate survival analysis.

For the secondary analysis, we evaluated the time elapsed between the onset of pVT to subsequent defibrillation attempts and the delivery of both drugs. For normally distributed variables, means and SDs with 95% CI were reported. Nonnormally distributed variables were analyzed using a Mann-Whitney test. Frequencies were reported as percentages. We used t tests to compare independent groups. No paired data were compared. Kaplan-Meier curves for time elapsed between the onset of pVT and subsequent defibrillation attempts and delivery of both drugs were also estimated and compared using the log-rank (Mantel-Cox) test for bivariate survival analysis. Errors in cycles of chest compression-ventilation were measured as the deviation in percent from the experimental time spent in seconds compared to the 2-minute duration recommended by the AHA. Incorrect defibrillation or drug doses were measured as a deviation from the amount of energy delivered in Joules or drug doses in milliliters compared to AHA recommendations. A chi-square test was used to assess the relationship between absolute errors in defibrillation and drug doses expressed as categorical variables. Incorrect defibrillation mode was also measured. Absolute deviations were also analyzed. The mean
(SD) difference in deviation obtained with each method was reported with a 95% CI. A t test for unpaired data was used to compare interventions. Mean differences were reported by randomized group. Univariate linear regression analyses with 95% CI were performed to assess whether time to initiation of chest compression, defibrillation attempts, and drug delivery were associated with the number of postgraduate years or prior resuscitation experience as a provider in real-life and simulated environments. Means and SDs were determined for the perceived stress and satisfaction scores of individuals derived from the Likert-scale questionnaire and reported with descriptive statistics. A P value less than .05 was considered significant.

Interrater reliability was assessed by two observers who independently evaluated each resident’s performance. Interrater reliability scores were calculated using the Cohen kappa coefficient for the shock and drug-dose errors. As the remaining outcomes were continuous variables, the Bland-Altman method was used to plot the difference of values reported by both observers against the mean value for each outcome. The limits of agreement were assessed by the interval of SD 1.96 of the measurement differences on either side of the mean difference. The null hypothesis that there was no difference, on average, between both reviewers was tested using a t test. The mean difference was reported with its 95% CI. Additionally, the intraclass correlation coefficients for times to each critical endpoint were assessed, assuming that raters were comprised of a sample from a larger population of possible raters. GraphPad Prism, version 8 (GraphPad Software), and SPSS, version 15.0 (SPSS Inc), were used for graph figures and to perform descriptive and statistical analyses.

**Results**

**Study Participants**

From August 30 to October 17, 2019, 26 pediatric residents were assessed for eligibility and randomly assigned to either the Guiding Pad app group (group A) (n=13) or the PALS pocket card group (group B) (n=13), without any dropouts or missing data (see Figure 6). Baseline characteristics were balanced in the two groups (see Table 1). In particular, we observed no statistically significant difference between the ages of both randomization arms (ie, no bias in randomization). We observed perfect interrater agreement for the scoring of the pVT scenario (see Table S1 in Multimedia Appendix 4, Table S2 in Multimedia Appendix 5, and Figure S1 in Multimedia Appendix 6).

![Trial flowchart](http://www.jmir.org/2020/5/e17792/images/6.webp)

**Participants’ eligibility (N=36)**
- Postgraduate pediatric residents
- Written informed consent

**Randomization (N=36)**
- Computer-generated randomization
- 1:1 intervention:control distribution

**Intervention group**
- Allocated to the Guiding Pad mobile app (n=13)
- Consent withdrawal (n=0)
- Lost to follow-up (n=0)
- Analyzed (n=13)
- Excluded from analysis (n=0)

**Control group**
- Allocated to PALS pocket card group (n=13)
- Consent withdrawal (n=0)
- Lost to follow-up (n=0)
- Analyzed (n=13)
- Excluded from analysis (n=0)
Table 1. Participants’ demographics and clinical characteristics.

<table>
<thead>
<tr>
<th>Demographics and clinical characteristics</th>
<th>Guiding Pad (n=13)</th>
<th>PALSa pocket cards (n=13)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age in yearsb, mean (SD)</td>
<td>31.2 (5.5)</td>
<td>29.0 (2.2)</td>
</tr>
<tr>
<td>Sex (female), n (%)</td>
<td>9 (69)</td>
<td>10 (77)</td>
</tr>
<tr>
<td>Years of residency, mean (SD)</td>
<td>3.7 (2.3)</td>
<td>3.5 (0.9)</td>
</tr>
<tr>
<td>Number of basic life support providers among residents, n (%)</td>
<td>13 (100)</td>
<td>13 (100)</td>
</tr>
<tr>
<td>Number of PALS providers among residents, n (%)</td>
<td>9 (69)</td>
<td>11 (85)</td>
</tr>
<tr>
<td>Level of self-confidencec in following American Heart Association guidelines, mean (SD)</td>
<td>2.9 (1.1)</td>
<td>3.5 (0.7)</td>
</tr>
<tr>
<td>Number of residents having been enrolled in more than five resuscitations in the past, n (%)</td>
<td>4 (31)</td>
<td>7 (54)</td>
</tr>
<tr>
<td>Prior simulation-based resuscitations, mean (SD); total</td>
<td>6.5 (6.2); 84</td>
<td>4.8 (3.5); 62</td>
</tr>
<tr>
<td>Prior real-world cardiopulmonary resuscitations, mean (SD); total</td>
<td>9.2 (21.4); 120</td>
<td>7.8 (7.3); 102</td>
</tr>
<tr>
<td>Prior use of a manual defibrillator in either real-world or simulated environments, n (%)</td>
<td>10 (77)</td>
<td>9 (69)</td>
</tr>
<tr>
<td>Months since last manual-mode defibrillator use in either real-world or simulated environments, mean (SD)</td>
<td>9.5 (10.2)</td>
<td>13.9 (17.8)</td>
</tr>
</tbody>
</table>

aPALS: pediatric advanced life support.
bThe age difference between the randomization arms was not statistically significant.
cSelf-confidence was measured on a scale of 1 (not confident) to 5 (very confident).

Time to Critical Resuscitation Endpoint

Using the Guiding Pad app, 11 residents out of 13 (85%) initiated chest compressions within 60 seconds of the onset of pVT (9/13, 69%, within 30 sec), and 12 out of 13 (92%) successfully defibrillated within 180 seconds (see Figure 7). Mean time elapsed between the onset of pVT and first defibrillation attempt was 121.4 seconds (SD 26.7).

With PALS pocket cards, out of 13 residents, 10 (77%) started compressions within 60 seconds, 1 (8%) started compressions 277 seconds after onset of pVT, and 6 (46%) failed to discharge the defibrillator within 180 seconds. Mean time from initiation of chest compression to the first shock was significantly reduced for residents using the app (89.3 sec) than for those using the PALS pocket cards (163 sec; P=.002). Mean times to other critical resuscitation endpoints are summarized in Table 2. All defibrillation attempts, as well as amiodarone administration, were delivered significantly earlier in group A than in group B. However, the app was unable to speed up the delay before intraosseous access and epinephrine delivery (see Table 2 and Figure 8). We sought to analyze, in both groups, the difference in mean time to first defibrillation attempts between residents with or without previous defibrillation experience in either real-world or simulated environments, but with our small sample size we did not find any difference (with the app: 124.1 vs 112.3 sec, P=.53; without the app: 268.8 vs 186.1 sec, P=.09).

At the time of the study, 24 participants out of 26 (92%) were residents with more than one year of pediatric training (ie, postgraduate years). In a simple linear regression model, using the app was associated with a significant or borderline significant reduction in time to defibrillation attempts, regardless of the postgraduate years, and less scattered delays around the mean defibrillation time than when using the pocket cards (see Figure 9).

In group B, time to defibrillation attempts was inversely associated with the number of postgraduate years. In both groups, we observed no correlation between the time to initiation of chest compression or time to drug delivery and postgraduate years (see Figure 10). Moreover, we observed no relationship between previous CPR experience expressed as the number of prior CPR attempts on either a patient or a manikin and times to initiation of CPR, defibrillation attempts, or drug delivery (see Figure S2 in Multimedia Appendix 7 and Figure S3 in Multimedia Appendix 8).
Figure 7. Time to cardiopulmonary resuscitation (CPR) and defibrillation attempts. Kaplan-Meier curves of time elapsed between the onset of simulated pulseless ventricular tachycardia (pVT) and initiation of chest compression (ie, CPR) for the first, second, third, and fourth defibrillation attempts for residents using the Guiding Pad (GP) app vs conventional pediatric advanced life support (PALS) pocket cards (PCs). Log-rank (Mantel-Cox) test comparing curves: $\chi^2=0.0$ and $P=.97$ for CPR; $\chi^2=13.9$ and $P<.001$ for the first defibrillation attempt; $\chi^2=8.9$ and $P=.003$ for the second defibrillation attempt; $\chi^2=13.3$ and $P<.001$ for the third defibrillation attempt; and $\chi^2=9.5$ and $P=.002$ for the fourth defibrillation attempt. ns: not significant.

Table 2. Mean time to critical resuscitation endpoints.

<table>
<thead>
<tr>
<th>Outcome</th>
<th>Mean time$^a$ for Guiding Pad app group (n=13), seconds</th>
<th>Mean time$^a$ for PALS$^b$ pocket cards group (n=13), seconds</th>
<th>Time difference$^c$, seconds</th>
<th>$P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Start chest compression</td>
<td>Mean (SD) 32.1 (22.1)</td>
<td>Mean (SD) 48.5 (71.1)</td>
<td>16.5</td>
<td>.91$^d$</td>
</tr>
<tr>
<td>First defibrillation attempt</td>
<td>Mean (SD) 121.4 (26.7)</td>
<td>Mean (SD) 211.5 (81.2)</td>
<td>90.1</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Intraosseous route</td>
<td>Mean (SD) 187.2 (45.4)</td>
<td>Mean (SD) 183.0 (71.3)</td>
<td>4.2</td>
<td>.86</td>
</tr>
<tr>
<td>Second defibrillation attempt</td>
<td>Mean (SD) 262.5 (36.7)</td>
<td>Mean (SD) 338.6 (93.8)</td>
<td>76.1</td>
<td>.01</td>
</tr>
<tr>
<td>Epinephrine</td>
<td>Mean (SD) 269.1 (74.8)</td>
<td>Mean (SD) 287.2 (82.9)</td>
<td>18.1</td>
<td>.56</td>
</tr>
<tr>
<td>Third defibrillation attempt</td>
<td>Mean (SD) 408.9 (74.1)</td>
<td>Mean (SD) 493.5-643.9</td>
<td>159.8</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Amiodarone</td>
<td>Mean (SD) 455.5 (106.9)</td>
<td>Mean (SD) 504.7-691.7</td>
<td>142.7</td>
<td>.01</td>
</tr>
<tr>
<td>Fourth defibrillation attempt</td>
<td>Mean (SD) 548.2 (127.6)</td>
<td>Mean (SD) 658.2-818.9</td>
<td>190.3</td>
<td>&lt;.001$^d$</td>
</tr>
</tbody>
</table>

$^a$The mean time in each allocation group refers to the delay in seconds from the end of the clinical statement given by the study investigator to each critical resuscitation endpoint.

$^b$PALS: pediatric advanced life support.

$^c$Time difference represents the absolute time difference between mean PALS pocket cards group and Guiding Pad app group outcomes.

$^d$Mann-Whitney test.
**Figure 8.** Time to intraosseous (IO) route and drug delivery. Kaplan-Meier curves of time elapsed between the onset of simulated pulseless ventricular tachycardia (pVT) and the IO insertion, epinephrine, and amiodarone delivery for residents using the Guiding Pad (GP) app vs conventional pediatric advanced life support (PALS) pocket cards (PCs). Log-rank (Mantel-Cox) test comparing curves: \( \chi^2 = 0.4 \) and \( P = .55 \) for the IO route; \( \chi^2 = 0.6 \) and \( P = .44 \) for epinephrine; and \( \chi^2 = 7.5 \) and \( P = .006 \) for amiodarone. ns: not significant.
Figure 9. Association between time to defibrillation attempts and years of residency. Data are shown as a regression line (solid) with 95% CI (dashed lines). P values and $r^2$ values are based on simple linear regression analysis. White (Guiding Pad app) and grey (pediatric advanced life support [PALS] pocket cards) open circles denote each individual value.
Figure 10. Association between time to chest compression or drug delivery and years of residency. Data are shown as a regression line (solid) with 95% CI (dashed lines). \( P \) values and \( r^2 \) values are based on simple linear regression analysis. White (Guiding Pad app) and grey (pediatric advanced life support [PALS] pocket cards) open circles denote each individual value. CPR: cardiopulmonary resuscitation.

Errors and Deviations From the AHA pVT Algorithm
Errors and deviations from the AHA pVT algorithm are summarized in Table 3 and in Table S1 in Multimedia Appendix 4. The entire pVT algorithm was followed correctly in a stepwise fashion until ROSC by 12 out of 13 (92%) residents in group A and only 3 out of 13 (23%) residents in group B (\( P=.001 \)) (see Table 4). Importantly, the pVT rhythm was recognized correctly in 51 out of 52 opportunities (98%) by residents using the app, but in only 19 out of 52 opportunities (37%) of those using the pocket cards (\( P<.001 \)).
Table 3. Errors and deviations from the American Heart Association (AHA) pulseless ventricular tachycardia (pVT) algorithm with respect to critical resuscitation endpoints.

<table>
<thead>
<tr>
<th>Critical resuscitation endpoint</th>
<th>AHA recommended dose</th>
<th>Guiding Pad app (n=13)</th>
<th>PALSb pocket cards (n=13)</th>
</tr>
</thead>
<tbody>
<tr>
<td>First defibrillation attempt (J/kg)</td>
<td>2.00</td>
<td>Dose, mean (SD)</td>
<td>2.00 (0)</td>
</tr>
<tr>
<td>Second defibrillation attempt (J/kg)</td>
<td>4.00</td>
<td>3.85 (0.55)</td>
<td>3.51-4.18</td>
</tr>
<tr>
<td>Epinephrine 0.1 mg/mL (mL/kg)</td>
<td>0.10</td>
<td>0.10 (0)</td>
<td>0.10-0.10</td>
</tr>
<tr>
<td>Third defibrillation attempt (J/kg)</td>
<td>4.00</td>
<td>4.15 (0.55)</td>
<td>3.82-4.49</td>
</tr>
<tr>
<td>Amiodarone (mL/kg)</td>
<td>0.10</td>
<td>0.10 (0)</td>
<td>0.10-0.10</td>
</tr>
<tr>
<td>Fourth defibrillation attempt (J/kg)</td>
<td>4.00</td>
<td>4.31 (1.11)</td>
<td>3.64-4.98</td>
</tr>
</tbody>
</table>

bPALS: pediatric advanced life support.

differences between Guiding Pad app and PALS pocket cards groups: P=.005 (Fisher exact test).

cDifferences between Guiding Pad app and PALS pocket cards groups: P<.001 (Fisher exact test).

dDifferences between Guiding Pad app and PALS pocket cards groups: P=.001 (Fisher exact test).

Out of 52 opportunities, 1 error in the defibrillation dose (2%) was committed during the whole scenario in group A. This resident delivered a second asynchronous shock at half the recommended energy dose (2 J/kg instead of 4 J/kg). Owing to a discontinuous adherence to the app by switching alternatively with his own CPR experience, he also failed to comply with the algorithm and gave a mistimed 5 mg/kg dose of amiodarone 3 minutes after an unnecessary additional (2 J/kg) second defibrillation attempt. This compares to 8 out of 52 (15%) errors in defibrillation doses during the whole scenario in group B (P=.03): 3 at the first defibrillation attempt (doses ranged from 0.6 to 4 J/kg instead of 2 J/kg); 2 at the second attempt (1.0 to 2 J/kg instead of 4 J/kg); and 3 at the third attempt (0.52 to 2 J/kg instead of 4 to 10 J/kg) (see Table 3). Out of 13 residents, 2 in group B (15%) wrongly used synchronized shocks, either at the first, second, or third attempts. In group A, the mean energy dose of the first defibrillation attempt was strictly in accordance with the recommendations, whereas the second, third, and fourth defibrillation attempts deviated from the AHA recommendations by 0.15 J/kg (95% CI of discrepancy: −0.49 to 0.18, P=.34), 0.15 J/kg (95% CI of discrepancy: −0.18 to 0.49, P=.34), and 0.31 J/kg (95% CI of discrepancy: −0.36 to 0.98, P=.34), respectively. In group B, all four mean defibrillation attempts deviated from the AHA recommendations by 0.03 J/kg (95% CI of discrepancy: −0.49 to 0.43, P=.89), 0.38 J/kg (95% CI of discrepancy: −0.97 to 0.20, P=.17), 0.13 J/kg (95% CI of discrepancy: −1.08 to 0.82, P=.77), and 1.45 J/kg (95% CI of discrepancy: 0.44-2.46; P=.009), respectively. In group A, epinephrine drug doses were given according to AHA recommendations. However, in group B, epinephrine was delivered more than 2 minutes, on four occasions, either before the first (three times) or second (one time) shocks, and was once underdosed by 10 times the recommended dose. Owing to amiodarone, among card users, one resident wrongly ordered the drug before the first shock, another after the fourth shock, a third one at 1.4 times the recommended dose, and a resident even ordered a double dose before the fourth shock.

The hands-on time spent by cycles of chest compression between both groups is summarized in Figure 11. Using the Guiding Pad app, the mean time for the first, second, and third cycles of chest compression between each defibrillation attempt deviated from the AHA recommendations by 21.15 seconds (95% CI of discrepancy: 3.35-38.95; P=.29), respectively. In group B, the mean time for the first, second, and third cycles of chest compression deviated from the AHA recommendations by 7.08 seconds (95% CI of discrepancy: –17.16 to 31.31; P=.54), 110.10 seconds (95% CI of discrepancy: 45.25-174.9; P=.003), and 49.85 seconds (95% CI of discrepancy: 14.58-85.11; P=.01), respectively. Mean delays between the first shock and epinephrine for the app and pocket card users...
were 147.7 seconds (95% CI 102.6-192.7) and 75.6 seconds (95% CI 20.5-130.7), respectively (see Figure 11). Mean delays between the second shock and amiodarone for the app and pocket card users were 193.0 seconds (95% CI 135.2-250.8) and 259.6 seconds (95% CI 173.6-345.6), respectively (see Figure 11).

The questionnaire evaluating perceived stress and satisfaction scores was completed and returned by 100% of participants. Participants in groups A and B rated the overall perceived stress before the scenario with mean scores of 5.3 (95% CI 4.0-6.6) and 5.1 (95% CI 3.9-6.3), respectively (P=.78). During the scenario, the stress remained contained by the app users (mean score 4.8, 95% CI 3.4-6.2, P=.55), whereas it increased significantly for residents relying on the PALS pocket cards (mean score 6.8, 95% CI 5.9-7.8, P=.01) compared to app users (P=.01). Satisfaction tended to be greater for residents using the app (mean score 7.5, 95% CI 6.5-8.5) compared to those using pocket cards (mean score 5.9, 95% CI 4.4-7.4) (P=.07).

Figure 11. Time spent in seconds by cycles of chest compression and between defibrillation attempts and drug delivery during simulated pulseless ventricular tachycardia (pVT) scenarios. Solid horizontal lines denote mean and 95% CI. White (Guiding Pad app) and grey (pediatric advanced life support [PALS] pocket cards) open circles denote each individual value. The horizontal dashed line denotes the 120-sec American Heart Association (AHA) recommendation for a complete cycle. Delays between the first shock and epinephrine (epi) delivery, and between the second shock and amiodarone (amio) delivery, are expressed as the time to drug delivery minus the time to defibrillation attempt, by resident and by allocation group. A negative time point denotes a drug given before the expected defibrillation attempt.

Discussion

Principal Findings

In this randomized controlled trial, we report a reduced time to all defibrillation attempts and an improved adherence of approximately 70% to all CPR sequences of action outlined by the 2018 AHA pVT guidelines with the mobile app Guiding Pad compared with the PALS pocket reference cards among pediatric residents leading simulated CPR. Of note, this result was observed irrespective of residents’ previous years of experience or prior CPR knowledge. Interindividual variance was also reduced with the app, suggesting a worthwhile benefit of its use by residents with various experience levels. To our knowledge, this is the first study to investigate the benefit of a mobile device app to improve the performance and adherence of pediatric residents to AHA resuscitation guidelines.

Standards of care acknowledge that a prompt defibrillation attempt is an important determinant of survival after cardiac arrest [27]. As outlined by Topjian et al, shorter duration of CPR is associated with higher rates of survival to discharge, supporting the concept of rapid recognition, prompt chest compression, and defibrillation as soon as possible [25]. During the first 15 minutes of CPR, survival and a favorable neurological outcome decrease linearly by 2.1% and 1.2% per minute, respectively [28]. Delays in initiating CPR have a detrimental effect on patient outcome, regardless of the quality of resuscitation [29]. Therefore, the AHA recommends that pulseless patients of any age should receive immediate CPR without delay starting with chest compressions followed by a defibrillation within 180 seconds of a shockable rhythm. In our study, approximately 80% of residents in both allocation groups started compressions within 60 seconds from the onset of pVT.
Importantly, mean time from initiation of chest compression to first shock was almost halved when using the app when compared to PALS pocket cards. Among residents using the app, 92% (12/13) defibrillated successfully in 180 seconds or less of pVT onset, whereas 46% (6/13) of PALS pocket card users failed to discharge the defibrillator within 180 seconds. This correlates well with the results of Hunt et al, who observed that despite the availability of AHA recommendations, 66% of pediatric residents failed to start compressions within 60 seconds from the onset of a simulated pVT, 33% never started compressions, only 54% successfully defibrillated within 180 seconds, and 7% never discharged the defibrillator [30]. A more recent study among first-year pediatric residents showed a median time of 50 seconds for the initiation of CPR and 282 seconds to first defibrillation [31]. Most alarmingly, the pVT rhythm in our trial was misidentified by almost 70% of residents holding the PALS reference cards in their hands. This could potentially negatively affect patient outcome as choosing the wrong electrical therapy, drugs, or algorithm in real life might impede the correct management of critically ill children and jeopardize their chance of survival.

Current AHA resuscitation guidelines emphasize 2 minutes of chest compressions between defibrillation attempts as optimal care for persistent pVT or ventricular fibrillation in children [32,33]. In this study, app users deviated less from the AHA, which reached statistical significance for the second and third cycles of chest compression. Moreover, following the first and second shocks and a 2-minute period of five cycles of CPR after each shock, antiarrhythmic drugs should be administered if the patient remains in cardiac arrest, with the aim of increasing defibrillation success with subsequent defibrillation attempts [32]. In this trial, both groups accurately administered epinephrine and amiodarone drug doses, with the exception of a 100-times underdosed epinephrine and a 1.4-times overdosed amiodarone dose in group B. On average, app users correctly respected a complete 2-minute cycle of chest compression-ventilation before administering epinephrine after the first shock. Conversely, and contrary to current AHA guidelines, pocket card users administered the drug too close to the first shock, possibly explaining the absence of a significant time difference to epinephrine administration between both groups, despite a significantly longer delay to deliver the first shock in group B. Due to further delays, amiodarone was delivered significantly later by more than 2 minutes among residents not using the app.

Prompt defibrillation is crucial for the termination of ventricular fibrillation or pVT in order to achieve ROSC [33]. The AHA 2018 guidelines recommend treating pVT or ventricular fibrillation in children with an initial dose of 2 J/kg [23]. For subsequent shocks, a dose of 4 J/kg is recommended, although higher energy levels may be considered up to an adult dose, if not exceeding 10 J/kg. In this trial, residents using the PALS pocket cards were more prone to deviate from defibrillation doses than those using the app. In a total of 52 defibrillation attempts, they deviated in 36% of cases. These deviations were reduced to 6% when using the app. It would be interesting in further studies to determine whether this would translate into fewer deviations in shock doses in real life.

While the app in this study offered better adherence to AHA resuscitation recommendations than conventional PALS pocket cards, we also found that it provided a relative advantage when compared to the Google Glass-based app dedicated to the same purpose [17]. The in-built small size of the screen was indeed a limiting factor reported by residents wearing the glasses, by hindering full display of algorithms. Usability issues were also observed with inopportune and time-consuming back-and-forth navigations throughout the algorithms. In this study, displaying the entire algorithm on the larger screen size of a tablet and paralleling stepwise patient-centered care guidance appeared to improve adherence to AHA guidelines and speed up skills, thus allowing residents to better manage simulated CPR. It would be interesting in further studies to assess this assumption with certified emergency physicians or paramedics in simulated and real-life in- or out-of-hospital environments. Given the evidence regarding the observed deviation from recommended resuscitation procedures, it might be also advisable to assess the educational impact of this app for the upstream training of rescuers’ p-IHCA technical skills in further studies.

Limitations
Our study has some limitations. First, it was conducted during a resuscitation simulation-based scenario rather than tested in real-life situations. However, high-fidelity simulation is an essential method to teach resuscitation skills and technologies that cannot be practiced during real CPR, as the diversity among patients and their diseases makes such studies difficult to standardize in critical situations. The low occurrence of p-IHCA also limits the implementation of randomized trials in real life [34]. Moreover, standardizing the scenario and the environment helped to avoid effect modifiers by limiting the influence of undesired variables on the outcomes. Realism was achieved as reflected by the stress level experienced by participants, who considered the simulation to be as stressful as real CPR situations. Second, the 5-minute app training was dispensed just before the scenario. In real life, the interval between training and actual use would probably be months. However, training with the app months before the study would have unblinded participants to its purpose and could have created a preparation bias. Third, the sample size limited stratified analyses to estimate the impact of PALS certification on the outcomes, but a recent study observed that improved adherence to AHA recommendations was not directly associated with PALS-trained providers [7]. Finally, we acknowledge that our findings might not be generalizable to providers with extensive CPR experience, such as pediatric emergency physicians. As only residents were assessed in this trial, further studies would be valuable to assess this assumption.

Conclusions
A PALS-based mobile app designed for tablets to interactively support residents during pediatric CPR contributed to a shorter time to first and subsequent defibrillation attempts, fewer medication and defibrillation dose errors, as well as a better adherence to AHA recommendations, compared with the conventional PALS pocket reference cards. Taken together, our results suggest that residents are not accurately following AHA recommendations during pediatric CPR when only supported
by PALS pocket cards. A next step would be to determine, in real-life studies, whether this mobile app might benefit patients by improving the adherence and performance of residents to meet AHA resuscitation requirements in clinical practice.
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Abstract

Background: Diabetic retinopathy (DR), a common complication of diabetes mellitus, is the leading cause of impaired vision in adults worldwide. Smartphone ophthalmoscopy involves using a smartphone camera for digital retinal imaging. Utilizing smartphones to detect DR is potentially more affordable, accessible, and easier to use than conventional methods.

Objective: This study aimed to determine the diagnostic accuracy of various smartphone ophthalmoscopy approaches for detecting DR in diabetic patients.

Methods: We performed an electronic search on the Medical Literature Analysis and Retrieval System Online (MEDLINE), EMBASE, and Cochrane Library for literature published from January 2000 to November 2018. We included studies involving diabetic patients, which compared the diagnostic accuracy of smartphone ophthalmoscopy for detecting DR to an accurate or commonly employed reference standard, such as indirect ophthalmoscopy, slit-lamp biomicroscopy, and tabletop fundus photography. Two reviewers independently screened studies against the inclusion criteria, extracted data, and assessed the quality of included studies using the Quality Assessment of Diagnostic Accuracy Studies–2 tool, with disagreements resolved via consensus. Sensitivity and specificity were pooled using the random effects model. A summary receiver operating characteristic (SROC) curve was constructed. This review is reported in line with the Preferred Reporting Items for a Systematic Review and Meta-analysis of Diagnostic Test Accuracy Studies guidelines.

Results: In all, nine studies involving 1430 participants were included. Most studies were of high quality, except one study with limited applicability because of its reference standard. The pooled sensitivity and specificity for detecting any DR was 87% (95% CI 74%-94%) and 94% (95% CI 81%-98%); mild nonproliferative DR (NPDR) was 39% (95% CI 10%-79%) and 95% (95% CI 91%-98%); moderate NPDR was 71% (95% CI 57%-81%) and 95% (95% CI 88%-98%); severe NPDR was 80% (95% CI 49%-94%) and 97% (95% CI 88%-99%); proliferative DR (PDR) was 92% (95% CI 79%-97%) and 99% (95% CI 96%-99%); diabetic macular edema was 79% (95% CI 63%-89%) and 93% (95% CI 82%-97%); and referral-warranted DR was 91% (95% CI 86%-94%) and 89% (95% CI 56%-98%). The area under SROC curve ranged from 0.879 to 0.979. The diagnostic odds ratio ranged from 11.3 to 1225.

Conclusions: We found heterogeneous evidence showing that smartphone ophthalmoscopy performs well in detecting DR. The diagnostic accuracy for PDR was highest. Future studies should standardize reference criteria and classification criteria and evaluate other available forms of smartphone ophthalmoscopy in primary care settings.

(J Med Internet Res 2020;22(5):e16658) doi:10.2196/16658
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Introduction

Diabetic retinopathy (DR) is the leading cause of impaired vision worldwide [1]. One in three patients with diabetes mellitus (DM) have DR [2]. DR includes proliferative DR (PDR) and various levels of nonproliferative DR (NPDR). PDR, characterized by retinal neovascularization at the disc and elsewhere, displays signs of angiogenesis in response to retinal tissue hypoxia. Neovascularization potentially leads to preretinal and vitreous hemorrhage, resulting in visual loss and, eventually, tractional retinal detachment. It may also cause iris neovascularization with resultant increase in intraocular pressure, eventually leading to neovascular glaucoma [3].

Typical clinical features of NPDR include the following: (1) microaneurysms and intraretinal hemorrhages from weak capillary walls; (2) hard exudates from vascular protein leakage; and (3) cotton wool spots, caused by ischemic infarcts leading to fluid accumulation. Diabetic macular edema (DME), caused by the thickening of and fluid accumulation in the retina, can occur at any stage of DR [4].

Diabetic eye disease is treatable. Treatments include vascular endothelial growth factor inhibitors, panretinal or focal photocoagulation, and vitrectomy [5]. Strict glycemic and blood pressure control can also delay the development of DR or reduce DR severity [6]. Treatments available are more effective at halting or slowing visual loss than reversing visual impairment. Yet, most patients remain asymptomatic until the advanced stages of DR. Therefore, early detection of DR before irreversible loss of visual acuity is crucial to ensure better patient outcomes [7].

The gold standard diagnostic test for DR is the Early Treatment Diabetic Retinopathy Study (ETDRS) 7-field stereoscopic color fundus photography or fluorescein angiography [8]. However, fundus cameras are nonportable, expensive, and operator dependent, often requiring patients to sit upright [9,10]. Moreover, fluorescein angiography is invasive, costly, and associated with prominent side effects [11]. Thus, they are impractical for screening in primary care or mobile settings. Other accurate [12] and frequently employed DR identification approaches include the following: (1) ophthalmoscopy; (2) slit-lamp biomicroscopy; and (3) other forms of fundus photography [13]. Optical coherence tomography is an emerging technology that reliably identifies DME by quantifying retinal thickness [14], but it is expensive and bulky and it cannot accurately grade DR severity.

Smartphone ophthalmoscopy, the use of a smartphone’s in-built camera for retinal imaging, could be a valuable method for detecting DR because of its affordability, portability, and ease of use compared with traditional approaches [15]. Various health care workers could potentially operate a smartphone-based retinal imaging device, without limiting this procedure to highly specialized staff. Images acquired by smartphones can be easily shared with and graded remotely by ophthalmologists or other trained graders via telemedicine. These benefits are particularly important in resource-constrained health care settings, such as rural areas in developing countries lacking medical equipment and trained health care professionals [16]. Several literature reviews [17-19] have discussed smartphone retinal imaging technology and underscored the huge potential of smartphone ophthalmoscopy for detecting DR. Given the potential of this novel approach, we performed a scoping review to systematically collate and assess evidence regarding the accuracy of smartphone ophthalmoscopy for DR identification.

Methods

Reporting Guidelines

This scoping review was reported in line with the Preferred Reporting Items for a Systematic Review and Meta-analysis of Diagnostic Test Accuracy Studies (PRISMA-DTA) guidelines [20] and conducted according to the Cochrane Handbook for Systematic Reviews of Diagnostic Test Accuracy [21]. We adopted a scoping review approach [22,23] because of a broad set of inclusion criteria. The protocol for this review was published in BMJ Open [24]. We were unable to register this protocol with PROSPERO as it does not include scoping reviews.

Search Strategy

We performed a librarian-assisted search on the Medical Literature Analysis and Retrieval System Online (MEDLINE) (Ovid), EMBASE (Ovid), and the Cochrane Library for papers published from January 2000 to November 2018. Articles published before 2000 were excluded because before that smartphone technology was limited. We used both medical subject headings (MeSH) and keywords relating to DR (eg, “diabetic retinopathy,” “macular edema,” and “diabetic maculopathy”) and to smartphones (eg, “mobile health,” “mobile phones,” and “applications”) or AI (eg, “artificial intelligence” and “machine learning”; Multimedia Appendix 1). We also explored the bibliography of both primary articles and reviews to identify potentially eligible studies missed by the electronic search.

Study Selection

The inclusion criteria were as follows: (1) studies evaluating the diagnostic test accuracy of smartphone ophthalmoscopy for detecting DR in patients with type 1 or 2 DM; (2) studies utilizing a smartphone’s in-built camera for retinal imaging, including the use of any attachments externally fitted to the smartphone; (3) studies comparing smartphone ophthalmoscopy with any acceptable and commonly employed reference standard, such as fundus photography, indirect ophthalmoscopy, slit-lamp biomicroscopy, or fluorescein angiography; (4) studies employing any kind of health care professional to acquire the smartphone images. Language was not an exclusion criterion.

Examples of eligible smartphone ophthalmoscopy techniques include the following:
• Direct ophthalmoscopy: An adaptor is externally attached to a smartphone’s camera. These adaptors usually contain polarizers that reduce artifacts from corneal reflections. The arrangement of polarizers, beam-splitters, and lenses produces an annular illumination pattern.

• Indirect ophthalmoscopy: This simpler, monocular design involves a single lens (eg, 20 D condenser) placed between the smartphone camera and eye. It can be mounted on the phone via hardware or manually held in position.

Covidence software (Veritas Health Innovation, Melbourne, Australia) was used to remove duplicated studies [25]. After a pilot screening of 20 citations to calibrate the judging criteria, two reviewers independently screened all articles retrieved from the search strategy by title and abstract, using Covidence. Subsequently, we screened the full text of the remaining articles and performed data extraction using a prepiloted form. Any disagreements were resolved through consensus.

Data Collection
A data extraction form (Multimedia Appendix 2) was created and piloted to record the following data from each study: (1) study author and date published; (2) sample size; (3) participant characteristics (eg, age, duration and type of DM); (4) information regarding imaging techniques (eg, details about smartphones and adaptors used, image resolution); (5) health care professional performing smartphone ophthalmoscopy; (6) reference standard used; and (7) test results (eg, true positives [TP], false positives [FP], true negatives [TN], and false negatives [FN]). Corresponding authors were contacted for additional details or missing data required to construct a 2×2 table. Two reviewers independently extracted study data using a data extraction template created in Microsoft Excel, with disagreements resolved via consensus.

Quality Assessment
The Quality Assessment of Diagnostic Accuracy Studies tool, QUADAS-2, consisting of descriptions and signaling questions, was used to assess the risk of bias and applicability of all included studies in four domains pertaining to (1) patient selection, (2) index test, (3) reference standard, and (4) flow of participants through the study and timing between the index test and reference standard [26]. Two reviewers independently assessed study quality, and disagreements were resolved via discussion until a consensus was reached.

Statistical Analysis
We constructed 2×2 tables based on data from each study. The sensitivity, specificity, positive likelihood ratio (LR+), negative likelihood ratio (LR−), diagnostic odds ratio (DOR), and area under summary receiver operating characteristic (SROC) curve were calculated using a random effects model because of the high expected heterogeneity [27]. We constructed SROC using the bivariate model where possible. Being both a hierarchical and random effects model, the bivariate model is preferred to the Moses-Littenberg SROC curve—the former method accounts for between-study heterogeneity. For SROC curves employing the bivariate model, elliptical 95% confidence regions were obtained by joining the individual confidence regions for logit sensitivity and logit specificity via parametric representations [28,29].

Heterogeneity was evaluated using chi-square (χ²) and I² values of likelihood ratio tests (LRT) or DOR, with I²<25%, 25–75%, and >75% representing low, moderate, and high degree of inconsistency, respectively. Threshold effect was measured using the Spearman correlation coefficient ρ between logits of sensitivity and specificity, with ρ closer to −1 indicating higher threshold effect and better fit of the SROC curve. If information regarding a condition’s prevalence was available from the literature, we calculated the posttest probability using the Fagan nomogram. A P<.05 was considered statistically significant. All analyses were performed using Review Manager version 5.3 from the Cochrane Collaboration [30], METANDI and MIDAS commands in Stata 15.1 (StataCorp, College Station, Texas), Meta-Disc version 1.4 (Ramón y Cajal Hospital, Madrid, Spain) [31], and mada package in R.

Results

Study Selection and Study Characteristics
Our search strategy yielded 1571 unique records. Of those records, the full text for 41 articles was assessed, and nine studies [32–40] met the inclusion criteria (Figure 1). Two [32,33] of the included studies were conference abstracts. A total of 1430 diabetic patients (at least 2743 eyes) were recruited among these studies.

All studies reported smartphone fundoscopy techniques involving mydriatic, color, and nonstereoscopic imaging (Tables 1 and 2, Multimedia Appendix 3). A total of four studies originated from India, three studies from the United States, and one from Italy. All studies which reported data on gender recruited both males and females. These fundus photographs were graded by ophthalmologists, retinal specialists, or artificial intelligence (AI). In all, seven studies utilized direct ophthalmoscopy to acquire smartphone fundus images, while two studies [38,40] used indirect ophthalmoscopy.

A total of five studies [32,33,37,39,40] employed slit-lamp biomicroscopy as the reference standard, of which two studies complemented the examination with dilated indirect ophthalmoscopy [39,40]. In all, two studies [35,38] utilized 7-field mydriatic fundus photography using a tabletop fundus camera; one study [34] used traditional in-clinic diagnosis including a dilated eye examination; and one study [36] utilized ophthalmologists’ grading of the same smartphone-acquired images as the reference standard. Overall, four studies [32,36,37,40] utilized the International Clinical DR Disease Severity Scale to grade DR; three studies [34,35,38] employed the Airlie House or modified ETDRS criteria; and one study [39] used the United Kingdom’s National Health Service (NHS) guidelines. Referral-warranted DR (RWDR) was defined as moderate NPDR or worse or DME; vision-threatening DR (VTDR) as severe NPDR, PDR, or DME; and sight-threatening DR (STD) as PDR or DME. Health professionals performing smartphone ophthalmoscopy included medical students, interns or assistants, retinal specialists, ophthalmologists, and ophthalmic photographers. Most studies reported no funding.
sources or conflicting interests, while such information was unavailable for two studies [32,33]. In all, two studies [34,40] received funding, one of which disclosed multiple authors holding positions in DigiSight Technologies, Inc.

**Figure 1.** Flowchart depicting the identification of relevant studies.
<table>
<thead>
<tr>
<th>Study author, year</th>
<th>Country, setting</th>
<th>Sample size (patients/eyes)</th>
<th>Age (years), mean (SD)</th>
<th>Diabetes duration (years)</th>
<th>Diabetic retinopathy severity scale</th>
<th>Reference standard</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bhat, 2016 [32]</td>
<td>N/A²</td>
<td>80/N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>ICDR² severity scale; no referral defined as no or mild signs of DR³.</td>
<td>Slit-lamp exam</td>
</tr>
<tr>
<td>Kim, 2017 [33]</td>
<td>United States, Retina Clinic</td>
<td>72/144</td>
<td>N/A</td>
<td>N/A</td>
<td>Referable DR defined as moderate NPDR⁴ or worse, or DME⁵.</td>
<td>Slit-lamp biomicroscopy</td>
</tr>
<tr>
<td>Kim, 2018 [34]</td>
<td>United States, Retina Clinic</td>
<td>71/142</td>
<td>56.7 (16.9)</td>
<td>N/A</td>
<td>Airlie House ET-DRS⁶ criteria; RW-DR defined as moderate NPDR or worse, or DME.</td>
<td>Gold standard dilated eye examination, with optical coherence tomography for DME</td>
</tr>
<tr>
<td>Rajalakshmi, 2015 [35]</td>
<td>India, Tertiary care diabetes hospital</td>
<td>301/602</td>
<td>53.5 (9.6)</td>
<td>12.5 (7.3)</td>
<td>Modified ETDRS criteria; STDR⁷ defined as PDR or DME.</td>
<td>Mydriatic 7-standard field digital retinal photography</td>
</tr>
<tr>
<td>Rajalakshmi, 2018 [36]</td>
<td>India, Tertiary care diabetes hospital</td>
<td>301/602</td>
<td>N/A</td>
<td>N/A</td>
<td>ICDR severity scale; STDR defined as severe NPDR, PDR, or DME; RDR⁸ defined as moderate NPDR or worse, or DME.</td>
<td>Remidio Fundus On Phone images graded by ophthalmologists</td>
</tr>
<tr>
<td>Russo, 2015 [37]</td>
<td>Italy, Diabetic center</td>
<td>120/240</td>
<td>58.8 (16.4)</td>
<td>11.6 (9.7)</td>
<td>ICDR severity scale; ETDRS criteria for DME; RW-DR defined as moderate NPDR or worse, regardless of DME status.</td>
<td>Dilated slit-lamp biomicroscopy by a retinal specialist</td>
</tr>
<tr>
<td>Ryan, 2015 [38]</td>
<td>India, Ophthalmology clinic of a tertiary diabetes care center</td>
<td>300/600</td>
<td>48.0 (11.0)</td>
<td>N/A</td>
<td>0.1-37.2 years Modified ETDRS criteria; VTDR⁹ defined as severe NPDR or worse, or DME.</td>
<td>Mydriatic 7-field fundus photography by trained optometrists</td>
</tr>
<tr>
<td>Sengupta, 2018 [39]</td>
<td>India, Aravind Eye Hospital</td>
<td>135/233</td>
<td>54.1 (8.3)</td>
<td>10.7 (5.1)</td>
<td>National Health Service guidelines; VTDR defined as R2-level or worse (severe NPDR, PDR), or DME.</td>
<td>Dilated slit-lamp biomicroscopy (+90 D lens) and indirect ophthalmoscopy by retinal specialists</td>
</tr>
<tr>
<td>Toy, 2016 [40]</td>
<td>United States, Health care safety-net ophthalmology clinic</td>
<td>50/100</td>
<td>60.5 (10.6)</td>
<td>11.9 (8.4)</td>
<td>ICDR severity scale; RWDR defined as moderate NPDR or worse, or ungradable images.</td>
<td>Slit-lamp exam + dilated ophthalmoscopy by technicians</td>
</tr>
</tbody>
</table>

²N/A: not available.
³ICDR: International Clinical Diabetic Retinopathy.
⁴DR: diabetic retinopathy.
⁵NPDR: nonproliferative diabetic retinopathy.
⁶DME: diabetic macular edema.
ETDRS: Early Treatment Diabetic Retinopathy Study.
RWDR: referral-warranted diabetic retinopathy.
STDR: sight-threatening diabetic retinopathy.
PDR: proliferative diabetic retinopathy.
RDR: referable diabetic retinopathy.
VTDR: vision-threatening diabetic retinopathy.

Table 2. Description of smartphone ophthalmoscopy imaging techniques.

<table>
<thead>
<tr>
<th>Study author, year</th>
<th>Attachment used</th>
<th>Imaging technique</th>
<th>Smartphone used</th>
<th>Ungradable</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bhat, 2016 [32]</td>
<td>Ocular Cellscope</td>
<td>Up to five fields, 50°; AI: EyeArt v1.2 software used to grade images; acquired by: medical interns and assistants.</td>
<td>iPhone 5S</td>
<td>N/A b</td>
</tr>
<tr>
<td>Kim, 2017 [33]</td>
<td>Cellscope Retina</td>
<td>Both human and AI (EyeApp) graders employed.</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Kim, 2018 [34]</td>
<td>Cellscope Retina</td>
<td>5-field, 50°; fields imaged: central, inferior, superior, nasal, and temporal retina; images were digitally stitched, creating a 100° image; pixels per retinal degree: 52.3; acquired by: medical students or interns.</td>
<td>iPhone 5S</td>
<td>2 (1.7%) images/eyes</td>
</tr>
<tr>
<td>Rajalakshmi, 2015</td>
<td>Remidio Fundus on Phone (FOP)</td>
<td>4-field, 45°; fields imaged: macula, disc and nasal to optic disc, superior-temporal, inferior-temporal retina; autofocus function of smartphone was used.</td>
<td>Android phone</td>
<td>0</td>
</tr>
<tr>
<td>Rajalakshmi, 2018</td>
<td>Remidio Fundus on Phone (FOP)</td>
<td>4-field, 45°; fields imaged: macula centered, disc centered, superior-temporal, and inferior-temporal retina; AI: EyeArt software used to grade images.</td>
<td>Android phone</td>
<td>5 (1.7%) patients</td>
</tr>
<tr>
<td>Russo, 2015 [37]</td>
<td>D-Eye (Si14 SpA, Padova, Italy)</td>
<td>20°; videography and digital images acquired, comprising the posterior pole, macula, optic disc, and peripheral retina; resolution: 3264×2448 pixels; pixels per retinal degree: 150; acquired by: a retinal specialist.</td>
<td>iPhone 5</td>
<td>9 (3.8%) eyes</td>
</tr>
<tr>
<td>Ryan, 2015 [38]</td>
<td>20 D lens</td>
<td>Videography and then screenshots to obtain the best images of optic nerve and macula; resolution: 3264×2488 pixels; Filmic Pro app used to adjust focus and zoom independently; acquired by: a medical student with limited training.</td>
<td>iPhone 5</td>
<td>11 (1.8%) photographs</td>
</tr>
<tr>
<td>Sengupta, 2018 [39]</td>
<td>Remidio FOP</td>
<td>3-field, 45°; fields imaged: posterior pole (macula centered), nasal, and superotemporal field; resolution: 441 pixels per inch; acquired by: ophthalmic photographer without special training.</td>
<td>HTC One (M8)</td>
<td>1.7-2.1% of images</td>
</tr>
<tr>
<td>Toy, 2016 [40]</td>
<td>Volk Digital ClearField lens mounted on Paxos Scope posterior segment hardware adapter</td>
<td>Variable number of fields, 45°; acquired by: an ophthalmologist.</td>
<td>iPhone 5S</td>
<td>2 (2%) eyes</td>
</tr>
</tbody>
</table>

aAI: artificial intelligence.
bN/A: not available.

Quality Assessment

We carried out the quality assessment of the included studies using the QUADAS-2 criteria (Figure 2, Multimedia Appendix 4). Most studies were of high quality with low risk of bias and applicability concerns. A total of four studies had an unclear risk of bias for patient selection because of the lack of information regarding patient sampling or inappropriate exclusions. The two abstracts were of lower quality than the other studies because of the limited amount of information available. One study contained applicability concerns because it employed ophthalmologists’ grading of smartphone fundoscopy images as the reference standard; it was excluded from the meta-analysis.
**Figure 2.** Quality of included studies assessed via Quality Assessment of Diagnostic Accuracy Studies–2 tool.

### Meta-Analysis

**Any Diabetic Retinopathy**

In all, six studies (977 participants; Figures 3 and 4; Table 3) presented data on detecting any DR [34,35,37-40]. $I^2_{\text{LRT}}$ was 96.8% (95% CI 94.6%-99.1%), $\chi^2=63.3$, and $p=-0.332$. DOR was 100 (95% CI 27.4-368). Sensitivity and specificity ranged from 50% to 94% and 40% to 99%, respectively. The pooled sensitivity was 87.1% (95% CI 73.9%-94.2%); pooled specificity was 93.7% (95% CI 80.9%-98.1%). LR+ was 13.8 (95% CI 4.37-43.6); LR– was 0.138 (95% CI 0.066-0.287). The area under curve (AUC) was 0.957 (95% CI 0.936-0.972). Considering a pretest probability of 35.4% in diabetic patients [2], using the Fagan nomogram, the posttest probability for a positive and negative result was 88% and 7%, respectively.

We performed subgroup analysis by removing studies individually and investigating the effect on both $I^2$ and $\rho$. When one study [38] was removed, $I^2$ decreased to 93.0% (95% CI 86.8%-99.3%) and $\rho$ decreased to $-1.00$, implying this study contributed to the heterogeneity. However, both the type of ophthalmoscopy (direct vs indirect) and reference standard used did not account for the heterogeneity.
**Figure 3.** Forest plot of the sensitivity and specificity of smartphone ophthalmoscopy in detecting different grades of diabetic retinopathy. AI: artificial intelligence; FN: false negatives; FP: false positives; NPDR: nonproliferative diabetic retinopathy; PDR: proliferative diabetic retinopathy; RWDR: referral-warranted diabetic retinopathy; STDR: sight-threatening diabetic retinopathy; TN: true negatives; TP: true positives; VTDR: vision-threatening diabetic retinopathy.

<table>
<thead>
<tr>
<th>Study</th>
<th>TP</th>
<th>FP</th>
<th>FN</th>
<th>TN</th>
<th>Sensitivity (95% CI)</th>
<th>Specificity (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Any DR</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Kim 2018</td>
<td>9</td>
<td>9</td>
<td>6</td>
<td>6</td>
<td>0.94 [0.88, 0.98]</td>
<td>0.40 [0.16, 0.68]</td>
</tr>
<tr>
<td>Rajalakshmi 2015</td>
<td>165</td>
<td>2</td>
<td>13</td>
<td>121</td>
<td>0.91 [0.88, 0.96]</td>
<td>0.98 [0.94, 1.00]</td>
</tr>
<tr>
<td>Russo 2015</td>
<td>133</td>
<td>5</td>
<td>12</td>
<td>110</td>
<td>0.90 [0.84, 0.95]</td>
<td>0.96 [0.90, 0.99]</td>
</tr>
<tr>
<td>Ryan 2015</td>
<td>102</td>
<td>24</td>
<td>102</td>
<td>372</td>
<td>0.50 [0.43, 0.57]</td>
<td>0.94 [0.91, 0.96]</td>
</tr>
<tr>
<td>Sengupta 2018</td>
<td>163</td>
<td>5</td>
<td>11</td>
<td>51</td>
<td>0.94 [0.89, 0.97]</td>
<td>0.91 [0.80, 0.97]</td>
</tr>
<tr>
<td>Tey 2016</td>
<td>21</td>
<td>1</td>
<td>7</td>
<td>71</td>
<td>0.71 [0.55, 0.85]</td>
<td>0.90 [0.91, 1.00]</td>
</tr>
<tr>
<td><strong>Mild NPDR</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Kim 2018</td>
<td>6</td>
<td>9</td>
<td>12</td>
<td>91</td>
<td>0.53 [0.13, 0.59]</td>
<td>0.91 [0.84, 0.96]</td>
</tr>
<tr>
<td>Rajalakshmi 2015</td>
<td>29</td>
<td>10</td>
<td>18</td>
<td>234</td>
<td>0.62 [0.46, 0.75]</td>
<td>0.96 [0.93, 0.98]</td>
</tr>
<tr>
<td>Russo 2015</td>
<td>44</td>
<td>13</td>
<td>15</td>
<td>168</td>
<td>0.75 [0.62, 0.85]</td>
<td>0.93 [0.88, 0.96]</td>
</tr>
<tr>
<td>Tey 2016</td>
<td>0</td>
<td>1</td>
<td>7</td>
<td>92</td>
<td>0.00 [0.00, 0.41]</td>
<td>0.99 [0.94, 1.00]</td>
</tr>
<tr>
<td><strong>Moderate NPDR</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Kim 2018</td>
<td>5</td>
<td>17</td>
<td>9</td>
<td>83</td>
<td>0.53 [0.29, 0.76]</td>
<td>0.83 [0.74, 0.90]</td>
</tr>
<tr>
<td>Rajalakshmi 2015</td>
<td>43</td>
<td>15</td>
<td>20</td>
<td>223</td>
<td>0.68 [0.55, 0.79]</td>
<td>0.94 [0.90, 0.96]</td>
</tr>
<tr>
<td>Russo 2015</td>
<td>27</td>
<td>5</td>
<td>6</td>
<td>20</td>
<td>0.82 [0.65, 0.93]</td>
<td>0.98 [0.94, 0.99]</td>
</tr>
<tr>
<td>Tey 2016</td>
<td>6</td>
<td>1</td>
<td>3</td>
<td>90</td>
<td>0.67 [0.30, 0.93]</td>
<td>0.99 [0.94, 1.00]</td>
</tr>
<tr>
<td><strong>Severe NPDR</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Kim 2018</td>
<td>5</td>
<td>8</td>
<td>4</td>
<td>92</td>
<td>0.56 [0.21, 0.86]</td>
<td>0.84 [0.75, 0.90]</td>
</tr>
<tr>
<td>Rajalakshmi 2015</td>
<td>14</td>
<td>10</td>
<td>9</td>
<td>268</td>
<td>0.61 [0.39, 0.80]</td>
<td>0.96 [0.93, 0.98]</td>
</tr>
<tr>
<td>Russo 2015</td>
<td>21</td>
<td>1</td>
<td>9</td>
<td>219</td>
<td>0.55 [0.32, 0.77]</td>
<td>1.00 [0.97, 1.00]</td>
</tr>
<tr>
<td>Sengupta 2018</td>
<td>48</td>
<td>1</td>
<td>1</td>
<td>166</td>
<td>0.99 [0.88, 1.00]</td>
<td>0.90 [0.84, 0.94]</td>
</tr>
<tr>
<td>Tey 2016</td>
<td>4</td>
<td>0</td>
<td>0</td>
<td>96</td>
<td>1.00 [0.40, 1.00]</td>
<td>1.00 [0.96, 1.00]</td>
</tr>
<tr>
<td><strong>PDR</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Kim 2018</td>
<td>39</td>
<td>4</td>
<td>15</td>
<td>61</td>
<td>0.72 [0.58, 0.84]</td>
<td>0.94 [0.85, 0.98]</td>
</tr>
<tr>
<td>Rajalakshmi 2015</td>
<td>41</td>
<td>5</td>
<td>5</td>
<td>250</td>
<td>0.89 [0.76, 0.96]</td>
<td>0.98 [0.95, 0.99]</td>
</tr>
<tr>
<td>Russo 2015</td>
<td>8</td>
<td>0</td>
<td>1</td>
<td>231</td>
<td>0.89 [0.52, 1.00]</td>
<td>1.00 [0.98, 1.00]</td>
</tr>
<tr>
<td>Sengupta 2018</td>
<td>60</td>
<td>2</td>
<td>3</td>
<td>165</td>
<td>0.95 [0.87, 0.99]</td>
<td>0.99 [0.96, 1.00]</td>
</tr>
<tr>
<td>Tey 2016</td>
<td>8</td>
<td>0</td>
<td>0</td>
<td>92</td>
<td>1.00 [0.63, 1.00]</td>
<td>1.00 [0.96, 1.00]</td>
</tr>
<tr>
<td><strong>Macular edema</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Kim 2018</td>
<td>8</td>
<td>9</td>
<td>9</td>
<td>89</td>
<td>0.47 [0.23, 0.72]</td>
<td>0.91 [0.83, 0.96]</td>
</tr>
<tr>
<td>Rajalakshmi 2015</td>
<td>71</td>
<td>11</td>
<td>11</td>
<td>208</td>
<td>0.87 [0.77, 0.93]</td>
<td>0.95 [0.91, 0.97]</td>
</tr>
<tr>
<td>Russo 2015</td>
<td>17</td>
<td>4</td>
<td>4</td>
<td>215</td>
<td>0.81 [0.58, 0.95]</td>
<td>0.98 [0.95, 1.00]</td>
</tr>
<tr>
<td>Sengupta 2018</td>
<td>38</td>
<td>4</td>
<td>5</td>
<td>140</td>
<td>0.86 [0.73, 0.93]</td>
<td>0.76 [0.69, 0.82]</td>
</tr>
<tr>
<td><strong>RWDR (moderate NPDR or worse)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Kim 2018</td>
<td>76</td>
<td>16</td>
<td>6</td>
<td>21</td>
<td>0.93 [0.85, 0.97]</td>
<td>0.57 [0.37, 0.76]</td>
</tr>
<tr>
<td>Rajalakshmi 2015</td>
<td>87</td>
<td>12</td>
<td>12</td>
<td>199</td>
<td>0.88 [0.80, 0.94]</td>
<td>0.94 [0.90, 0.97]</td>
</tr>
<tr>
<td>Russo 2015</td>
<td>58</td>
<td>3</td>
<td>8</td>
<td>171</td>
<td>0.88 [0.78, 0.95]</td>
<td>0.98 [0.95, 1.00]</td>
</tr>
<tr>
<td>Ryan 2015</td>
<td>32</td>
<td>0</td>
<td>22</td>
<td>546</td>
<td>0.53 [0.45, 0.62]</td>
<td>1.00 [0.95, 1.00]</td>
</tr>
<tr>
<td>Tey 2016</td>
<td>19</td>
<td>2</td>
<td>2</td>
<td>77</td>
<td>0.90 [0.70, 0.99]</td>
<td>0.97 [0.91, 1.00]</td>
</tr>
<tr>
<td><strong>AI (RWDR)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bhat 2016</td>
<td>29</td>
<td>3</td>
<td>22</td>
<td>38</td>
<td>0.91 [0.75, 0.98]</td>
<td>0.46 [0.31, 0.61]</td>
</tr>
<tr>
<td>Kim 2017</td>
<td>74</td>
<td>12</td>
<td>7</td>
<td>16</td>
<td>0.91 [0.83, 0.96]</td>
<td>0.57 [0.37, 0.76]</td>
</tr>
</tbody>
</table>
Figure 4. Summary receiver operating characteristic curves of smartphone ophthalmoscopy in detecting (A) any diabetic retinopathy; (B) mild nonproliferative diabetic retinopathy; (C) moderate nonproliferative diabetic retinopathy; (D) severe nonproliferative diabetic retinopathy; (E) proliferative diabetic retinopathy; (F) diabetic macular edema; (G) referral-warranted diabetic retinopathy, vision-threatening diabetic retinopathy, or sight-threatening diabetic retinopathy; (H) artificial intelligence to detect referral-warranted diabetic retinopathy. HSROC: hierarchical summary receiver operating characteristic.
### Table 3. Summary of smartphone ophthalmoscopy’s test accuracy in detecting different grades of diabetic retinopathy.

<table>
<thead>
<tr>
<th>DR staging</th>
<th>Overall pooled sensitivity, % (95% CI)</th>
<th>Overall pooled specificity, % (95% CI)</th>
<th>Positive likelihood ratio (95% CI)</th>
<th>Negative likelihood ratio (95% CI)</th>
<th>Diagnostic odds ratio (95% CI)</th>
<th>Area under summary receiver operating characteristic curve (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Any DR</td>
<td>87 (74-94)</td>
<td>94 (81-98)</td>
<td>14 (4.4-44)</td>
<td>0.14 (0.06-0.29)</td>
<td>100 (27.4-368)</td>
<td>0.957 (0.936-0.972)</td>
</tr>
<tr>
<td>Mild NPDRb</td>
<td>39 (10-79)</td>
<td>95 (91-98)</td>
<td>8.6 (3.6-20)</td>
<td>0.64 (0.32-1.3)</td>
<td>13.6 (3.14-58.5)</td>
<td>0.939 (0.915-0.957)</td>
</tr>
<tr>
<td>Moderate NPDR</td>
<td>71 (57-81)</td>
<td>95 (88-98)</td>
<td>15 (4.9-43)</td>
<td>0.31 (0.20-0.49)</td>
<td>46.9 (10.6-208)</td>
<td>0.879 (N/A)</td>
</tr>
<tr>
<td>Severe NPDR</td>
<td>80 (49-94)</td>
<td>97 (88-99)</td>
<td>28 (6.1-133)</td>
<td>0.21 (0.060-0.65)</td>
<td>134 (17.5-1040)</td>
<td>0.965 (0.945-0.978)</td>
</tr>
<tr>
<td>PDRc</td>
<td>92 (79-97)</td>
<td>99 (96-99)</td>
<td>97 (22-425)</td>
<td>0.079 (0.027-0.23)</td>
<td>1225 (117-12,800)</td>
<td>0.979 (N/A)</td>
</tr>
<tr>
<td>DMEd</td>
<td>79 (63-89)</td>
<td>93 (82-97)</td>
<td>11 (4.2-30)</td>
<td>0.22 (0.12-0.42)</td>
<td>49.8 (13.7-180)</td>
<td>0.925 (0.898-0.945)</td>
</tr>
<tr>
<td>RWDR (moderate NPDR or worse)</td>
<td>91 (86-94)</td>
<td>89 (56-98)</td>
<td>8.1 (1.6-41)</td>
<td>0.11 (0.072-0.16)</td>
<td>75.8 (13.9-414)</td>
<td>0.921 (0.894-0.941)</td>
</tr>
<tr>
<td>RWDR, VT-DR, STDRe</td>
<td>87 (77-92)</td>
<td>96 (71-99)</td>
<td>24 (2.6-226)</td>
<td>0.14 (0.087-0.23)</td>
<td>171 (25.9-1142)</td>
<td>0.929 (0.903-0.949)</td>
</tr>
<tr>
<td>AI (RWDR)</td>
<td>91 (84-96)</td>
<td>50 (38-62)</td>
<td>1.8 (1.4-2.3)</td>
<td>0.17 (0.088-0.32)</td>
<td>11.3 (4.92-26.1)</td>
<td>N/Ai</td>
</tr>
</tbody>
</table>

aDR: diabetic retinopathy.

bNPDR: nonproliferative diabetic retinopathy.

cPDR: proliferative diabetic retinopathy.

dDME: diabetic macular edema.

eRWDR: referral-warranted diabetic retinopathy.

fVTDR: vision-threatening diabetic retinopathy.

gSTDR: sight-threatening diabetic retinopathy.

hAI: artificial intelligence.

iN/A: not available.

### Mild Nonproliferative Diabetic Retinopathy

In all, four studies (542 participants) presented data on detecting mild NPDR [34,35,37,40]. I² LRT was 81.5% (95% CI 60.6%-100%), χ² = 10.8, and ρ = -0.862. DOR was 13.6 (95% CI 3.14-58.5). Sensitivity and specificity ranged from 0% to 75% and 91% to 99%, respectively. The pooled sensitivity was 39.4% (95% CI 10.1%-79.0%); pooled specificity was 95.4% (95% CI 91.3%-97.6%). LR+ was 8.60 (95% CI 3.64-20.3); LR− was 0.22 (0.12-0.42). The AUC was 0.939 (95% CI 0.915-0.957).

### Moderate Nonproliferative Diabetic Retinopathy

A total of four studies (542 participants) presented data on detecting moderate NPDR [34,35,37,40]. DOR was 46.9 (95% CI 10.6-208; I² DOR = 85.4%; χ² = 30.6). Sensitivity and specificity ranged from 53% to 82% and 93% to 99%, respectively. The pooled sensitivity was 70.5% (95% CI 56.6%-81.4%); pooled specificity was 95.1% (95% CI 87.8%-98.2%). LR+ was 14.5 (95% CI 4.89-43.2); LR− was 0.310 (95% CI 0.195-0.492). The AUC was approximately 0.89.

### Severe Nonproliferative Diabetic Retinopathy

Overall, five studies (677 participants) presented data on detecting severe NPDR [34,35,37,39,40]. I² LRT was 94.0% (95% CI 88.9%-99.1%); χ² = 33.4, and ρ = -0.111. DOR was 134 (95% CI 17.5-1039). Sensitivity and specificity ranged from 55% to 100% and 84% to 100%, respectively. The pooled sensitivity was 79.5% (95% CI 48.6%-94.1%); pooled specificity was 97.1% (95% CI 87.7%-99.4%). LR+ was 28.4 (95% CI 6.06-133); LR− was 0.211 (95% CI 0.0688-0.645). The AUC was 0.965 (95% CI 0.945-0.978).

Removing one study [34] employing medical students and interns for smartphone ophthalmoscopy led to the greatest decrease in ρ to -0.639, indicating that the remaining studies fitted well within the SROC curve. However, removing the study utilizing indirect ophthalmoscopy [40] resulted in both a decrease in ρ and I² to -0.464 and 93.8% (95% CI 88.5%-99.2%), respectively. Thus, our subgroup analysis for severe NPDR was inconclusive.
Proliferative Diabetic Retinopathy

A total of five studies (677 participants) presented data on detecting PDR [34,35,37,39,40]. DOR was 1225 (95% CI 117-12,800; I²_DOR=78.0%; χ²=18.2). Sensitivity and specificity ranged from 72% to 100% and 94% to 100%. The pooled sensitivity was 92.1% (95% CI 79.1%-97.4%); pooled specificity was 99.0% (95% CI 96.1%-99.8%). LR+ was 96.6 (95% CI 21.9-425); LR− was 0.0789 (95% CI 0.0273-0.228). The AUC was approximately 0.979.

Removing one study [34] decreased I²_DOR to 0.0%. This study employed a medical student and an intern to acquire smartphone ophthalmoscopy images, potentially resulting in heterogeneity. Removing the only study [35] using 7-field ETDRS fundus photography as a reference standard, or another study [40] utilizing indirect ophthalmoscopy, did not reduce I²_DOR.

Diabetic Macular Edema

Although the diagnosis of DME generally requires stereoscopic retinal imaging, these studies used substitute markers, such as the presence of hard exudates or laser photocoagulation scars.

In all, four studies (627 participants) presented data on detecting DME [34,35,37,39]. I²_LRT was 87.9% (95% CI 75.5%-100%), χ²=16.6, and p=−0.038. DOR was 49.8 (95% CI 13.7-180).

Sensitivity and specificity ranged from 47% to 87% and 76% to 98%, respectively. The pooled sensitivity was 79.2% (95% CI 63.2%-89.4%); pooled specificity was 92.9% (95% CI 82.3%-97.4%); LR+ was 11.1 (95% CI 4.22-29.5); LR− was 0.224 (95% CI 0.119-0.422). The AUC was 0.925 (95% CI 0.889-0.945).

Considering a pretest probability of 7.48% in diabetic patients [2], using the Fagan nomogram, the posttest probability for a positive and negative result was 47% and 2%, respectively.

Referral-Warranted Diabetic Retinopathy

In all, four studies (313 participants) presented data on detecting RWDR [33,34,37,40]. I²_LRT was 94.3% (95% CI 89.6%-99.1%), χ²=35.3, and p=−1.00. DOR was 75.8 (95% CI 13.9-414).

Sensitivity and specificity ranged from 88% to 93% and 57% to 98%, respectively. The pooled sensitivity was 90.5% (95% CI 85.5%-93.8%); pooled specificity was 88.9% (95% CI 56.2%-98.0%); LR+ was 8.13 (95% CI 1.63-40.5); LR− was 0.107 (95% CI 0.0721-0.159). The AUC was 0.921 (95% CI 0.894-0.941).

Artificial Intelligence in Smartphone Ophthalmoscopy

In all, two studies (152 participants) presented data on detecting RWDR using AI to grade retinal images acquired via smartphone ophthalmoscopy compared with conventional slit-lamp biomicroscopy [32,33]. I²_LRT was 0.0%. DOR was 11.3 (95% CI 4.92-26.1). Specificity ranged from 46% to 57%. The pooled sensitivity was 91.2% (95% CI 84.3%-95.7%); pooled specificity was 50.0% (95% CI 38.3%-61.7%); LR+ was 1.80 (95% CI 1.42-2.28); LR− was 0.167 (95% CI 0.088-0.316).

Owing to the limited number of included studies, the fixed effects model Moses-Littenberg SROC curve was employed for this analysis, and a 95% confidence region was not available.

Another study (301 participants) compared an AI’s grading of smartphone ophthalmoscopy images with the reference standard ophthalmologists’ grading of the same images [36]. It reported a high sensitivity of 95.8% (95% CI 92.9%-98.7%), 99.1% (95% CI 95.1%-99.9%), and 99.3% (95% CI 96.1%-99.9%), and a specificity of 80.2% (95% CI 72.6%-87.8%), 80.4% (95% CI 73.9%-85.9%), and 68.8% (95% CI 61.5%-76.2%) for any DR, STD, and RWDR, respectively.

Discussion

Summary of Results

Overall, smartphone ophthalmoscopy performed well in detecting DR. Depending on the severity of DR, smartphone ophthalmoscopy had different accuracy. Progressing from mild NPDR to PDR, we observed an increasing trend in smartphone ophthalmoscopy’s sensitivity, specificity, and DOR. In addition, smartphone ophthalmoscopy had the best performance in detecting PDR, RWDR, VTDR, and STD; these are important categories to detect as they can significantly affect vision. The lowest sensitivity was observed for detecting mild NPDR, mainly caused by one study enrolling only 7 participants with RWDR. The DOR was lowest for AI’s detection of RWDR. There was also a low percentage of ungradable images across most studies, implying that smartphone ophthalmoscopy is relatively reliable. Common causes of ungradable images included cataracts, poor pupil dilution, vitreous hemorrhages, or poor image focus.

Most studies performed smartphone direct ophthalmoscopy utilizing one of four different attachments. The included studies also assessed two methods of indirect ophthalmoscopy. Smartphone ophthalmoscopy in the included studies surpasses the UK NHS targets requiring DR retinal imaging equipment to have a minimum resolution of 6 megapixels or 30 pixels per retinal degree [34,37]. Two studies [35,36] assigned DR grades at a patient level instead of assessing each eye individually. In some cases, smartphone apps were used to digitally stitch the multiple images obtained per eye or enhance the image acquisition process by facilitating ergonomic focusing and multiple images obtained per eye or enhance the image.
between image quality acquired by professional and imaging. Furthermore, there was no significant difference in the cup-disc ratio. Using smartphone ophthalmoscopy, 79.5% of reference standard tabletop fundus camera in measuring vertical dimensions of the optic disc demonstrated excellent agreement (weighted κ=0.80). Imaging performed with Peek Retina adaptor attached to an ophthalmic camera performed with the light from slit lamps. Other studies [38,39] reported that patients felt more comfortable with the light from Cellscope Retina than the light from slit lamps. Other studies [38,39] employed either an intrinsic smartphone light source or external light sources reported lower luminance than conventional fundus cameras.

**Comparison to Existing Studies**

To our knowledge, this is the first meta-analysis evaluating the diagnostic accuracy of smartphone ophthalmoscopy for detecting DR in diabetic patients. A meta-analysis [45] evaluated the agreement between smartphone retinal imaging and retinal cameras encompassing multiple eye pathologies such as DR, glaucoma, and ocular hypertension. It reported excellent image quality in 84.7% of smartphone images, with good diagnostic accuracy; combined κ agreement was 77.8% (95% CI 70.34%-83.70%), AUC=0.86. However, the patient selection was not limited to diabetic individuals. A large study [46] involving 1460 participants (2920 eyes) had previously evaluated the diagnostic accuracy of smartphone ophthalmoscopy for optic disc imaging. Videography was performed with Peek Retina adaptor attached to an 8.0-megapixel Samsung SIII smartphone. This technique demonstrated excellent agreement (weighted κ=0.69) with a reference standard tabletop fundus camera in measuring vertical cup-disc ratio. Using smartphone ophthalmoscopy, 79.5% of eyes weregradable, compared with 86.4% for tabletop retinal imaging. Furthermore, there was no significant difference between image quality acquired by professional and inexperienced photographers. This study reported a lower percentage of gradable eyes compared with most studies included in our scoping review. This could be attributed to inherent differences in the process of DR grading (which requires examination of the retina in general) compared with measuring cup-disc ratio (which specifically examines the optic disc). Regardless of sample size, the agreement of smartphone ophthalmoscopy with a well-established reference standard remains high.

**Strengths**

This scoping review aimed to provide a comprehensive analysis of the available literature in this field. Correspondingly, we had broad inclusion criteria encompassing different smartphone ophthalmoscopy techniques, reference standards, DR severity scales, and health care professionals. Smartphone retinal imaging is an emerging technology, and we wanted to capture as much of the available evidence as possible (Multimedia Appendix 5). The included studies were published relatively recently, from 2015 to 2018, heralding future breakthroughs in the diagnostic accuracy of smartphone retinal imaging as affordable and accessible means of DR detection.

Our study employed a comprehensive search strategy and examined studies from different countries involving different types of diabetic patients. At least two reviewers performed quality assessment and data extraction independently following Cochrane methodology. Based on the QUADAS-2 tool, most studies possessed minimal risk of bias and little applicability concerns. In particular, all included studies blinded or masked the graders.

**Limitations**

Although the protocol for this scoping review was published in BMJ Open, this protocol was not registered. Three studies [33,34,39] utilized two graders, thereby creating two separate 2×2 tables; to avoid double-counting, we averaged the TP, FP, TN, and FN values, and rounded those average values to the nearest whole number for analysis. For one study [39], we assumed none of the four excluded eyes had DME. Owing to the small number of studies and limited information available, we were not able to conduct a meta-regression analysis or assess for publication bias.

The large 95% CIs for most SROC curves indicate imprecision. Although only studies involving diabetic patients were included, most studies were conducted in tertiary health care settings: eye or diabetes clinics. These settings can afford tabletop or portable fundus cameras. Instead, smartphone ophthalmoscopy is more relevant for screening in primary settings or resource-constrained countries. All studies required mydriasis, despite the availability of nonmydriatic smartphone ophthalmoscopy attachments [17].

**Implications for Future Research**

Future studies on smartphone ophthalmoscopy could utilize more consistent reference standards, such as the gold standard 7-field ETDRS stereoscopic color photographs, and standardize the DR classification criteria. Such standardization minimizes bias and heterogeneity between studies. In addition, ultrawide-field retinal imaging may detect DR features outside the retina in general), compared with measuring cup-disc ratio (which specifically examines the optic disc). Regardless of sample size, the agreement of smartphone ophthalmoscopy with a well-established reference standard remains high.

This includes the detection of various diabetic retinopathy (DR) stages—such as mild NPDR, moderate NPDR, and PDR—except for studies employing AI to detect RWDR. In other studies reporting on the use of non-AI smartphone ophthalmoscopy in mild NPDR, RWDR only, and RWDR, VTD, and STDR, a significant proportion of heterogeneity can be attributed to the threshold effect.

The diagnostic accuracy of AI in grading smartphone ophthalmoscopy images was unexpectedly low. In two studies, the specificity and DOR of AI in detecting RWDR was lower than that of human graders (retinal specialists and ophthalmologists). Nevertheless, one of those studies employed both human and AI to grade identical smartphone-acquired images; the specificity of AI was higher than that of humans. In contrast, a 2015 study demonstrated that AI detects RWDR in smartphone ophthalmoscopy images with 100% sensitivity and 80% specificity (AUC 0.94) [41]. In addition, a recent review revealed that AI software achieved high sensitivity and specificity for detecting DR in datasets of fundus images acquired from other imaging modalities [42]. Finally, IDx-DR was the first commercially approved AI-based autonomous diagnostic system for DR detection. In a prospective study of 900 participants, this system attained high sensitivity and specificity of 87.2% (95% CI 81.8%-91.2%) and 90.7% (95% CI 88.3%-92.7%), respectively, in detecting more than mild DR [43].

Smartphone ophthalmoscopy is a safe means of acquiring retinal images [44]. One study [34] surveyed patients on their comfort levels while undergoing retinal imaging and revealed that all participants felt more comfortable with the light from Cellscope Retina than the light from slit lamps. Other studies [38,39] employing either an intrinsic smartphone light source or external light sources reported lower luminance than conventional fundus cameras.

In contrast, a 2015 study demonstrated that AI detects RWDR in smartphones ophthalmoscopy images with 100% sensitivity and 80% specificity (AUC 0.94) [41]. In addition, a recent review revealed that AI software achieved high sensitivity and specificity for detecting DR in datasets of fundus images acquired from other imaging modalities [42]. Finally, IDx-DR was the first commercially approved AI-based autonomous diagnostic system for DR detection. In a prospective study of 900 participants, this system attained high sensitivity and specificity of 87.2% (95% CI 81.8%-91.2%) and 90.7% (95% CI 88.3%-92.7%), respectively, in detecting more than mild DR [43].

Smartphone ophthalmoscopy is a safe means of acquiring retinal images [44]. One study [34] surveyed patients on their comfort levels while undergoing retinal imaging and revealed that all participants felt more comfortable with the light from Cellscope Retina than the light from slit lamps. Other studies [38,39] employing either an intrinsic smartphone light source or external light sources reported lower luminance than conventional fundus cameras.

**Comparison to Existing Studies**

To our knowledge, this is the first meta-analysis evaluating the diagnostic accuracy of smartphone ophthalmoscopy for detecting DR in diabetic patients. A meta-analysis [45] evaluated the agreement between smartphone retinal imaging and retinal cameras encompassing multiple eye pathologies such as DR, glaucoma, and ocular hypertension. It reported excellent image quality in 84.7% of smartphone images, with good diagnostic accuracy; combined κ agreement was 77.8% (95% CI 70.34%-83.70%), AUC=0.86. However, the patient selection was not limited to diabetic individuals. A large study [46] involving 1460 participants (2920 eyes) had previously evaluated the diagnostic accuracy of smartphone ophthalmoscopy for optic disc imaging. Videography was performed with Peek Retina adaptor attached to an 8.0-megapixel Samsung SIII smartphone. This technique demonstrated excellent agreement (weighted κ=0.69) with a reference standard tabletop fundus camera in measuring vertical cup-disc ratio. Using smartphone ophthalmoscopy, 79.5% of eyes weregradable, compared with 86.4% for tabletop retinal imaging. Furthermore, there was no significant difference between image quality acquired by professional and inexperienced photographers. This study reported a lower percentage of gradable eyes compared with most studies included in our scoping review. This could be attributed to inherent differences in the process of DR grading (which requires examination of the retina in general) compared with measuring cup-disc ratio (which specifically examines the optic disc). Regardless of sample size, the agreement of smartphone ophthalmoscopy with a well-established reference standard remains high.

**Strengths**

This scoping review aimed to provide a comprehensive analysis of the available literature in this field. Correspondingly, we had broad inclusion criteria encompassing different smartphone ophthalmoscopy techniques, reference standards, DR severity scales, and health care professionals. Smartphone retinal imaging is an emerging technology, and we wanted to capture as much of the available evidence as possible (Multimedia Appendix 5). The included studies were published relatively recently, from 2015 to 2018, heralding future breakthroughs in the diagnostic accuracy of smartphone retinal imaging as affordable and accessible means of DR detection.

Our study employed a comprehensive search strategy and examined studies from different countries involving different types of diabetic patients. At least two reviewers performed quality assessment and data extraction independently following Cochrane methodology. Based on the QUADAS-2 tool, most studies possessed minimal risk of bias and little applicability concerns. In particular, all included studies blinded or masked the graders.

**Limitations**

Although the protocol for this scoping review was published in BMJ Open, this protocol was not registered. Three studies [33,34,39] utilized two graders, thereby creating two separate 2×2 tables; to avoid double-counting, we averaged the TP, FP, TN, and FN values, and rounded those average values to the nearest whole number for analysis. For one study [39], we assumed none of the four excluded eyes had DME. Owing to the small number of studies and limited information available, we were not able to conduct a meta-regression analysis or assess for publication bias.

The large 95% CIs for most SROC curves indicate imprecision. Although only studies involving diabetic patients were included, most studies were conducted in tertiary health care settings: eye or diabetes clinics. These settings can afford tabletop or portable fundus cameras. Instead, smartphone ophthalmoscopy is more relevant for screening in primary settings or resource-constrained countries. All studies required mydriasis, despite the availability of nonmydriatic smartphone ophthalmoscopy attachments [17].

**Implications for Future Research**

Future studies on smartphone ophthalmoscopy could utilize more consistent reference standards, such as the gold standard 7-field ETDRS stereoscopic color photographs, and standardize the DR classification criteria. Such standardization minimizes bias and heterogeneity between studies. In addition, ultrawide-field retinal imaging may detect DR features outside the retina in general), compared with measuring cup-disc ratio (which specifically examines the optic disc). Regardless of sample size, the agreement of smartphone ophthalmoscopy with a well-established reference standard remains high.
the 7-field ETDRS field of view, which may be of clinical significance [47]. More studies could focus on (1) indirect ophthalmoscopy or ultrawide-field retinal imaging; (2) nonmydriatic techniques; (3) AI; and (4) primary health care settings where the comorbidities and prevalence of DR in this demographic differs.

**Conclusions**

Smartphone ophthalmoscopy may have an important role in identifying DR in areas with limited access to expensive retinal imaging equipment and trained staff. Our findings show that smartphone ophthalmoscopy performs well in detecting DR. However, the included studies were scarce and heterogeneous and provided imprecise findings. Future studies should use more consistent reference standards and DR classification criteria, evaluate other available forms of smartphone ophthalmoscopy, and recruit participants from primary care settings.
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Abstract

Background: Past mobile health (mHealth) efforts to empower type 2 diabetes (T2D) self-management include portals, text messaging, collection of biometric data, electronic coaching, email, and collection of lifestyle information.

Objective: The primary objective was to enhance patient activation and self-management of T2D using the US Department of Defense’s Mobile Health Care Environment (MHCE) in a patient-centered medical home setting.

Methods: A multisite study, including a user-centered design and a controlled trial, was conducted within the US Military Health System. Phase I assessed preferences regarding the enhancement of the enabling technology. Phase II was a single-blinded 12-month feasibility study that randomly assigned 240 patients to either the intervention (n=123, received mHealth technology and behavioral messages tailored to Patient Activation Measure [PAM] level at baseline) or the control group (n=117, received equipment but not messaging. The primary outcome measure was PAM scores. Secondary outcome measures included Summary of Diabetes Self-Care Activities (SDSCA) scores and cardiometabolic outcomes. We used generalized estimating equations to estimate changes in outcomes.

Results: The final sample consisted of 229 patients. Participants were 61.6% (141/229) male, had a mean age of 62.9 years, mean glycated hemoglobin (HbA1c) of 7.5%, mean BMI of 32.7, and a mean duration of T2D diagnosis of 9.8 years. At month 12, the control group showed significantly greater improvements compared with the intervention group in PAM scores (control mean 7.49, intervention mean 1.77; P=.007), HbA1c (control mean −0.53, intervention mean −0.11; P=.006), and low-density lipoprotein cholesterol (control mean −7.14, intervention mean 4.38; P=.01). Both groups showed significant improvement in SDSCA, BMI, waist size, and diastolic blood pressure; between-group differences were not statistically significant. Except for patients with the highest level of activation (PAM level 4), intervention group patients exhibited significant improvements in PAM scores. For patients with the lowest level of activation (PAM level 1), the intervention group showed significantly greater
improvement compared with the control group in HbA1c (control mean =0.09, intervention mean =−0.52; P=.04), BMI (control mean 0.58, intervention mean =−1.22; P=.01), and high-density lipoprotein cholesterol levels (control mean =−4.86, intervention mean 3.56; P<.001). Significant improvements were seen in AM scores, SDSCA, and waist size for both groups and in diastolic and systolic blood pressure for the control group; the between-group differences were not statistically significant. The percentage of participants who were engaged with MHCE for ≥50% of days period was 60.7% (68/112; months 0-3), 57.4% (62/108; months 3-6), 49.5% (51/103; months 6-9), and 43% (42/98; months 9-12).

Conclusions: Our study produced mixed results with improvement in PAM scores and outcomes in both the intervention and control groups. Structural design issues may have hampered the influence of tailored behavioral messaging within the intervention group.

Trial Registration: ClinicalTrials.gov NCT02949037; https://clinicaltrials.gov/ct2/show/NCT02949037
International Registered Report Identifier (IRRID): RR2-10.2196/resprot.6993

(J Med Internet Res 2020;22(5):e17968) doi:10.2196/17968
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Introduction

Background

Type 2 diabetes (T2D) is a chronic disease with high rates of disability, impaired quality of life, and premature death [1-6]. The prevalence of T2D is increasing at an alarming rate in the United States; in 2017, the estimated number of patients was 30.3 million or about 9.4% of the adult population [2,3,7]. T2D is the leading cause of blindness, nontraumatic amputations, and adult renal failure [8], and it reduces life expectancy by 5 to 10 years [2]. On average, the medical expenditure of patients with T2D is about 2.3 times greater than that of a T2D-free individual [9]. The potential for mobile health (mHealth) technologies in the care of patients with T2D and other chronic conditions to date have assessed a variety of tools and techniques. Some of the most promising tools and techniques include regular collection of biometric devices (eg, glucometers, activity monitors [10,11], SMS messaging [10,12-16], secure email communication with clinical teams, and regular reporting of quality-of-life variables [17-20]). Each of these tools, used alone or in combination, has demonstrated varying degrees of effectiveness. In this study, we sought to incorporate several of the most promising mHealth capabilities in a patient-centered medical home (PCMH) workflow.

The concept of patient activation, detailed in our protocol [21], has been demonstrated to correlate with improved clinical outcomes, increased preventative care, and overall lower health care–related cost [22-25]. Research on increased activation and improved clinical outcomes using patient portal and personal health record (PHR)-based interventions have provided mixed results [16,26-33]. It is noteworthy that early manuscripts did not provide substantial detail related to the design and navigation of portal or PHRs or whether the embedded intervention included behavioral reinforcement. Several studies have demonstrated a relationship between increased patient activation and improved clinical outcomes (eg, hypertension, smoking, BMI, and glycated hemoglobin [HbA1c]) [5,16,25,34-38], whereas other studies did not achieve significant improvement in clinical outcomes [5,37,39]. There is evidence to suggest that activated patients are more likely to practice healthy behaviors related to their diet [37,40] and physical activity [37,41], better manage their T2D [37], and obtain preventive screenings [42].

Objective

The primary goal of this research was to enhance patient activation and improve self-management of T2D using the US Department of Defense’s (DoD) Mobile Health Care Environment (MHCE) in a PCMH setting. We hypothesized that the MHCE intervention will lead to improvement in patient activation, increase in T2D self-care, and improvement in clinical outcomes.

Methods

Trial Design

The trial design and methods are described in detail elsewhere [21]. This was a feasibility study within the DoD’s Military Health System, which included a user-centered design phase and a feasibility trial conducted at two sites. In phase I, we assessed both patient and clinician preferences regarding MHCE technology capabilities and enhancements for T2D care. The phase II research was a single-blinded (patients only) 12-month feasibility study that incorporated randomization principles. We employed a 1:1 allocation ratio between the intervention and control groups.

The study was approved by the Institutional Review Boards (IRB) of Clemson University (#IRB2015-234) and the Madigan Army Medical Center (IRB #216073). The study was registered with ClinicalTrials.gov (NCT02949037) on October 31, 2016.

Participant Enrollment

Patients were recruited from the PCMH clinic schedule, provider referrals, distributed posters and fliers, and population health databases. Potential participants were scheduled for a screening visit with a study staff member to establish eligibility, discuss and execute an informed consent document, and were administered the Patient Activation Measure (PAM) instrument. Patients’ PAM levels placed them in a stratified group, where patients were randomly allocated to intervention or control groups.
Clinicians practicing in the respective PCMH sites were invited to participate by the site’s principal investigator; this was a convenience sample. The clinician participants met with their senior research associate to review the IRB-approved minimal-risk information sheet. For phase II, clinicians signed an informed consent document. The clinician participants were not blinded to the study.

Inclusion and Exclusion Criteria

Inclusion criteria for patient participation in phase I or II research included men and women (1) aged 18 years or older, (2) with the ability to understand and read English, (3) enrolled for primary care at one of the target PCMH sites, and (4) with a diagnosis of T2D. In addition, in phase II, we sought to recruit a maximum of 120 participants (per PCMH), with a proportional distribution of patients with PAM levels 1 through 4; a primer on PAM levels is included elsewhere [21,43]. As this is a feasibility study, we did not derive the 120 per site recruitment numbers from power calculations.

Inclusion criteria for clinician participation in phase I or II research included (1) physicians, physician assistants, nurse practitioners, or nurses at the target PCMHs and (2) providing care for patients with T2D.

Exclusion criteria for patient participation in phase I or II research included the following: (1) pregnant women; (2) non-English-speaking patients; (3) patients receiving hospice care; (4) patients having active cancer and receiving treatment with chemotherapy or radiation therapy; (5) patients taking warfarin; (6) patients that have been a recipient of gastric bypass or a similar procedure; (7) patients having a diagnosis of uncontrolled hypothyroidism; (8) patients having known Cushing syndrome; (9) patients being treated with oral steroids; (10) patients with known liver disease; (11) patients with a current diagnosis of cognitive impairments that would interfere with the use of technology; (12) patients having congestive heart failure, in New York Heart Association functional classification III or IV; and (13) patients unable to use a mobile device due to cognitive or physical impairments during initial screening.

Exclusion criteria for clinician participation in phase I or II research included the following: (1) not affiliated with the target site and (2) not providing care for patients with T2D.

Setting and Site Selection

We sought to purposefully assess MHCE use in T2D care in two distinctly different PCMH environments and locations. The patient base included those on active duty, retirees, and dependents who have typically spent years in the military.

The Madigan Army Medical Center was the US Army’s second largest military treatment facility located in Tacoma, Washington, and was a tertiary facility with a level II trauma center and robust graduate medical education programs. They served a patient base of approximately 118,000 patients; about 7500 (or >6%) were living with T2D. Of the T2D population, about 15.00% (1125/7500) were active duty members or their dependents, and about 85.00% (6375/7500) were retirees and their dependents. Over half of the patients with T2D were aged 57-76 years. The study location within the medical center was an Internal Medicine PCMH with approximately 14,300 enrolled patients supported by a staff of 77 including 12 staff physicians and 8 residents.

The Mike O’Callaghan Federal Medical Center was a federal facility in the greater Las Vegas, Nevada area, which served approximately 47,000 patients; about 4500 (>9%) were living with T2D. Of the T2D population, about 4.00% (180/4500) were active duty members or their dependents, and about 96.00% (4320/4500) were retirees and their dependents. Over 72.00% (3240/4500) of the patients with T2D were aged >60 years. The study location within the medical center was a Family Medicine PCMH with approximately 7500 enrolled patients supported by a staff of 62 including 9 staff physicians and 26 residents.

Description of the Mobile Health Care Environment

The DoD’s MHCE system is a secure health information system designed to support health services delivery and mHealth. The MHCE meets all physical and information security mandates, as prescribed by federal law and DoD regulation, for the protection of personal health information and personally identifiable information.

Intervention Overview

The intervention has been described elsewhere [21]. This intervention enhanced MHCE in several ways. First, the intervention enhanced the capacity to include collection and visualization of data from Bluetooth-enabled medical devices. This included mapping data from device output into the MHCE, developing data visualization appropriate for mHealth and clinical care (eg, graphing outcomes and temporal trend patterns), migrating data to an analysis cell, and developing decision-support algorithms that drive safety alerts and behavioral message reinforcement. The devices used in this study included a Bluetooth-enabled scale, glucometer, blood pressure reader, and activity monitor. Second, the intervention expanded the capacity of the MHCE analysis cell to manage large amounts of data and to conduct both routine reports and research applications. Third, the intervention added patient activation and associated measurement instruments to capture baseline and ongoing changes to patient activation. Fourth, the intervention expanded the MHCE messaging platform that research associates used to send tailored behavioral messaging to patients in an effort to influence greater activation and reinforce positive behavior. An annotated visual presentation of patient screenshots and workflow is included in Multimedia Appendix 1.

The MHCE was accessed by mobile phones and tablets that used either an iOS or Android platform. The MHCE requires internet access for patients to sync data from devices to the MHCE backend portal, to receive tailored behavioral messages, or to support other functions accessible by clinicians (Multimedia Appendix 2). During the study, patients received SMS messages with hyperlinks to a separate secure information system platform used for the administration and analysis of PAM and Summary of Diabetes Self-Care Activities (SDSCA) instruments.
Tailored Behavioral Messaging
A primary component of the MHCE system was tailored behavioral messaging. In this study, the research team developed behavioral messages tailored for each of the four PAM score levels; in total, we developed over 360 messages. The messages fell within 9 functional areas common to T2D care and the SDSCA survey: nutrition, home monitoring, physical activity, blood pressure, foot care, medications, smoking, glucose control, and general behavioral reinforcement. The message development process is outlined below (Textbox 1).

Textbox 1. Tailored behavioral messaging development process.

This process supported triangulation review of findings that yielded a set of 360 PAM-level appropriate messages. At each step in the process, messages were reviewed and revised based on research team member feedback (stages 2 and 4) or by potential study participant feedback (stage 3). Overall, the first two steps in the process produced messages with a high degree of acceptability by people very similar to the study population. Pretest participants found the messages to be encouraging, useful, applicable, and impactful. This indicates a high level of credibility with regard to the application of the theoretical constructs within the messages.

For patients with baseline PAM level 1, we used messages addressing the emotional state of feeling overwhelmed and passive with an emphasis on the importance of taking action. PAM level 2 messages were designed to build knowledge and self-efficacy and focus on taking small steps that can be accomplished without much in-depth knowledge. PAM level 3 messages focused on building self-management skills, such as goal setting and self-monitoring. PAM level 4 messages focused on avoiding relapse when stressed.

In phase II of our study, tailored behavioral messages were delivered to each intervention group participant, via the MHCE accessed through their mobile device, based on both senior research associate–initiated and algorithm-automated schedules and thresholds developed according to PAM level, SDSCA responses, and agreed-upon general rotation. Senior research associates used the MHCE backend portal control panel for manual rotational scheduling of messages delivered 3 days per week. Participant responses to the SDSCA and data from synced devices used in the study. Participants were requested to (1) manually upload data, (2) sync each device with the app, and (3) interpret graphs. The data collection instrument used in phase I is shown in Multimedia Appendix 3.

Researchers have evaluated usability by applying definitions and evaluation metrics guided by the International Organization for Standardization’s 9241-11 usability framework and mHealth usability research [44]. Specific metrics to evaluate usability are effectiveness, efficiency, and satisfaction. Researchers used the Single Ease Question to evaluate informant satisfaction immediately after performing each task [45]. The system usability scale (SUS) was measured for overall informant satisfaction with the MHCE [46].

We assessed clinician preferences in phase I using focus groups at each study site. Two trained researchers facilitated focus groups using a semistructured interview guide to elicit feedback about the MHCE (Multimedia Appendix 4). A four-member team completed a thematically organized data analysis of the clinician and nurse feedback using an inductive narrative approach [47-49].

Phase II Controlled Study: Patient Enrollment and Study Flow
In phase II, we aimed to recruit 240 patients (120 per site), with one half assigned to a control group. Eligible patients were assigned to four strata according to their PAM levels. After all
patients were assigned, simple randomization was performed within each stratum to assign patients to either the MHCE (intervention) or control groups. Phase II research was conducted between July 2017 and November 2018.

**Mobile Health Care Environment Intervention Versus Intervention-Lite (Control)**

Patients in both the intervention and intervention-lite (control) groups received the device package mentioned above. These devices collected and recorded biometric data; participants were trained on the biomedical device and peripheral equipment use.

For the intervention group, the devices were mapped to the MHCE system accessible from the patients’ mobile phone or an iPad mini tablet device. Data from their biomedical devices were visually presented in the MHCE with trend and scalable options. Safety algorithms were mapped to these clinical data to alert the participant and, depending on the measure, the clinical team when readings exceeded the established thresholds. The devices for the control group participants were not connected to the MHCE system.

**Initial Outcome Measures for Patient Component**

Primary outcome measures included the PAM scores. Secondary outcome measures in the study were (1) SDSCA responses, (2) clinical measures (Textbox 1), (3) comorbid conditions, and (4) SUS survey scores.

**Patient Activation Measure Instrument**

The self-reported PAM survey is associated with self-management behaviors, medication adherence, patient satisfaction, and quality of life [50,51]. Within a T2D-specific population, PAM is not related to knowledge regarding HbA1c (the standard measure of average blood glucose level [52]), but it is associated with better glycemic control [53]. The PAM is a valid, reliable, unidimensional, and probabilistic Guttman-like scale instrument [43], and it is a standard tool to measure patient activation. We administered the PAM at screening visits in phases I and II and electronically every 3 months during phase II for both the intervention and control groups. In computing PAM in the analysis, we leveraged the 0-100 scoring mechanism based on licensing guidance from Insignia Health. PAM levels 1-4 are determined by the continuous PAM score.

**Summary of the Diabetes Self-Care Activities Instrument**

The SDSCA instrument is a brief self-report instrument for measuring levels of self-management across different components of the T2D regimen [54]. The SDSCA includes 11 core items associated with T2D self-care. The SDSCA has been successfully used in numerous T2D studies both within and outside the United States [54-58]. The SDSCA has been validated and is considered a standard instrument in T2D care for measuring self-care activities [54]. We administered the SDSCA at the intake visit for phase II and electronically every 2 weeks during phase II for both the intervention and control groups.

**Clinical Measures**

We collected clinical measures (Textbox 2) from patients at intake during phase I research. We collected and compared changes in clinical measures for both groups in phase II at 3 points: intake, midpoint (month six), and conclusion (month 12). Data were manually abstracted by senior research associates from the PHR. For patients assigned to the MHCE intervention group, the MHCE system recorded weight, systolic blood pressure, diastolic blood pressure, and blood glucose values to the MHCE module on a regular basis via Wi-Fi or Bluetooth-enabled peripheral equipment.

**System Usability Scale Survey**

The SUS survey is a 10-item Likert-like scaled survey used to convey a subjective assessment of system usability. The instrument was developed over 15 years ago and is used to measure the usability of websites [59]. In this study, we substituted the term “MHCE system” for the term “website” in the instrument. Phase I participants completed the SUS survey at the conclusion of the encounter. Phase II intervention group participants completed the SUS survey at the midpoint and study conclusion.

**Comorbid Conditions**

We assessed and documented comorbid conditions among both the control and intervention groups during the prescreening of eligibility, at intake, at study midpoint, and at study conclusion. Although not primary outcome measures, any change in comorbid conditions was assessed.

**Data Analysis Strategy**

We conducted the primary analyses for phase II using an intent-to-treat approach. Achievement of randomization was evaluated by comparing the baseline key variables between the MHCE intervention group and the control group. These baseline

---

Textbox 1. Clinical measures

- Glycated hemoglobin
- Low-density lipoprotein
- High-density lipoprotein
- BMI
- Abdominal circumference
- Systolic blood pressure
- Diastolic blood pressure
characteristics were compared using Kruskal-Wallis tests for continuous variables, Cochran-Armitage trend tests for ordinal variables, and chi-squared tests for binary variables and multinomial variables. Exact tests were performed to account for categorical variables with small cell counts.

Generalized estimating equations (GEE) with an autoregressive correlation structure were used to test the hypotheses that patients who participated in MHCE had higher PAM, SDSCA, and improved selected clinical outcomes and comorbid conditions than their control counterparts. The predictors in the model included a binary variable for a group, a three- or five-level categorical variable for time (depending on the number of repeated measurements for the outcome), and their interaction. All models included covariate adjustment for site, age, sex, race, duration of disease, work status, and baseline physical activity level. As the intervention group messages were tailored to each subject based on their baseline PAM level, we examined the effect of intervention within each baseline PAM level by including a three-way interaction between intervention, time, and baseline PAM level in the GEE models. CIs are reported to assess changes within groups. Between-group comparisons of change (from baseline) in outcomes are deemed significant for two-sided \( P \) values < 0.5.

GEE were also used to test the hypothesis that patients who engaged at a higher rate with the interactive and tailored mobile technology in MHCE realized greater improvement in PAM level, SDSCA, and clinical measures. We defined the main independent variable for MHCE usage by an indicator variable set to 1 if the percentage of days engaged with MHCE in a 3-month period exceeded 80% (strong adherence). As adherence varies with time, the GEE model assumed working independence for the correlation structure [60]. All GEE analyses were conducted using the Generalized Linear Model procedure in the Statistical Analysis System.

Results

Phase I—User-Centered Design Research Participants

The research team recruited 10 research participants per site, with 20 participants for phase I. The study sample was 70% (14/20) male, 65% (13/20) white, middle-aged (average 62.8, range 40-82 years), obese (median BMI 33.7, range 24.3-43.5), with elevated blood sugar levels (median HbA\(_1c\) 7.2, range 5.8-12.2), and increased patient activation, 75% (15/20) with PAM level 3 scores at intake. Phase I research was conducted between November and December 2016.

Phase I—Participant (Patients) Effectiveness With Mobile Health Care Environment Technology

Overall, participants performed better with goal-setting tasks (almost all completed these tasks without assistance), showed some difficulty with tasks that required manual entry (the majority could do so with little to no assistance), and had the most difficulty with Bluetooth syncing of devices (approximately half needed assistance or could not complete; Table 1).

<table>
<thead>
<tr>
<th>Site and effectiveness</th>
<th>Blood pressure goal setting</th>
<th>Glucose goal setting</th>
<th>Weight goal setting</th>
<th>Steps goal setting</th>
<th>BP manu-al entry</th>
<th>BP sync with device</th>
<th>Glucose manual entry</th>
<th>Weight manual entry</th>
<th>Weight sync with device</th>
</tr>
</thead>
<tbody>
<tr>
<td>Madigan, n</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Completed without help</td>
<td>9</td>
<td>9</td>
<td>9</td>
<td>5</td>
<td>7</td>
<td>1</td>
<td>1</td>
<td>5</td>
<td>4</td>
</tr>
<tr>
<td>Needed hints</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>4</td>
<td>3</td>
<td>7</td>
<td>3</td>
<td>5</td>
<td>3</td>
</tr>
<tr>
<td>Failed to complete</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>3</td>
</tr>
<tr>
<td>Nellis, n</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Completed without help</td>
<td>8</td>
<td>9</td>
<td>8</td>
<td>9</td>
<td>8</td>
<td>4</td>
<td>9</td>
<td>7</td>
<td>6</td>
</tr>
<tr>
<td>Needed hint(s)</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>6</td>
<td>1</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>Failed to complete</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Combined, n</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Completed without help</td>
<td>17</td>
<td>18</td>
<td>17</td>
<td>14</td>
<td>15</td>
<td>5</td>
<td>16</td>
<td>12</td>
<td>10</td>
</tr>
<tr>
<td>Needed hint(s)</td>
<td>3</td>
<td>1</td>
<td>3</td>
<td>5</td>
<td>5</td>
<td>13</td>
<td>4</td>
<td>8</td>
<td>7</td>
</tr>
<tr>
<td>Failed to complete</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>3</td>
</tr>
</tbody>
</table>

Phase I—Participant (Patient) Efficiency With Mobile Health Care Environment Technology

Overall, goal setting and manual entry tasks took the least amount of time to complete, and Bluetooth syncing tasks took the most time (Table 2).

Phase I—Participants and System Usability Survey Results

All phase I participants were administered a SUS related to MHCE use. The survey results were very favorable and related to the usability of MHCE. Specifically:

- SUS overall, Mean (SD): 83.8 (SD 14.9)=A+

Table 1. Phase I participant effectiveness with the technology. Here, n denotes the number of responses in each category.
• Usability sub factor, mean (SD): 86 (SD 13.4)=A+
• Learnability subfactor, mean (SD): 75 (SD 27.5)=A−

Phase I—Results of the Qualitative Research Component (Patient Participants)

All participating participants indicated that the MHCE would “help them manage their diabetes” and give their health care provider a “better report of their health.” As expected, patients rated navigation tasks as “less difficult” and peripheral device tasks, for example, syncing, as “more difficult.” An overview of usability testing and patient feedback is included in Multimedia Appendix 5. Participants committed fewer errors with basic navigation tasks and more with peripheral devices. Patient participants suggested minor changes regarding the look and function of the app (Textbox 3).

Phase I—Results of the Qualitative Research Component (Clinicians)

Overall, clinicians voiced a sense of optimism for the MHCE system, tempered with recommendations aimed at improving the patient experience, clinician adoption, and use of the data it generated. Clinician participants also suggested changes related to quality and safety (Textbox 4).

Technology Adaptation Following Phase I Research and Before the Launch of Phase II

Patient and clinician suggestions were reviewed and incorporated as adaptations by our technology team within system constraints. A total of 29 specific recommendations were made to the technology team; 86% (25/29) of the recommendations were positively acted on and modifications occurred. Only 4 recommendations could not be supported (Textbox 5).

Table 2. Participant efficiency with technology.

<table>
<thead>
<tr>
<th>Task</th>
<th>BP goal setting</th>
<th>Glucose goal setting</th>
<th>Weight goal setting</th>
<th>Steps goal setting</th>
<th>BP manual entry</th>
<th>BP sync with device</th>
<th>Glucose manual entry</th>
<th>Weight manual entry</th>
<th>Weight sync with device</th>
</tr>
</thead>
<tbody>
<tr>
<td>Madigan, meanb</td>
<td>55.02 (37.08)</td>
<td>19.83 (7.80)</td>
<td>40.18 (45.57)</td>
<td>61.31 (54.80)</td>
<td>48.00 (31.01)</td>
<td>121.74 (28.09)</td>
<td>32.09 (15.96)</td>
<td>54.09 (38.54)</td>
<td>65.08 (27.18)</td>
</tr>
<tr>
<td>Nellis, mean (SD)</td>
<td>51.53 (53.12)</td>
<td>30.29 (18.77)</td>
<td>19.02 (12.67)</td>
<td>19.91 (11.75)</td>
<td>46.44 (32.56)</td>
<td>103.04 (47.05)</td>
<td>30.10 (20.95)</td>
<td>35.37 (23.98)</td>
<td>68.09 (37.23)</td>
</tr>
<tr>
<td>Combined sites, mean (SD)</td>
<td>53.18 (45.00)</td>
<td>25.64 (15.50)</td>
<td>29.60 (34.31)</td>
<td>40.61 (44.04)</td>
<td>47.22 (30.97)</td>
<td>111.90 (39.37)</td>
<td>31.09 (18.15)</td>
<td>44.73 (32.69)</td>
<td>66.75 (32.25)</td>
</tr>
</tbody>
</table>

aBP: blood pressure.
bMean denotes mean time in seconds.

Textbox 3. Participants’ suggestions for Mobile Health Care Environment improvement.

• Suggestion #1: To increase the size of icons as they were difficult to see.
• Suggestion #2: To improve glucose graph responsiveness.
• Suggestion #3: To increase the font size for the Mobile Health Care Environment (MHCE) interface.
• Suggestion #4: To allow past dates for manual entry into the MHCE.

Textbox 4. Clinicians’ suggestions related to app safety alert functions.

• Change default blood glucose entry to “Unclassified,” forcing patient entry of “after meal,” “bedtime,” or “fasting.”
• Define “after meal” glucose as >120 min post meal.
• Simplify safety alerts on the backend clinician portal.
• Add icons besides safety alerts.
• Add patient target ranges on graphs.

Textbox 5. Recommendations that could not be adopted.

1. Desire for additional colors (limited colors were available).
2. Remove signal and refresh buttons (component of the base system).
3. Add alert icons (limited icon choices available).
4. Automatic syncing of devices (system could not support).
Safety Algorithms Developed and Deployed in Phase II

The research team developed and implemented a series of safety alerts into the MHCE technology. These include thresholds and alerts for high/low blood glucose, high/low blood pressure, and weight loss/gain. Details on safety alerts are identified in a report attached as Multimedia Appendix 6.

Phase II—Participant Randomization, Retention, and Comorbidities

A total of 240 participants met the study eligibility criteria and were randomized (117 to control group and 123 to intervention group). Of the 117 participants randomized to the control group, 5 withdrew before intake, 3 declined participation, and 2 did not meet the inclusion/exclusion criteria. Of the 123 participants randomized to the intervention group, 6 withdrew before intake, 3 declined participation, 1 did not meet the inclusion/exclusion criteria, and 2 did not provide reason. Thus, the final sample size consisted of 229 participants, with 112 randomized to the control group and 117 randomized to the intervention group.

Study retention and participation was high; 93.0% (213/229) of participants remained in the study through 12 months: 99.1% (111/112) in the control group and 86.3% (101/117) in the intervention group. One participant who withdrew from the control group cited a lack of ability to use the physical activity monitor as their primary reason for discontinuation. Of the 16 participants who did not complete the 12-month intervention, 8 cited technical issues with MHCE as their primary reason, 6 listed either a time constraint or relocation as their primary reason, and 2 were lost to follow-up. The specific technical issues cited by the 8 participants withdrawing from the study were not fully known. Anecdotal evidence received by the senior research associates suggested that a few patients were frustrated with system upgrades and challenges with occasional manual syncing of devices.

Throughout the 12-month study, 20.6% (21/102) presented new comorbidities in the control group, and 11% (11/96) of subjects presented new comorbidities in the intervention group ($\chi^2_{1}=3.2; P=0.07$). On the basis of the covariate-adjusted GEE model, the estimated odds of a new comorbidity throughout the study was 2.27 times higher for the control group than for the intervention group ($\chi^2_{1}=3.9; P=0.047$).

Phase II—Baseline Characteristics

Table 3 provides the study baseline demographics and outcomes at baseline. Participants had a mean age of 62.9 (SD 10.3) years, a mean BMI of 32.7 (SD 6.2), and were 61.6% (141/229) male. Mean HbA1c was in the high range (mean 7.5%, SD 1.4%). The mean duration of T2D was 9.8 (SD 7.5) years. The study cohort was well educated; 87.8% (201/229) attended some college and 55.5% (127/229) had a college degree or higher. In this sample, 10% (23/229) of patients had a baseline PAM level of 1 (14/112, 12.5% in control group, 9/117, 7.7% in intervention group), 14.8% (34/229) had a baseline PAM level of 2 (19/112, 17.0% in control group, 15/117, 12.8% in intervention group), 51.5% (118/229) had a baseline PAM level of 3 (55/112, 49.1% in the control group, 63/117, 53.8% in the intervention group), and 23.6% (54/229) had a baseline PAM level of 4 (24/112, 21.4% in control group, 30/117, 25.6% in intervention group). Between group differences were not statistically significant ($P=0.13$). The control and intervention groups were well balanced on most baseline characteristics, with the exception of work status (unemployment: 77/112, 68.8% in the control group, 59/117, 50.4% in the intervention group; full-time employment: 27/112, 24.1% in control group, 42/117, 35.9% in intervention group; $P=.02$), baseline low-density lipoprotein (LDL) cholesterol (control group: mean 97.1, SD 39.1; intervention group: mean 80.9 (SD 36.5); $P<.001$). Due to this imbalance, we adjust for these variables in all models.
Table 3. Characteristics of phase II participant demographics and outcomes at baseline.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Total</th>
<th>Group Control</th>
<th>Group Intervention</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Demographics</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age (years), mean (SD)(^a)</td>
<td>62.9 (10.3)</td>
<td>63.2 (9.8)</td>
<td>62.5 (10.8)</td>
<td>.49</td>
</tr>
<tr>
<td>Gender (female), n (%)(^b)</td>
<td>88 (38.4)</td>
<td>49 (43.8)</td>
<td>39 (33.3)</td>
<td>.11</td>
</tr>
<tr>
<td>Race, n (%)(^c)</td>
<td></td>
<td></td>
<td></td>
<td>.70</td>
</tr>
<tr>
<td>American Indian</td>
<td>2 (0.9)</td>
<td>0 (0.0)</td>
<td>2 (1.7)</td>
<td></td>
</tr>
<tr>
<td>Asian</td>
<td>17 (7.4)</td>
<td>8 (7.1)</td>
<td>9 (7.7)</td>
<td></td>
</tr>
<tr>
<td>Black</td>
<td>33 (14.4)</td>
<td>14 (12.5)</td>
<td>19 (16.2)</td>
<td></td>
</tr>
<tr>
<td>Native Hawaiian</td>
<td>16 (7.0)</td>
<td>7 (6.3)</td>
<td>9 (7.7)</td>
<td></td>
</tr>
<tr>
<td>Unknown/unreported</td>
<td>18 (7.9)</td>
<td>8 (7.1)</td>
<td>10 (8.5)</td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>143 (62.4)</td>
<td>75 (67.0)</td>
<td>68 (58.1)</td>
<td></td>
</tr>
<tr>
<td>Hispanic, n (%)(^b)</td>
<td>24 (10.5)</td>
<td>10 (8.9)</td>
<td>14 (12.0)</td>
<td>.45</td>
</tr>
<tr>
<td>Education, n (%)(^d)</td>
<td></td>
<td></td>
<td></td>
<td>.22</td>
</tr>
<tr>
<td>Less than high school</td>
<td>1 (0.4)</td>
<td>1 (0.9)</td>
<td>0.0 (0.0)</td>
<td></td>
</tr>
<tr>
<td>High school graduate</td>
<td>27 (11.8)</td>
<td>15 (13.4)</td>
<td>12 (10.3)</td>
<td></td>
</tr>
<tr>
<td>Some college, no degree</td>
<td>74 (32.3)</td>
<td>35 (31.3)</td>
<td>39 (33.3)</td>
<td></td>
</tr>
<tr>
<td>Associate’s degree</td>
<td>41 (17.9)</td>
<td>24 (21.4)</td>
<td>17 (14.5)</td>
<td></td>
</tr>
<tr>
<td>Bachelor’s degree</td>
<td>46 (20.1)</td>
<td>20 (17.9)</td>
<td>26 (22.2)</td>
<td></td>
</tr>
<tr>
<td>Master’s degree</td>
<td>36 (15.7)</td>
<td>16 (14.3)</td>
<td>20 (17.1)</td>
<td></td>
</tr>
<tr>
<td>Professional degree</td>
<td>4 (1.7)</td>
<td>1 (0.9)</td>
<td>3 (2.6)</td>
<td></td>
</tr>
<tr>
<td>Weight (lbs), mean (SD)(^a)</td>
<td>210 (47.1)</td>
<td>209 (50.1)</td>
<td>211 (44.2)</td>
<td>.50</td>
</tr>
<tr>
<td>Height (inches), mean (SD)(^a)</td>
<td>67.1 (4.0)</td>
<td>67.0 (3.8)</td>
<td>67.2 (4.2)</td>
<td>.44</td>
</tr>
<tr>
<td>Duration of type 2 diabetes (years), mean (SD)(^a)</td>
<td>9.8 (7.5)</td>
<td>10.0 (7.6)</td>
<td>9.6 (7.4)</td>
<td>.69</td>
</tr>
<tr>
<td>Current smoker, n (%)(^b)</td>
<td>15 (6.6)</td>
<td>8 (7.1)</td>
<td>7 (6.0)</td>
<td>.72</td>
</tr>
<tr>
<td>Hospitalization, n (%)(^b)</td>
<td>34 (14.8)</td>
<td>21 (18.8)</td>
<td>13 (11.1)</td>
<td>.10</td>
</tr>
<tr>
<td>Emergency room visit, n (%)(^b)</td>
<td>87 (38.0)</td>
<td>45 (40.2)</td>
<td>42 (35.9)</td>
<td>.50</td>
</tr>
<tr>
<td>Surgeries, n (%)(^b)</td>
<td>31 (13.5)</td>
<td>14 (12.5)</td>
<td>17 (14.5)</td>
<td>.65</td>
</tr>
<tr>
<td>Work status, n (%)(^f)</td>
<td></td>
<td></td>
<td></td>
<td>.02</td>
</tr>
<tr>
<td>Unemployed</td>
<td>136 (59.4)</td>
<td>77 (68.8)</td>
<td>59 (50.4)</td>
<td></td>
</tr>
<tr>
<td>Part-time</td>
<td>24 (10.5)</td>
<td>8 (7.1)</td>
<td>16 (13.7)</td>
<td></td>
</tr>
<tr>
<td>Full-time</td>
<td>69 (30.1)</td>
<td>27 (24.1)</td>
<td>42 (35.9)</td>
<td></td>
</tr>
<tr>
<td>Family history of cancer, n (%)(^b)</td>
<td>137 (59.8)</td>
<td>72 (64.3)</td>
<td>65 (55.6)</td>
<td>.18</td>
</tr>
<tr>
<td>Family history of heart disease, n (%)(^b)</td>
<td>132 (57.6)</td>
<td>64 (57.1)</td>
<td>68 (58.1)</td>
<td>.88</td>
</tr>
<tr>
<td>Family history of high Blood pressure, n (%)(^b)</td>
<td>164 (71.6)</td>
<td>78 (69.6)</td>
<td>86 (73.5)</td>
<td>.52</td>
</tr>
<tr>
<td>Family history of high cholesterol, n (%)(^b)</td>
<td>111 (48.5)</td>
<td>55 (49.1)</td>
<td>56 (47.9)</td>
<td>.85</td>
</tr>
<tr>
<td>Site=Madigan, n (%)(^b)</td>
<td>113 (49.3)</td>
<td>51 (45.5)</td>
<td>62 (53.0)</td>
<td>.26</td>
</tr>
<tr>
<td>PAM*, n (%)(^d)</td>
<td></td>
<td></td>
<td></td>
<td>.13</td>
</tr>
<tr>
<td>Level 1</td>
<td>23 (10.0)</td>
<td>14 (12.5)</td>
<td>9 (7.7)</td>
<td></td>
</tr>
</tbody>
</table>
### Phase II—Primary Outcomes

Within- and between-group comparisons based on GEE are displayed in Table 4. For each intervention group, we assessed changes in the outcome between baseline and month 6 and baseline and month 12. For each group, CIs that exclude 0 indicate a significant change in the outcome between baseline and a given month. *P* values <.05 indicate that this change in the outcome was significantly different between the intervention and control groups. At months 6 and 12, statistically significant improvements were seen in the control group for PAM (month 6: control group improvement=1.57, 95% CI −1.34 to 4.48; month 12: intervention group improvement=1.77, 95% CI −1.02 to 4.57). The improvement in the control group was significantly greater than the improvement in the intervention group at month 12 only (month 6: between-group difference=3.24; *P*=.10 and month 12: between-group difference=5.72; *P*=.007).

For each group, estimates (and the corresponding CIs) are given for the change in outcome between month 6 and baseline and month 12 and baseline. CIs that exclude 0 indicate statistically significant within-group change between a given month (ie, month 6 or 12) and baseline. The first *P* value column corresponds to testing whether the change in outcomes between month 6 and baseline is different between the 2 groups. The second *P* value column corresponds to testing whether the change in outcomes between month 12 and baseline is different between the 2 groups.
Phase II—Secondary Outcomes

At month 6, the control group exhibited statistically significant improvements in HbA1c and LDL cholesterol (as indicated by the CIs in the first column of Table 4). Both intervention and control groups exhibited statistically significant improvements in SDSCA, BMI, and waist size. However, the differences between the intervention and control groups on improvements in these outcomes were not significantly different at month 6 (as indicated by $P$ values >.05 in the third column of Table 4). At month 12, statistically significant improvements occurred in SDSCA, BMI, waist size, and diastolic blood pressure in both the intervention and control groups. The control group also exhibited significant improvements in HbA1c and LDL cholesterol at month 12, and these improvements were significantly greater compared with those of the intervention group (HbA1c: between-group difference=-0.42; $P$=.006 and LDL cholesterol: between-group difference=-11.52; $P$=.01).

Phase II—Stratified Analyses by Baseline Patient Activation Measure Level

The intervention is tailored according to baseline PAM level, and therefore, we expect the effect of intervention over time to differ by subjects’ baseline PAM level. To test this, a three-way interaction term for the intervention group, time, and baseline PAM level was incorporated into the above GEE models. The results for the change between baseline and end of study (month 12) for each group, stratified by baseline PAM level, are presented in Tables 5 and 6.

Within each baseline PAM level, estimates (and corresponding CIs) are given for the change in outcome between month 12 and baseline for both the intervention and control groups. CIs that exclude 0 indicate statistically significant within-group change between month 12 and baseline for subjects in a given PAM level. The $P$ value column corresponds to testing whether the change in outcomes is different between the intervention and control groups within a given PAM level.

Among subjects with baseline PAM level 1, both intervention and control groups exhibited significant improvements in PAM score at month 12 (control group improvement=20.38, 95% CI 13.05 to 27.71; intervention group improvement=15.93, 95% CI 8.99 to 22.87); however, between-group differences did not reach statistical significance ($P$=39). On secondary outcomes, the control group exhibited significant improvements in waist size, diastolic, and systolic blood pressure. The intervention group exhibited significant improvements in SDSCA, HbA1c, BMI, waist size, and HDL cholesterol. Statistically significant between-group differences occurred only in HbA1c, BMI, and HDL cholesterol, indicating that the intervention group exhibited greater improvement in these outcomes compared with the control group (HbA1c: between-group difference=-0.43, $P$=.04; BMI: between-group difference=-1.80, $P$=.01; HDL cholesterol: between-group difference=8.42, $P$<.001).

### Table 4. Analysis of change from baseline at midpoint and study end.

<table>
<thead>
<tr>
<th>Outcome</th>
<th>Month 6</th>
<th></th>
<th>Month 12</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Patient Activation Measure score</td>
<td>Control, OR $^a$ (95% CI)</td>
<td></td>
<td>Intervention, OR (95% CI)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>4.81 (2.21 to 7.42)</td>
<td>.10</td>
<td>7.49 (4.44 to 10.55)</td>
<td>.007</td>
</tr>
<tr>
<td>Summary of Diabetes Self-Care Activities score</td>
<td>7.52 (5.43 to 9.61)</td>
<td>.99</td>
<td>6.97 (4.40 to 9.55)</td>
<td>.77</td>
</tr>
<tr>
<td>Glycated hemoglobin</td>
<td>$-0.36$ ($-0.57$ to $-0.14$)</td>
<td>.21</td>
<td>$-0.53$ ($-0.78$ to $-0.29$)</td>
<td>.006</td>
</tr>
<tr>
<td>BMI (kg/m$^2$)</td>
<td>$-0.31$ ($-0.62$ to 0.00)</td>
<td>.86</td>
<td>$-0.45$ ($-0.82$ to $-0.07$)</td>
<td>.72</td>
</tr>
<tr>
<td>Waist (inches)</td>
<td>$-0.57$ ($-0.96$ to $-0.19$)</td>
<td>.46</td>
<td>$-1.46$ ($-1.95$ to $-0.98$)</td>
<td>.95</td>
</tr>
<tr>
<td>Diastolic blood pressure (mm Hg)</td>
<td>$-1.83$ ($-3.81$ to 0.15)</td>
<td>.35</td>
<td>$-2.18$ ($-3.98$ to $-0.38$)</td>
<td>.70</td>
</tr>
<tr>
<td>Systolic blood pressure (mm Hg)</td>
<td>$-2.90$ ($-6.31$ to 0.52)</td>
<td>.18</td>
<td>$-2.88$ ($-6.63$ to 0.87)</td>
<td>.63</td>
</tr>
<tr>
<td>High-density lipoproteincholesterol (mg/dL)</td>
<td>1.22 ($-0.12$ to 2.57)</td>
<td>.76</td>
<td>$-1.39$ ($-2.82$ to 0.03)</td>
<td>.37</td>
</tr>
<tr>
<td>Low-density lipoprotein cholesterol (mg/dL)</td>
<td>$-5.78$ ($-11.22$ to $-0.33$)</td>
<td>.15</td>
<td>$-7.14$ ($-13.43$ to $-0.85$)</td>
<td>.01</td>
</tr>
</tbody>
</table>

$^a$OR: odds ratio.
Among subjects with baseline PAM levels 2 and 3, both the intervention and control groups exhibited significant improvements in PAM, SDSCA, and waist size. However, between-group differences were not statistically significant. The control group also exhibited significant improvements in HbA1c; between-group differences were significant among those with baseline PAM level 3 only (between-group difference=−0.45; \( P=.02 \)). The intervention group also exhibited significant improvement in BMI among subjects with PAM level 3, but the between-group differences did not reach statistical significance.

Among subjects with baseline PAM level 4, the intervention group exhibited a significant decrease in PAM (intervention group change=−10.49; 95% CI −16.54 to −4.44), whereas control subjects exhibited no significant change (control group change=−1.44; 95% CI −7.39 to 4.50). This difference in change

---

**Table 5.** Analysis of change from baseline to study end by baseline Patient Activation Measure level.

<table>
<thead>
<tr>
<th>Outcome</th>
<th>Baseline PAM level 2</th>
<th>Baseline PAM level 1</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Control, OR (95% CI)</td>
<td>Intervention, OR (95% CI)</td>
</tr>
<tr>
<td>Annealed</td>
<td>13.09 (6.26 to 19.92)</td>
<td>19.53 (8.99 to 22.87)</td>
</tr>
<tr>
<td>Summary of Diabetes Self-Care Activities score</td>
<td>6.42 (0.49 to 12.36)</td>
<td>12.78 (3.71 to 21.85)</td>
</tr>
<tr>
<td>Glycated hemoglobin</td>
<td>−0.94 (−2.85 to 0.17)</td>
<td>−0.52 (−1.32 to 0.08)</td>
</tr>
<tr>
<td>BMI (kg/m²)</td>
<td>0.58 (0.37 to 1.53)</td>
<td>−1.22 (−2.21 to 0.23)</td>
</tr>
<tr>
<td>Waist (inches)</td>
<td>−1.50 (−2.73 to −0.27)</td>
<td>−1.98 (−3.32 to −0.64)</td>
</tr>
<tr>
<td>Diastolic blood pressure (mm Hg)</td>
<td>−4.00 (−7.86 to −0.14)</td>
<td>−3.89 (−10.79 to 3.01)</td>
</tr>
<tr>
<td>Systolic blood pressure (mm Hg)</td>
<td>−9.93 (−17.18 to −2.68)</td>
<td>−8.33 (−17.17 to 0.51)</td>
</tr>
<tr>
<td>High-density lipoprotein cholesterol (mg/dL)</td>
<td>−4.86 (−8.16 to −1.56)</td>
<td>3.56 (0.50 to 6.61)</td>
</tr>
<tr>
<td>Low-density lipoprotein cholesterol (mg/dL)</td>
<td>−10.21 (−25.74 to 5.31)</td>
<td>9.56 (−10.02 to 29.13)</td>
</tr>
</tbody>
</table>

---

**Table 6.** Analysis of change from baseline to study end baseline Patient Activation Measure level (continued).

<table>
<thead>
<tr>
<th>Outcome</th>
<th>Baseline PAM level 1</th>
<th>Baseline PAM level 2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Control, OR (95% CI)</td>
<td>Intervention, OR (95% CI)</td>
</tr>
<tr>
<td>Annealed</td>
<td>6.29 (2.24 to 10.35)</td>
<td>4.26 (0.88 to 7.64)</td>
</tr>
<tr>
<td>Summary of Diabetes Self-Care Activities score</td>
<td>7.58 (4.44 to 10.73)</td>
<td>7.02 (3.15 to 10.89)</td>
</tr>
<tr>
<td>Glycated hemoglobin</td>
<td>−0.49 (−0.83 to −0.16)</td>
<td>−0.04 (−0.25 to 0.16)</td>
</tr>
<tr>
<td>BMI (kg/m²)</td>
<td>−0.43 (−0.86 to 0.01)</td>
<td>−0.42 (−0.76 to 0.07)</td>
</tr>
<tr>
<td>Waist (inches)</td>
<td>−1.51 (−2.18 to −0.83)</td>
<td>−1.56 (−2.08 to −1.03)</td>
</tr>
<tr>
<td>Diastolic blood pressure (mm Hg)</td>
<td>−2.55 (−5.22 to 0.11)</td>
<td>−1.23 (−3.24 to 0.79)</td>
</tr>
<tr>
<td>Systolic blood pressure (mm Hg)</td>
<td>−4.33 (−9.20 to 0.53)</td>
<td>−1.58 (−6.34 to 3.19)</td>
</tr>
<tr>
<td>High-density lipoprotein cholesterol (mg/dL)</td>
<td>−0.93 (−2.84 to 0.99)</td>
<td>0.12 (−2.56 to 2.81)</td>
</tr>
<tr>
<td>Low-density lipoprotein cholesterol (mg/dL)</td>
<td>−3.99 (−12.36 to 4.37)</td>
<td>3.32 (−3.62 to 10.26)</td>
</tr>
</tbody>
</table>

---

**aPAM:** Patient Activation Measure.

**bOR:** odds ratio.
was statistically significant (between-group difference = −9.05; \( P = .04 \)). The control group exhibited significant improvements in SDSCA, HbA1c, and BMI. Both groups exhibited significant improvements in waist size. However, between-group differences did not reach statistical significance in these outcomes.

**Phase II—Participant Engagement and Usability**

The percentage of subjects who engaged with MHCE at least \( 50\% \) of the days in each time period was 60.7% (68/112) for months 0-3, 57.4% (62/108) for months 3-6, 49.5% (51/103) for months 6-9, and 43% (42/98) for months 9-12. The percentage of subjects who engaged with MHCE at least 80% of the days in each time period was 41.1% (46/112) for months 0-3, 41.7% (45/108) for months 3-6, 14.6% (15/103) for months 6-9, and 26% (25/98) for months 9-12. Strong adherence, defined engagement with MHCE on at least 80% of days in each time period, was associated with improvement in all outcomes. However, only the association with HbA1c reached statistical significance (mean improvement = 0.35; \( P = .049 \)).

The mean SUS score for the MHCE group was 75.6 (SD 17.3) at month 6 and 76.8 (SD 14.8) at month 12. Strong adherence was associated with a higher SUS score (average increase = 5.01; \( P = .04 \)). As SUS was not recorded for the control group, group differences could not be compared.

**Discussion**

**Principal Findings**

The primary goal of this large feasibility study was to enhance the PAM level and improve self-management of T2D care using the DoD’s interactive and tailored MHCE system for T2D in a PCMH setting. To this end, we hypothesized that a user-centered design process would successfully shape the development of the MHCE for use in the self-management of T2D care. The research team engaged both patients and clinicians, observing patient and clinician overall satisfaction with the MHCE, high SUS (A+ and A−) scores, and 29 offered recommendations for system improvement; 86% (25/29) of these recommendations resulted in intervention modifications before feasibility testing. The methods and findings from the study’s phase I research align well with the aging barriers addressed by Wildenbos et al [61]. These include cognitive, physical ability, perception, and motivational barriers.

When comparing this study with comparable mHealth studies, there were differences in participant demographics. Specifically, our research participants tended to be older (age: mean 62.9 years, SD 10.3) than participants in other studies [36,38,62-69] and had a larger BMI (32.7 kg/m\(^2\), SD 6.2 kg/m\(^2\)) at baseline [62,64-66,68]. This study engaged a substantial percentage, 59.4% (136/229), of unemployed participants; most of them were military retirees. Finally, our research participants were members of a PCMH site within one of two military treatment facilities (ie, military run hospitals) and as such typically received health care services with no (or minimal) out-of-pocket costs. A descriptive primer on this federal health system has been published [70].

Overall retention was high in this study, 93.0% (213/229) for the 12-month study, which is consistent with other mHealth projects [66] and demonstrates the feasibility of conducting a PCMH intervention among T2D patients. The 12-month duration of this study was longer than loosely comparable studies, which generally targeted a 9-month [36,63], 6-month [64,65], or 3-month duration [38,62].

The team hypothesized that the use of the MHCE would increase the PAM and self-care activities of patients with T2D and that patients who engage at a higher rate with the MHCE would realize improvement in clinical measures. In our study, both intervention and intervention-lite (control) groups showed significant improvement from baseline to 12 months in SDSCA (measuring self-care activities) as well as in BMI, waist size, and diastolic blood pressure control. A somewhat surprising finding in the study is that only the control group exhibited significant improvement in the PAM score. Furthermore, improvements in the control group exceeded improvements in the intervention group for most clinical outcomes.

However, a closer analysis of the data reveals a complex yet intriguing pattern of how mHealth intervention effectiveness can vary by the baseline level of patient activation. With the exception of patients with the highest level of activation (PAM level 4), all intervention group patients exhibited significant improvements in the PAM score. Furthermore, the intervention appears to be superior to control for patients with the lowest level of activation (PAM level 1). In this class of patients, the intervention group showed significantly greater improvements at the end of the study in HbA1c, BMI, and HDL cholesterol levels compared with the control group (these were the only significant differences between the groups). This finding may suggest that in a resource-limited health system environment, a targeted investment in mHealth to support self-management of T2D for PAM level 1 patients may yield optimal results compared with patients who are more activated. With the more activated patient, demonstrating higher PAM scores, a less costly peripheral device (eg, glucometer, activity monitor, and scale) may by itself enhance self-care activities.

Our finding that the intervention group exhibited significant improvements over the control group in several cardiovascular outcomes in T2D patients with baseline PAM level 1 is consistent with previous findings that text messaging is effective in helping patients with T2D achieve better glycemic control [16,36,71]. Although tailored messaging did not generate superior results compared with the control group for patients with higher PAM levels, it does not suggest that the PAM-aligned tailored behavioral messaging was faulty or should be discarded. In our study, the DoD technology partners secured the tailored behavioral messaging embedded within the MHCE under an indicator labeled as “health tips.” However, because of privacy concerns, patients could only see the message after logging into the MHCE mobile app through its security layers to view the message. The multistep process of accessing the messages was indirect and could have been overlooked on the patients’ personal cell phone. Future efforts should consider redesigning the MHCE (or mHealth platforms) to accommodate nonpersonal health information (PHI) and tailored health...
message delivery to the patient in his/her preferred communication process. Most of this will likely be via mobile app push notifications and/or text messaging. Several published studies have successfully leveraged tailored health messaging (without PHI), delivered in a direct delivery process via text messaging to participants [16,36,69]; one study was very short term in nature [69].

Although SUSs remained constant throughout the study and were associated with increased patient engagement, overall patient engagement with the MHCE system decreased throughout the study period. Decreased engagement may be partly explained by frustration with system upgrades and synching of devices expressed by some patients, along with the multistep process of MHCE discussed above. However, high levels of initial patient engagement in other mHealth projects that drop off after 6 to 12 months have been observed [16,63,72]. This might suggest that systems such as the MHCE may be optimally deployed in self-care of T2D for periods up to about 6 months; lengthy engagement (>6 months) may not generate the desired results.

**Limitations**

Our study design is not immune from potential threats to validity. Both the intervention and control groups were issued the same clinical outcome measuring devices and completed the biweekly SDSCA survey. However, we do not have information on whether patients in the control group did the synchronizing of their measuring devices to their mobile phones, tablet computers, or desktop/laptop computers for viewing and tracking purposes. Therefore, we cannot rule out the possibility that a substantial proportion of the control group had access to visualized tracking information similar to the intervention group. For these patients, improvement in these outcomes may be explained by the same mechanisms whereby self-weighing is linked with weight loss [73]. Another limitation of the study is that food intake and daily activities outside the research sites are uncontrolled due to the nature of this type of field experiment.

Finally, although our study included user-center design testing (including solicitation of user design preferences) and ultimately generated a high retention rate for the 12-month study, patient engagement with MHCE decreased throughout the course of the phase II study. This trend was also seen in previous mHealth projects, and future studies should therefore consider incorporating follow-up participant assessments of continued engagement. If implemented following phase I, this may help the understanding of discontinued engagement and provide opportunities for improvement.

**Acknowledgments**

Research was extramurally funded by the US Army Medical Research Acquisition Activity contract #W81XWH-15-C-0070. The funder did not influence the design of the study or strategies related to its collection, analysis, or interpretation. The views expressed are those of the authors and do not reflect the official policy of the US Department of the Army, the Department of the Air Force, the Department of Defense, or the US Federal Government.

**Authors' Contributions**

RG initially conceptualized the study, and both RG and LR wrote the initial draft of the manuscript. PC, RG, KE, MH, KC, and JM assisted in the setting of the narrative, enrollment strategies, and institutional review board–related issues. The technical aspects of the intervention and MHCE description were authored by JL and RG. The biostatistics and data analysis strategies were developed by LC, LS, and LR. The patient activation activities in the study were coordinated by MH, KC, JM, AS, KP, and KE. The user-centered design and qualitative component were researched and authored by JW, SG, and KE. The outcome measures component was conceptualized and authored by PC, KT, LS, LZ, JW, LC, MH, and KE. The clinical components, including the inclusion and exclusion criteria, were developed by PC, JM, MH, KE, and RG. The Military Health System review and components were authored by JM, MH, KE, and RG. Active site Principal Investigators in the study were PC and RM. Acquisition and formatting of data for analysis were conducted by KT, LC, MA, and EH. Statistical analyses were conducted by LR, KT, BL, and LS. Interpretation of the data was performed by LR, RG, LS, and KT. All authors read, contributed to, critically reviewed, and approved the final manuscript.

**Conflicts of Interest**

JL and AS are federal employees charged with oversight of the DoD’s MHCE mHealth system used in the study. None of the other authors report any conflicts of interest.

Multimedia Appendix 1

Annotated visual presentation of patient screenshots and workflow.
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Multimedia Appendix 2

Annotated visual presentation of clinician access.
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Abstract

Background: Social anxiety disorder is a highly prevalent and burdensome condition. Persons with social anxiety frequently avoid seeking physician support and rarely receive treatment. Social anxiety symptoms are frequently underreported and underrecognized, creating a barrier to the accurate assessment of these symptoms. Consequently, more research is needed to identify passive biomarkers of social anxiety symptom severity. Digital phenotyping, the use of passive sensor data to inform health care decisions, offers a possible method of addressing this assessment barrier.

Objective: This study aims to determine whether passive sensor data acquired from smartphone data can accurately predict social anxiety symptom severity using a publicly available dataset.

Methods: In this study, participants (n=59) completed self-report assessments of their social anxiety symptom severity, depressive symptom severity, positive affect, and negative affect. Next, participants installed an app, which passively collected data about their movement (accelerometers) and social contact (incoming and outgoing calls and texts) over 2 weeks. Afterward, these passive sensor data were used to form digital biomarkers, which were paired with machine learning models to predict participants’ social anxiety symptom severity.

Results: The results suggested that these passive sensor data could be utilized to accurately predict participants’ social anxiety symptom severity (r=0.702 between predicted and observed symptom severity) and demonstrated discriminant validity between depression, negative affect, and positive affect.

Conclusions: These results suggest that smartphone sensor data may be utilized to accurately detect social anxiety symptom severity and discriminate social anxiety symptom severity from depressive symptoms, negative affect, and positive affect.

(J Med Internet Res 2020;22(5):e16875) doi:10.2196/16875
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Introduction

Background

Social anxiety disorder (SAD) affects approximately 13% of Americans [1]. It is characterized by an intense, persistent, and exaggerated fear of evaluation or scrutiny in social situations and associated with behavioral avoidance [2]. SAD has a high socioeconomic cost, as it is associated with increased risk of school dropout, reduced productivity in the workplace, and lower quality of life [3]. Individuals with SAD symptoms are also at increased risk for developing depressive disorders [4], with comorbidity rates estimated between 30% and 70% in clinical and community samples [5-7].
Broadly speaking, anxiety around social situations (eg, fear of rejection or embarrassment) is relatively commonplace and can negatively impact individuals even outside the confines of this diagnostic category [8]. Furthermore, given the social inhibition and private anguish inherent to this pathology, SAD symptoms are often mistaken for shyness by others or perceived as a character flaw by the individual. As a result of these misconceptions, the nuanced effects of the condition are frequently underreported and underrecognized. Indeed, individuals with SAD often avoid consulting physicians about their psychological problems [9], and studies estimate that only 35% of individuals who meet clinical criteria receive treatment [3]. Thus, a sizable proportion of individuals who are struggling with SAD symptoms and could benefit from intervention go unaided. Moreover, there is a large time gap between disorder onset and the individual receiving treatment, with 36% experiencing SAD for more than 10 years before seeking help [10]. Currently, much of our understanding of the occurrence and presentation of SAD symptomatology is based on dispositional measures that have limited ecological validity. There is a great need for novel methodologies to improve our understanding and ability to identify individuals who may be vulnerable to developing this debilitating condition.

Smartphones have shown promise in recent years as ecologically valid tools for monitoring and predicting one’s behavior and psychological state [11-14]. Specifically, passive usage and sensor data streams (eg, accelerometers, microphones, and GPS) offer insight into momentary behaviors that can serve as proxies for important mental health variables. The overarching goal of harnessing such data is to better understand, predict, and ultimately intervene when subtle behaviors are suggestive of problematic pathology. These data can be used to evaluate indicators of pathology over time with minimal burden or cost to the individual, researchers, or the broader health care system. Previous research examining patterns of smartphone use by socially anxious individuals have investigated a number of constructs including level of smartphone addiction [15,16], communication preferences (eg, preference for texting over voice calls) [17], behavioral markers before outgoing phone calls [18], location data (ie, using GPS) [19], and use of camera and health-related apps [20].

**Previous Findings**

Despite the promise of offering a better understanding of the contextual factors related to SAD symptom severity, most of the current research to date has not examined whether symptom severity can be accurately predicted utilizing only sensor data (ie, without additional severity indicators). This investigation is necessary to assess the utility of smartphone sensor data as a stand-alone predictive tool. Particularly, research is needed to determine whether passive sensor data could present a viable alternative to traditional assessments. Some research has examined the within-sample correlations of specific sensor metrics related to SAD symptom severity with significant correlations between some passive sensor data, including location, movement, calls, and texts [19,21]. However, correlations presented in previous publications have been based on general linear models utilizing the entire dataset and, consequently, may overfit the sample and overestimate how well these models would generalize to new independent samples [22]. In addition, the correlations used in these methods were not based on machine learning models, which can combine features to better predict SAD symptom severity (consequently, the absolute correlations between these features and social anxiety were only 0.01-0.36). The study by Boukhechba et al [21] was the only previous study that used the same publicly available data contained within this study.

To date, few researchers have investigated the out-of-sample accuracy of predicting social anxiety from these passive sensors [17,20]. Rather than examining SAD symptom severity continuously, one such study created three categories of SAD symptom severity (low, mid, and high) [18], which artificially and arbitrarily changes the scale and reduces the variance of the outcome [23]. Although previous researchers were successful in predicting social anxiety severity from phone calls, the out-of-sample prediction only explained 15.38% of the total variation in symptoms based on the statistics reported [19], indicating that the majority of the variance is explained by other variables not captured in the model. Consequently, although passive sensor data hold promise in assessing constructs related to SAD symptom severity, more research is needed to determine whether passive data can accurately predict symptoms to the degree that they represent a potential alternative to traditional assessments.

**Study Aims**

This study sought to test the utility of passive smartphone sensor data (ie, incoming and outgoing calls, text messages, and accelerometer data), gathered over 2 weeks via the Sensus mobile app as predictors of SAD symptoms in an unselected sample of undergraduates. Studies show that anxiety symptoms are common in undergraduate populations [24], and analog samples are useful for examining this pathology on a continuum [25]. Moreover, the study also utilized this sample to limit the influence of heterogeneity, given that undergraduates often experience similar environmental stressors and life phases. We hypothesized that we would be able to accurately predict SAD symptom severity with at least moderate accuracy (correlations greater or equal to 0.5 between out-of-sample predicted and observed social anxiety symptom severity) [26]. We also hypothesized that the predicted SAD symptom severity would show discriminant validity, evidenced by significantly higher correlations between the observed and predicted SAD symptom severity, compared with correlations with measures of affect (ie, depression symptoms, negative affect, and positive affect). Furthermore, given the novel nature of these data, we had some exploratory aims namely, we were interested in whether the data indicated any nuanced biomarkers that may be worth examining in future iterations of this work.

**Methods**

**Participants**

The current sample comes from a public use dataset [21]. A total of 72 undergraduate students within the United States consented to participate in the study (37/72, 51% female, mean age 19.8 years, SD 2.4; age range 18-23 years; 30/72, 41% white, 27/72, 37% Asian, 3/72, 4% black, 3/72, 4%...
Latinx/Hispanic, and 9/72, 12% multiracial or unspecified. Participants were recruited through email advertisements sent to university email listserv for undergraduate students and the psychology department study participant pool. Participants were required to own their own Android devices (with an operating system 4.3 or higher). Although 72 participants were enrolled, only 59 with any phone calls, text data, and accelerometer data across the study period were a part of this study (all three channels were required to be included in the current analysis).

**Measures**

**Social Interaction Anxiety Scale**

The Social Interaction Anxiety Scale (SIAS) represented the primary outcome for this study [27]. The SIAS assesses the level of anxiety experienced in social situations using 20 self-report statements. Participants rate each of these items on a 0 (not at all characteristic of me) to 4 (extremely characteristic of me) Likert scale. In comparing patient populations with nonpatient populations, the SIAS demonstrated superior ability in differentiating SAD from nonanxious controls, with 82% to 86% sensitivity and 82% to 90% specificity using a cutoff point of 34 [28,29]. The SIAS also demonstrated high convergent validity (r = 0.72) with the social phobia scale [28]. Previous research suggests that the optimal cutoff score for differentiating clinically significant SAD for the SIAS is 36 and that this cutoff point results in 93% sensitivity and 60% specificity in differentiating SAD from other clinically anxious groups, including panic disorder and agoraphobia [30]. Thus, the SIAS has strong convergent and discriminant validity in assessing a range of social anxiety symptoms. Moreover, the internal consistency of the SIAS in the current sample was good (alpha = .83) [11].

**Depression, Anxiety, and Stress Scale—Depression Scale**

The Depression, Anxiety, and Stress Scale (DASS-21) was used to assess depressive symptoms as a measure of discriminant validity for the study. The depression scale has excellent convergent validity (r = 0.78 with the personal disturbance depression scale, r = 0.66 with the Hamilton depression scale) [31] and adequate discriminant validity (r = 0.62 for personal disturbance anxiety scale, r = 0.59 for the Hamilton anxiety scale) [31]. The depression scale also has excellent internal consistency in the current sample (alpha = .91) [11].

**Positive Affect Negative Affect Schedule**

The positive affect negative affect schedule (PANAS) is a commonly utilized measure of positive and negative affect and was used in this study as a means of assessing discriminant validity [32]. The PANAS is a 20-item instrument that asks participants to rate the degree to which they experience positive (eg, alert, inspired, enthusiastic) and negative (eg, distressed, upset, guilty) affect in general on a 1 (very slightly or not at all) to 5 (extremely) Likert scale. The negative affect subscale of the PANAS has demonstrated convergent validity with the Beck Depression Inventory (r = 0.58), the Hopkins Symptom Checklist (r = 0.74), and the State Trait Anxiety Inventory state anxiety scale (A-State; r = 0.51); while the positive affect subscale is negatively correlated with these measures (r = −.35, −.19, and −.35, respectively [32]). Both subscales exhibit good internal consistency (alpha negative affect = .87, alpha positive affect = .88 [32]; note that the raw items were not reported for this sample, so the internal consistency of these scales is unknown for the current sample).

**Passive Sensor Data**

Accelerometer data were collected once per second (1/Hz) for the duration of the study. Notably, accelerometers sampled at this frequency have been used to detect related psychopathology (eg, major depression and bipolar disorders; pain and worry severity) [33-35]. Likewise, incoming and outgoing calls and text timestamps were recorded during the study period (note that the text message content was not included). Passive sensor data were collected for approximately 2 weeks (mean 16.41 days, SD 2.69).

**Procedure**

The study was approved by the institutional review board at the University of Virginia. Participants received partial course credit or payment for their participation, and they were told that the study examined how their thoughts and feelings interacted with their daily environment. They were also instructed on the type of data that would be collected from their mobile phones. Individuals provided informed consent and attended two laboratory visits. During the first laboratory visit, they completed the SIAS and other measures (not relevant to this study). After this, participants installed the Sensus mobile app onto their own Android phones. They returned approximately 2 weeks later, where they completed additional measures and were debriefed (although the authors may have collected these same measures during the follow-up assessment, only the baseline assessments were released).

**Planned Analyses**

**Overview of Analyses**

Before any analyses, a set of biomarkers was created for each person’s data. Note that passive sensor data are based on within-person variation (ie, changes over time), and yet the primary hypothesis is based on a between-person question (ie, stable individual differences across people, which matches previous research conceptualizing anxiety disorders as dynamical systems) [36]. Consequently, the same set of biomarkers was extracted separately for each person from the time series of their passive sensor data, and, then, these biomarkers were used for interindividual analyses.

**Accelerometer Biomarkers**

The accelerometer data were processed consistently with a previously published procedure [33]. The first feature creation was used to describe the overall distribution of the outcome scores; this included the following raw data metrics: (1) the mean, (2) median, (3) mode, (4) minimum, (5) maximum, (6) skewness, (7) kurtosis, and (8) SD. Furthermore, we included (9) the root mean square of successive difference from 1 and 2 lags difference, and (10) the first through 99th quantiles in increments of 1 percentile. Thus, these features were predominantly created to extract relevant signals related to the functional form of the raw data.
The second set of features was created to represent the autoregressive dynamic nature of the raw data, which can measure complex relationships of temporal stability and oscillatory patterns while imposing a constraint for smoothness. This was constructed using the differential time-varying effect model, which is based on a generalized additive modeling framework utilizing the following formula for each person. In particular, the mean of \( y_{i,l'} \), \( \mu \equiv E(y_{i,l'}) \) is linked to a semiparametric predictor, \( \eta_i \), expressed as:

\[
\eta_i = f_1(TD_{i,l})y_{i,l}
\]

Here, \( y \) represents the raw data for each measurement \( i \), at lag \( l \). Note that \( l' \) represents a stacked vector of the outcome such that the same time series is stacked repeatedly to account for each potential lagged relationship \( l \). The term \( f_1 \) represents a smooth based on a thin-plate regression spline. Note that the term \( f_1 \) is a nonparametric component wherein the effects of a series of covariates on the mean of the transformed dependent response variable are of unknown functional forms. \( TD \) reflects the time difference between the measurement occasion \( i \) and lag \( l' \). The primary term interest is thus: \( f_1(TD_{i,l})y_{i,l'} \), which is a varying-coefficient model representing the linear relationship between the lagged outcome of \( y \) on itself at later time points as a function of nonlinear time differences [37]. Features were created separately for each person’s raw data (i.e., one model per person). The extracted feature was the predicted varying-coefficients across the entire time series from all possible lags.

The third set of features was based on the spectral analysis, wherein each of the estimated power spectral densities was recovered for the raw data [38]. This represents the decomposed cyclical patterns that are common throughout the time series within the data. The power density describes the degree of strength of the variation in the raw data as a function of frequency. There was no missing accelerometer biomarker data.

**Text Message Biomarkers**

Notably, the text message data were much sparser than the accelerometer data, and consequently, fewer biomarkers could be derived. The distributional outcomes described within the accelerometer biomarkers above (e.g., mean, median, mode, etc.) were applied to the vector of the time difference between the text messages with the goal of processing the distribution of the time difference between adjacent text messages (attempting to capture whether the participant engaged in text messages with long delays or shorter-time periods). This was first applied for all text messages, then all incoming text messages, and finally, all outgoing text messages. The typical distribution variance between persons was also captured by taking the same distributional features of the time differences for each person that the person contacted, and then calculating the SD of the distribution of time differences (note that this was to account for the potential that a socially anxious person may vary in the speed with which they text back persons with whom they are close as opposed to persons with whom they enjoy a more distant relationship). This resulted in a measure of how much variation there was in the length of time between contacts. Finally, the last feature that was extracted was the number of total texts. There was no missing text message biomarker data.

**Call Biomarkers**

The following features were created to process the call data: (1) the total number of calls, (2) the percentage of calls that were missed, (3) the percentage of calls that came during times the phone was idle (i.e., to capture a time in which they might have been interrupted from their current tasks, which could facilitate avoidance among those with high social anxiety), (4) the number of total persons that the participants contacted, and (5) the distribution features extracted from the time differences between calls (i.e., similar to the text messages, this approach was to account for how long it would take a person to call someone back, which we suspected could be higher in persons with high social anxiety). There was no missing call biomarker data.

**Machine Learning**

After each of the features were created, an ensemble of extreme gradient boosting machines (XGboost) was utilized. Extreme gradient boosting machines are learning algorithms composed of several weak tree-based learners. They have shown to be more robust at predicting outcomes compared with many traditional algorithms and are often the algorithm that consequently wins machine learning competitions for this reason. The lower level extreme gradient boosting learners were blocked in the following way: (1) predicting social anxiety from the accelerometer distribution features (which constituted one model), (2) predicting social anxiety from the accelerometer autoregressive dynamics (which comprised a second model), (3) predicting social anxiety from the accelerometer spectral densities (trained based on spectral densities in blocks of 1000 features each), (4) predicting social anxiety from the text message biomarkers, and (5) predicting social anxiety from the call biomarkers. Note that each of the extreme gradient-boosting models utilized leave-one-out cross-validation, such that the features that were extracted were the predictions from the model without including that participant in the model (i.e., all features were out-of-sample predictions). Finally, the final ensemble model was trained based on the model predictions of the lower order models, with the higher-order model also being based on an extreme gradient boosting model. The final ensemble model also utilized leave-one-out cross-validation, such that the final model was based on an out-of-sample prediction.

**Outcome Metrics**

The primary outcome of interest was the correlation between the predicted and observed SAD symptom severity scores. In addition, the discriminant validity of the predicted SAD symptom scores was also compared by comparing the correlation between the SAD symptom scores based on the smartphone biomarkers and depression, negative affect, and positive affect. As there was missing data in the depression (5% missing), negative affect (14% missing), and positive affect (14% missing), multiple imputation was utilized to estimate the correlations for the discriminant validity. Similar to Ortiz et al [39], discriminant validity was compared by comparing the correlations between predicted SAD symptom severity based on the smartphone biomarkers and the observed SAD symptom
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severity strength, compared with the correlation between the smartphone biomarkers and depression, negative affect, and positive affect, respectively [40].

The variable importance from the model ensemble was identified, such that the most important feature will be extracted and plotted to determine the most important contribution to the model predictions. In addition, the t-distributed stochastic neighbor embedding (t-SNE) plot was examined from the lower order ensemble models and the final predictions to visualize the degree of separation between the predictors and social anxiety symptoms. The t-SNE plot is a visual depiction of how well the machine learning models naturally separate different degrees of SAD symptom severity. The variable importance of the primary feature was also extracted from the higher-order ensemble, as well as from the lower order model to determine the single most influential digital biomarker of the predictions of SAD symptom severity.

**Results**

**Percentage of the Sample With Clinical Anxiety**

The distribution of the SAD symptom severity is depicted in Figure 1. The mean of the SIAS was 29.125, with an SD of 9.407, and a range from 11 to 52. On the basis of previous validated cutoffs (score of 34 on the SIAS), 36% (21/59) of the sample was above the primary cutoff, suggesting they were at clinical levels of SAD. In applying the more conservative cutoff of 36 used in clinical outpatient samples to differentiate anxiety from other anxiety disorders, a total of 34% (21/59) of the sample was very likely to have clinically significant social anxiety (and not merely other anxiety disorders, based on the results of a previous study suggesting that this clinical cutoff discriminated SAD from other anxiety disorders [30]).

**Primary Results**

**Convergent Validity**

The results suggested that there was a strong correlation between predicted and observed social anxiety symptom severity $r=0.702$, $95\%$ CI 0.543-0.812; $P<.001$ (see Figure 2 for a plot of the individual level predictions). Supporting our hypothesis, the bounds of the 95% CI suggested that the strength of the correlation was above 0.5. See Figure 3 for a visual depiction of the degree of separation of the lower order ensemble model features and SAD symptom severity.

**Figure 1.** Social anxiety symptom severity based on the social interaction anxiety scale.

**Figure 2.** Z-scores of the predicted social anxiety disorder (SAD) severity and the observed SAD symptom severity for each participant. Note that the patient index represents each of the 59 participants and not a continuous metric. SAD: social anxiety disorder; SIAS: social interaction anxiety scale.

\[ SIAS \]

\[ r=0.702, \ p<.001 \]
Discriminant Validity

Regarding the discriminant validity of the measure, the results suggested that there was a weaker but positive relationship between the predicted SAD symptom severity from smartphone biomarkers and depression severity \( (r=0.357, 95\% \text{ CI } 0.112-0.562; P=.005) \), and this correlation is significantly lower than that between the predicted SAD symptom severity from the smartphone biomarkers and the observed SAD symptom severity \( (Z=3.441; P<.001) \). Likewise, the predicted SAD symptom severity from smartphone biomarkers had a positive correlation with negative affect \( (r=0.384, 95\% \text{ CI } 0.143-0.583; P=.003) \), and the correlation is significantly lower than that between the predicted and observed SAD symptom severity \( (Z=3.484; P<.001) \). The predicted SAD symptoms had a nonsignificant negative correlation with positive affect \( (r=-0.138, 95\% \text{ CI } -0.380 \text{ to } 0.122; P=.32) \), which was significantly lower than the correlation between predicted and observed SAD symptom severity \( (Z=5.980; P<.001) \). The magnitude of the variance explained was also more than three times greater between the predicted and observed SAD severity, compared with the variance explained by the predicted SAD severity and each of the discriminant constructs. This suggests that smartphone biomarkers demonstrate discriminant validity between depression, negative affect, and positive affect. Note that the partial correlation between the predicted SAD severity and the observed SAD severity was also still strong and significant when controlling for depression, positive affect, and negative affect \( (r=0.502, 95\% \text{ CI } 0.283 \text{ to } 0.671; P<.001) \).

Exploratory Aims

Note that based on the variable importance metrics, the oscillations occurring every 6.35 seconds appeared to be the most influential contributor to the final ensemble model (see Figure 4). Graphical depictions of the results showed clear differences in amplitude between those with higher social anxiety symptoms and those with lower social anxiety symptom severity, such that those with low social anxiety tended to have greater oscillatory frequency patterns during this 6-second timespan.
Figure 4. Oscillations of movement at approximately every 6 seconds and the relationship to social anxiety symptom severity. Note that each line represents a separate person. The lines are shaded from blue (low social anxiety symptoms) to red (high social anxiety symptoms). This graph clearly depicts that those with high social anxiety symptoms tended to have lower amplitudes of these 6-second oscillations than those with higher social anxiety symptoms. SIAS: social interaction anxiety scale.

Discussion

Principal Findings

Our data indicated that calls, texts, and movement patterns captured by individuals’ smartphones over 2 weeks provided sufficient information to predict severity of SAD symptoms with moderately strong accuracy ($r=0.702$), and that these patterns can also accurately discriminate social anxiety from depression ($r=0.357$), negative affect ($r=0.384$), or positive affect ($r=-0.138$). Although preliminary, these data are promising, as they suggest that simple behavioral information that is already passively collected for most individuals in the United States may represent a highly feasible, low-cost, low-burden, and specific mechanism for identifying people who are vulnerable to experiencing problematic levels of social anxiety.

Note that the present findings provide unique and incremental contributions of the previous public use dataset [21]. In particular, the previous research trained models based on the entire dataset and did not use a holdout sample, which may result in overfitting the sample and overestimate how well these models would generalize to new independent samples [22]. In addition, the correlations used via these methods were not based on machine learning models, which may combine features to better predict SAD symptom severity (consequently, the absolute correlations between these features and social anxiety were only 0.01-0.36) [21]. By utilizing a combination of features, rather than single features, the correlations were substantially better within the current sample despite being based on out-of-sample predictions.

The current findings are particularly notable when one considers the concurrent validity of these predictions is approximately equivalent to the convergent validity between established social anxiety symptom scales (eg, $r=0.730$ between the SIAS and the Liebowitz Social Anxiety Scale) [41]. This suggests that the accuracy of these behavioral phenotypes is approximately equivalent to the validity of symptom measures, which is particularly noteworthy given that self-report scales are known to tend to overly correlate with one another more strongly than other methods due to the artifact of shared method variance alone [42]. This has important implications for the field of psychology, as behavioral profiles are not based on subjective feelings, but rather replicable observable phenomena. Although this work is preliminary and more work is needed to develop a broader constellation of digital biomarkers, these behavioral profiles may be interesting outcomes to help organize and conceptualize psychiatric disorders themselves.

This study has many notable strengths. In particular, the smartphone app collected passive data from participants over 2 weeks continuously (once per second), allowing for rich behavioral signals that are well beyond the temporal precision available in existing social anxiety measures. Likewise, this study also applied some cutting-edge machine learning techniques in analyzing these digital biomarkers. This study also utilized leave-one-out cross-validation to examine the overall performance, which directly examines the degree to which the trained model generalizes to unseen data, and these models continued to suggest that they had high predictive accuracy. Finally, this study included a large percentage of those at clinical levels of SAD.

Limitations

This study has some limitations that provide direction for future research. First, our sample size was modest, and participants were all undergraduate students, which may limit the convergent validity of these predictions is approximately equivalent to the convergent validity between established social anxiety symptom scales (eg, $r=0.730$ between the SIAS and the Liebowitz Social Anxiety Scale) [41]. This suggests that the accuracy of these behavioral phenotypes is approximately equivalent to the validity of symptom measures, which is particularly noteworthy given that self-report scales are known to tend to overly correlate with one another more strongly than other methods due to the artifact of shared method variance alone [42]. This has important implications for the field of psychology, as behavioral profiles are not based on subjective feelings, but rather replicable observable phenomena. Although this work is preliminary and more work is needed to develop a broader constellation of digital biomarkers, these behavioral profiles may be interesting outcomes to help organize and conceptualize psychiatric disorders themselves.

This study has many notable strengths. In particular, the smartphone app collected passive data from participants over 2 weeks continuously (once per second), allowing for rich behavioral signals that are well beyond the temporal precision available in existing social anxiety measures. Likewise, this study also applied some cutting-edge machine learning techniques in analyzing these digital biomarkers. This study also utilized leave-one-out cross-validation to examine the overall performance, which directly examines the degree to which the trained model generalizes to unseen data, and these models continued to suggest that they had high predictive accuracy. Finally, this study included a large percentage of those at clinical levels of SAD.
generalizability of findings as SAD affects individuals of all ages and educational backgrounds. Furthermore, although 36% (20/59) of the sample reported symptom severity above the suggested clinical cutoff on the SIAS, we did not use a clinical sample in this study. Thus, it will be important that future replications of this work be conducted in larger, more representative samples. Larger samples would also allow for more power to test possible moderating variables (eg, gender). Second, passive data collection does not allow us to quantify the type of social contact that someone may be experiencing (ie, it may be difficult to infer whether someone is contacting a relative or a distant acquaintance). Third, the current models were trained to predict between-person differences, and, consequently, it is unknown whether the results would generalize to predicting within-person variability.

Our data also revealed that the most influential contributor to the predictive model was oscillatory frequency patterns during a 6.35-second timespan, such that less socially anxious individuals evidenced greater oscillatory frequency than high-social anxiety counterparts. Given the nature of the speed, we suspect that this reflects the length of several sequential strides during walking (ie, where this pace would reflect a slightly below average stride of six consecutive strides based on persons average walking pace) [43]. We suspect that this oscillatory pattern occurred as it best reflected continued walking frequency (ie, between 1 and 2 strides in a local environment likely has very high instability as persons only navigate very little distance). Nevertheless, given the novel nature of this metric, the true implications of this finding are unclear. It is possible that this pattern reflects persons with low social anxiety walking at a consistent confident and steady pace, whereas persons with high social anxiety walking might walk more quickly and less confidently or at an irregular pace. Continued research is needed to clarify the degree to which this finding is specific to this population, and the relevance of this metric for our understanding of symptom presentation.

Conclusions
Taken together, our study extends recent efforts to utilize passive smartphone sensor data to improve the field’s ability to detect nuanced behavioral indicators of problematic pathology [44,45]. This is especially important for individuals with social anxiety, given that the occurrence of these symptoms is more frequent than is typically reported. However, this method of harnessing naturally occurring behavioral data is certainly relevant for identifying and better understanding a range of maladaptive thoughts and behaviors that underlie psychiatric conditions more broadly.
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Abstract

Background: As breast cancer survival rates improve and structural health resources are increasingly being stretched, health providers require people living with and beyond breast cancer (LwBBC) to self-manage aspects of their care.

Objective: This study aimed to explore how women use and experience social media to self-manage their psychosocial needs and support self-management across the breast cancer continuum.

Methods: The experiences of 21 women (age range 27-64 years) were explored using an in-depth qualitative approach. The women varied in the duration of their experiences of LwBBC, which facilitated insights into how they evolve and change their self-management strategies over time. Semistructured interviews were analyzed inductively using a thematic analysis, a polytextual analysis, and voice-centered relational methods.

Results: The use of multiple social media platforms, such as YouTube, Facebook, WhatsApp, and Twitter, enabled women to self-manage aspects of their care by satisfying needs for timely, relevant, and appropriate support, by navigating identities disrupted by diagnosis and treatment and by allowing them to (re)gain a sense of control. Women described extending their everyday use of multiple platforms to self-manage their care. However, women experienced social media as both empowering and dislocating, as their engagement was impacted by their everyday experiences of LwBBC.

Conclusions: Health care professionals (HCPs) need to be more aware, and open to the possibilities, of women using multiple social media resources as self-management tools. It is important for HCPs to initiate value-free discussions and create the space necessary for women to share how social media resources support a tailored and timely self-managed approach to their unique psychosocial needs.

(J Med Internet Res 2020;22(5):e16902) doi:10.2196/16902
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Introduction

Background

Breast cancer remains the most common type of cancer in women [1]. Owing to the improvements in early diagnosis, treatment, and an aging population [2,3], survivorship rates and life expectancy for women living with and beyond breast cancer (LwBBC) are increasing. However, as health care systems are increasingly stretched, with significant gaps developing in health care resource provision, increasing patients’ abilities to engage
in positive self-management behaviors when living with long-term conditions [4,5] has become a global issue [6].

Self-management—defined as “awareness and active participation by the person in their recovery, recuperation, and rehabilitation, to minimize the consequences of treatment, promote survival, health and well-being” [7]—is reported to support patient empowerment, increase self-efficacy, and lead to behavioral changes, while reducing demands on health care resources [4,5,7-9]. However, Rogers et al [9] suggest that more attention needs to be placed on the “contexts, resources, practices, priorities, and networks of patients living with a chronic condition to identify the nuanced ways in which self-care support and long-term condition management can be integrated into the open systems of people’s everyday lives.”

Women LwBBC report many ongoing and unmet psychosocial needs [10,11], including pain, fatigue, fear of recurrence, lymphedema, and hair loss [12-19]. As these complex issues require ongoing support, attending to the everyday resources, practices, priorities, and patient networks that women engage in for their own self-care, could offer health care professionals (HCPs) insights for better health care outcomes.

Social media have the potential to support women LwBBC to manage aspects of their own self-care, including managing unmet psychosocial needs. Social media are defined as a group of Web-based apps that enable the creation and sharing of user-generated content [20]. They offer patients instant access to information and new connections through easy access to other users [21]. Social media have become taken for granted health information resources [22,23] and include, for instance, a cancer tag ontology of hashtags on Twitter that links patients, doctors, caregivers, and advocates. This includes a weekly tweet chat in relation to breast cancer—#bcsm (breast cancer social media) [24,25]. However, research on social media use by women LwBBC is limited to a small number of studies [24,26-39]. These studies have focused either on discrete platform use (eg, Facebook, Twitter) or have adopted methods such as secondary data analysis [26-38], which do not acknowledge the complex ways in which social media are used and experienced by women LwBBC. Furthermore, research on social media as a component of electronic health interventions [6] ignores the experiences of women using commercial social media platforms to create, use, maintain, and generate grassroots informational and storytelling spaces, such as blogs, and community spaces, such as Facebook groups, to support their own self-management. Facebook groups can be open, closed, or secret. Open means anyone can see the group, who is in it, and can join it. Closed groups can also be seen by anyone. The group’s name, description, and member list are publicly visible; however, only those who have been invited to a closed group can see its posts. A secret group is not publicly visible. Women must ask to join secret breast cancer groups and are added by a moderator, and only group members can see group posts. As women are generating digitally mediated support together in Web spaces, understanding how women LwBBC use social media to support self-management and self-care practices can help target informational and psychosocial support more appropriately and provide useful information to HCPs about women’s self-management practices.

Objective
This study aimed to explore how women use and experience social media to self-manage their psychosocial needs and support self-management across the breast cancer continuum.

Methods
Design
A qualitative study was used to explore women’s use of social media to support self-management when LwBBC as we were unable to find previous studies that explored use of multiple social media for this purpose. Semistructured interviews, including visual methods were developed to gain rich, detailed data [40]. Photographs were introduced into the interview setting through photo elicitation (social support images provided by the research team, eg, friends being together, families, HCPs, and mobile technologies, eg, women using mobile phones or laptops) or photo production (photographs taken by women to communicate their experiences of LwBBC) to elicit or trigger conversation [41]. An interview guide was developed by the research team.

Sample and Sample Size
Women had to be 18 years or older, with a previous diagnosis of breast cancer. It was not a requirement that women had to use social media at the present time. We were interested in women’s experiences of social media use at any time since diagnosis. We were mindful that some women may have used social media at some point but had not found it helpful. It was as important to capture these experiences. We were interested in how women’s experiences of social media use varied in relation to time since diagnosis. We purposefully recruited women who had been LwBBC for less than twelve months, between 1 and 5 years, and 5 years or more, with equal numbers (n=7) recruited for each temporal period postdiagnosis. Participants emailed the lead researcher (CU) to register interest in participating after seeing study details online (in breast cancer Facebook groups [n=12], Twitter [n=2], charity websites [n=1]) or offline via cancer support centers (n=2), posters (n=1) or through word of mouth (n=3). In total, 44 women were interested in the study. Of the 44 women, 21 consented to participate, with 1 known to CU. Women decided which type of interview—photo elicitation or photo production—they wished to participate in.

Data Collection
Face-to-face interviews carried out by CU were audio recorded and video recorded. The question structure was kept deliberately broad to enable women to have as much space as possible to explore their experiences of social media use. The first half of all interviews followed the same structure using the interview guide to ask broad questions related to personal experiences of breast cancer—women’s overall social media use and use in relation to LwBBC. In the interviews using photo-production techniques, women then shared the photographs they had taken to discuss how they communicated their experiences of LwBBC with others. In the interviews, using photo elicitation techniques, Wortman’s [42] study on social support was used to support probing questions. Photographs provided by the research team
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were used to prompt responses related to possible providers of social support, including HCPs, work colleagues, friends and neighbors, family including children and parents, partners, peers, and service providers, for example, charities. Interviews took place in university or community settings. Field notes were written after each interview. Considerations about data saturation were guided by the concept of information power [43], that is, the more relevant information a sample holds, relevant to the study, the fewer participants are needed—researcher subjectivity [44] and taking a pragmatic approach to sample size [45], given the resources available. On the consent form, women were asked how they wanted quotes to be credited, that is, with their own name or a pseudonym. Most participants (16/21, 76%) waived their rights to anonymity. Pseudonyms are used for those who retained anonymity. Ethical approval was granted by the University of Salford (approval number: HSCR 15-71).

Data Analysis
Data were analyzed using thematic analysis [46], polytextual thematic analysis [47], and the voice-centered relational method [48] approaches. Figure 1 shows a review of the steps taken. Transcripts (including photographs) were inductively coded in NVivo (QSR International, version 11) by CU. Monthly review meetings were held with AMCR, AG, and JC to reflect on coding, to review field notes, and for thematic development.

Figure 1. Data analysis process flowchart. (VCRM: voice-centered relational method).

Participants’ Review
Participants were invited to review the findings via email. Of 21 participants, 18 (86%) responded to the invitation and were forwarded the findings. Three photo-elicitation participants did not respond to the emailed invitations. The summary of the findings invited participants’ responses by phone or email. Nine participants (9/18, 50%) responded. All (9) accepted the findings. Some offered comments about aspects of the findings that resonated with them. Others offered thanks for the opportunity to be involved.

Results
Characteristics of the Study Sample
A total of 21 women (age range: 27-64 years at the time of diagnosis) participated. Interviews lasted between 55 and 168 min (mean 99 min). The number of photographs (n=157) taken ranged from 3 to 47 (mean 17). Participants’ characteristics are provided in Table 1.
<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Values, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age at time of diagnosis (years)</strong></td>
<td></td>
</tr>
<tr>
<td>&lt;31</td>
<td>3 (14)</td>
</tr>
<tr>
<td>31-40</td>
<td>6 (29)</td>
</tr>
<tr>
<td>41-50</td>
<td>9 (43)</td>
</tr>
<tr>
<td>51-60</td>
<td>2 (9)</td>
</tr>
<tr>
<td>&gt;61</td>
<td>1 (5)</td>
</tr>
<tr>
<td><strong>Time since diagnosis</strong></td>
<td></td>
</tr>
<tr>
<td>&lt;12 months</td>
<td>7 (33)</td>
</tr>
<tr>
<td>1-5 years</td>
<td>7 (33)</td>
</tr>
<tr>
<td>&gt;5 years</td>
<td>7 (33)</td>
</tr>
<tr>
<td><strong>Marital status</strong></td>
<td></td>
</tr>
<tr>
<td>Single</td>
<td>5 (24)</td>
</tr>
<tr>
<td>Cohabiting</td>
<td>2 (9)</td>
</tr>
<tr>
<td>Married</td>
<td>13 (62)</td>
</tr>
<tr>
<td>Divorced</td>
<td>1 (5)</td>
</tr>
<tr>
<td><strong>Ethnicity</strong></td>
<td></td>
</tr>
<tr>
<td>White British</td>
<td>19 (90)</td>
</tr>
<tr>
<td>Black British</td>
<td>1 (5)</td>
</tr>
<tr>
<td>Mixed or multiple ethnicities</td>
<td>1 (5)</td>
</tr>
<tr>
<td><strong>Employment status</strong></td>
<td></td>
</tr>
<tr>
<td>Full-time employment</td>
<td>7 (33)</td>
</tr>
<tr>
<td>Part-time employment</td>
<td>4 (19)</td>
</tr>
<tr>
<td>Unemployed</td>
<td>2 (9)</td>
</tr>
<tr>
<td>Retired</td>
<td>3 (14)</td>
</tr>
<tr>
<td>Student</td>
<td>2 (9)</td>
</tr>
<tr>
<td>Not working through choice</td>
<td>1 (5)</td>
</tr>
<tr>
<td>Unable to work due to health issues</td>
<td>5 (24)</td>
</tr>
<tr>
<td><strong>Number of times diagnosed</strong></td>
<td></td>
</tr>
<tr>
<td>Once</td>
<td>17 (81)</td>
</tr>
<tr>
<td>Twice</td>
<td>4 (19)</td>
</tr>
<tr>
<td><strong>Type of breast cancer</strong></td>
<td></td>
</tr>
<tr>
<td>Primary</td>
<td>11 (52)</td>
</tr>
<tr>
<td>DCIS(^a)</td>
<td>4 (19)</td>
</tr>
<tr>
<td>Primary and DCIS</td>
<td>3 (14)</td>
</tr>
<tr>
<td>Local recurrence</td>
<td>2 (9)</td>
</tr>
<tr>
<td>Secondary</td>
<td>1 (5)</td>
</tr>
<tr>
<td><strong>Treatments received</strong></td>
<td></td>
</tr>
<tr>
<td>Mastectomy</td>
<td>13 (62)</td>
</tr>
<tr>
<td>Lumpectomy</td>
<td>11 (52)</td>
</tr>
<tr>
<td>Chemotherapy</td>
<td>17 (81)</td>
</tr>
<tr>
<td>Radiotherapy</td>
<td>14 (66)</td>
</tr>
<tr>
<td>Tamoxifen</td>
<td>13 (62)</td>
</tr>
<tr>
<td>Characteristic</td>
<td>Values, n (%)</td>
</tr>
<tr>
<td>-------------------------------------------------------------------------------</td>
<td>---------------</td>
</tr>
<tr>
<td><strong>Type of interview</strong></td>
<td></td>
</tr>
<tr>
<td>Photo elicitation</td>
<td>12 (57)</td>
</tr>
<tr>
<td>Photo production</td>
<td>9 (43)</td>
</tr>
<tr>
<td><strong>Most popular social media platform use in relation to breast cancer</strong></td>
<td></td>
</tr>
<tr>
<td>Facebook</td>
<td>17 (81)</td>
</tr>
<tr>
<td>YouTube</td>
<td>15 (71)</td>
</tr>
<tr>
<td>WhatsApp</td>
<td>8 (38)</td>
</tr>
<tr>
<td>Twitter</td>
<td>7 (33)</td>
</tr>
</tbody>
</table>

*DCIS: ductal carcinoma in situ.

**Themes**

A total of 3 main themes with 8 subthemes were identified in relation to why women use social media to support their experiences of LwBBC (Figure 2). For the purposes of this paper, the most relevant themes and subthemes that inform HCPs about women’s use related to self-care and self-management were discussed. Working through the impact of physical changes, a subtheme identified as part of the wider PhD study, was, therefore, not discussed here.

**Figure 2.** Thematic map: women’s use of social media to support self-management when living with and beyond breast cancer.

**Theme 1: Finding Relevant, Timely, and Appropriate Support**

Most women were active social media users at the time of their diagnosis. Extending their day-to-day use to find support was a logical extension of existing social media practices. Women described gaining support on social media through 3 subthemes: supplementing support from HCPs, navigating informational needs, and feeling emotionally (dis)connected.

**Supplementing Support From Health Care Professionals**

Women highly valued the clinical expertise provided by HCPs; however, collectively, they described themselves as cautious users of secondary health care provision. They avoided *mithering or bothering* breast care nurses, as they never have *enough time*. Phoning the breast care nurse was viewed as intrusive:

_I don’t want to be bothering them with phone calls when they are in clinic._ [Sarah, time since diagnosis <12 months]

Therefore, women who described using social media to gain support felt unwilling or unable to access their HCPs. Indeed, all women using social media described how easy access to experiential support from other women LwBBC reduced their sense of needing to access HCPs. Furthermore, sometimes women decided that they no longer needed to seek reassurance from their general practitioner:
I mean I tried to make appointments with my GP, but you know the way things are going with the NHS [National Health Service] and all that. It is like three weeks until my next appointment. I don’t need to now, I just go on the group [Facebook group] and think’ oh, OK, alright yeah. [Jojo, time since diagnosis 1-5 years]

Instead, women can experience closed and secret groups on Facebook, as providing immediate, relevant responses that reassure and inform:

There would be people to talk to rather than having to ring up the nurse, leave a message on the breast cancer nurse line, feeling really bad because they are really busy, and they are running around doing other things and then waiting for them to ring me back perhaps that same day perhaps not that same day, to this was...this immediacy that, you know, we get used to with technology erm... [Jayne, time since diagnosis 1-5 years]

Women at all stages of the breast cancer continuum described their social media use as supplementing professional support and as a way to gain agency by removing their reliance on HCPs as the source of all breast cancer knowledge. By using social media to address questions and concerns quickly, women voiced notions of feeling empowered.

Navigating Own Informational Needs

Initially, women used information searching as a coping strategy. For some, information searching began after diagnostic testing and before formal diagnosis. Women reported experiencing information overload in the clinical setting and used social media to fill knowledge gaps at key points in their patient journey, outside of the formal clinical encounter:

Because there’s that much information, you can’t possibly take it all in at the appointment. And when they tell you, you are almost kind of shocked anyway. So, you don’t digest any of it. Nothing is retained. Absolutely nothing is retained. [Nicola, time since diagnosis 1-5 years]

Women described Googling and seeking information from other women LwBBC on social media as common practice. Cancer charity websites, such as Cancer Research UK and Breast Cancer Care, were considered legitimate, trustworthy, and up to date. They were often women’s first port of call. However, when women wanted further information relating to their own specific experiences, they described these sites as providing insufficient breadth or depth to satisfy their needs. In addition, some women experienced informational support from breast cancer charities as leaflet driven, which was misaligned with their everyday information-seeking practices. Women supplemented static Web- and leaflet-based information with active (eg, liking, commenting, sending messages) and passive consumption (eg, lurking) [49,50] of other women’s experiences of LwBBC. Women described lurking in closed Facebook breast cancer groups immediately after diagnosis, which provided a depth of knowledge and built women’s confidence to advocate for themselves:

You kind of come across a post and there’ll be like 47 comments, by the time you’ve read all of that you’ve had quite an in-depth insight into that particular issue, so I just read a lot. [Kirsty, time since diagnosis <12 months]

Using Twitter to follow and learn from other women, LwBBC was described as supporting joint decision making with HCPs:

I found Twitter really useful in that because then I started following lots of people, so by the time I spoke to people I was already pretty well informed, or I felt like I was anyway, um, obviously it gave me the opportunity to ask some questions then. [Sheena, time since diagnosis <12 months]

In addition, women used YouTube to gain visual information relating to practical aspects of treatment and managing the effects of treatment, including lumpectomy, radiotherapy, and mastectomy procedures. Some women used YouTube to watch mastectomies to see what they did for greater knowledge and understanding.

Women supplemented Web-based information through active and passive consumption of experiential knowledge principally using Facebook, YouTube, and Twitter. By moving in and out of platforms and different groups on platforms, women gathered information at the appropriate time for them, determined by them. This supported women’s ability to cope with the amount of information they encountered when newly diagnosed and supported adjustment and informed anticipation of what the next stage in their breast cancer experience entailed at different stages of the breast cancer continuum. By engaging in seeking, sifting, evaluating, and sharing information, women validated their experiences and were better equipped to advocate for themselves across a range of everyday settings.

Feeling Emotionally (Dis)connected

Some women used different social media platforms to navigate feelings of disconnection from other people to mediate relationships that provided emotional support and to connect with other women who shared similar experiences. Many described family and friends as uncomfortable because they don’t know what to say. Some women talked about my breast cancer in everyday WhatsApp conversations. In this space, conversations about cancer were normalized, as women voiced their experiences while also providing family and friends with space and time to craft effective supportive responses. By publicly posting photographs as status updates on Facebook, women reported a sense that their story was being seen and heard. However, social media use was entangled in specific experiences. For instance, women showed highly tailored approaches to accessing emotional support at times, which were particularly challenging, such as the week of receiving chemotherapy. Women described these as important connections that reduced the sense of isolation and feelings of loneliness, which they felt unable to share with their family. Social media enabled connection with those who understand at a time when women felt disconnected from their normal support structures:

And those times when you are sat home for a week, bored out of your brains, feeling like death, it's quite
nice to connect with somebody that’s going through the same thing, yet you’ve not got the energy to talk so, you know what I mean, so it’s been really good for that because I think I would have felt quite lonely...yeah. [Sarah, time since diagnosis <12 months]

This emotional connectedness was described by 2 women as a lifesaver:

I cannot think of a single source that would provide even close to the amount of...even close to the amount of support the YBCN [Younger Breast Cancer Network] has provided for me. I never looked elsewhere. [Delphi, time since diagnosis 1-5 years]

Many women preferred gaining emotional support through closed or secret Facebook groups or other platforms such as WhatsApp, Skype, and FaceTime, as these digital spaces supported intimate conversations, feelings of proximity, and “the reality of it [breast cancer] sometimes.” Women described using different platforms simultaneously to scale how private or public they were about different aspects of their experiences. After finding social media groups or digital spaces that satisfied individual needs, some women developed personal relationships with other women LwBBC, which remained significant and important to them many years after their original diagnosis.

Theme 2: Navigating Disrupted Identities

Women described how breast cancer presented challenges to their sense of identity, which they navigated in numerous ways. The following 2 subthemes are relevant to HCPs: finding someone like me and working through the day to day.

Finding Someone Like Me

Postdiagnosis, many women used social media to find someone like me. Connecting with women in the same boat, who looked similar and were experiencing similar treatments helped reduce feelings of uncertainty. Women used different approaches to find women on social media, including looking for women of a similar age, with the same breast cancer type, and at the same stage of the cancer journey. Similarly, women targeted groups related to their experiences following particular treatments, including being flat postmastectomy, or having lymphedema. Most of the Facebook groups that women joined were grassroots, closed, and moderated:

A lot of us didn’t want reconstruction and some were thinking about going flat completely and one of them mentioned the Flat Friends group cos I, I wear a (pause) prosthesis; I didn’t have reconstruction I decided to join that group cos at one stage I thought erm do I go flat completely? [Millie, time since diagnosis >5 years]

The need to find similar others on social media continued for some women along the breast cancer continuum. When women felt a difference between themselves and others, they sought out women in other groups they more closely identified with. Some women identified difficulties with the notion of someone like me when they described experiencing the hierarchy of suffering [51], “whereby some kinds of suffering, pain, and misfortune are perceived as more difficult or signify a somewhat unique, superior source of suffering” (p.953). The hierarchy of suffering was described as invalidating personal experiences, and some women moved away from breast cancer discussions on Twitter and Facebook to actively manage their self-care. They described using social media to support their psychosocial health by extending friendships and interests with similar others with similar other interests, outside of breast cancer.

Working Through the Day to Day

Women at all stages of LwBBC described having to work through aspects of their breast cancer experience daily. For those with secondary breast cancer or further along the breast cancer continuum, many women detailed the impact and side effects of treatment as constant reminders and reported physical, emotional, psychological, and social challenges. Some women proactively used Twitter and Facebook to support themselves in the hospital setting while receiving treatment. This relieved pressure on the family to attend appointments, particularly for those living with secondary breast cancer:

I can’t have somebody coming every three weeks with me, it’s...who’s got time? Who’s got the energy? Who’s got the effort? I don’t mean that in a bad way, I know that it’s a drag. [Jo, time since diagnosis <5 years]

For Jo, working through the day to day involved using social media to extend the clinical encounter to her social networks. She used her iPad to connect with her Twitter followers during treatment, drawing on support in real time as and when she needed it.

For some women, work was experienced by managing side effects daily as a result of their treatment. Social media, including YouTube, were used to find solutions to alleviate the discomfort experienced, including managing lymphedema. However, regular emotional labor was also required to cope with anxiety created by social media posts when women discussed nonadherence to clinical guidelines. A total of 11 women, all at different stages of the breast cancer continuum, discussed issues with tamoxifen adherence. Women shared how nonadherence and being challenged about their own adherence created dissonance and anxiety for others:

And then I look on the [...] network and quite a few people say, “why are you having Tamoxifen? I’d put up a fight against that. I’m not on Tamoxifen I don’t think it’s a good idea. I’m having this drug instead and erm” so again that [...] is, now I am having a bit of a worry and a bit of a wobble about being on this Tamoxifen. [Michelle, time since diagnosis <12 months]

Although some women felt conflicted when other women LwBBC challenged clinical guidelines, many women used social media as a tool to gain a sense of control.

Theme 3: (Re)gaining a Sense of Control

Women described (re)gaining a sense of control through 2 subthemes: managing the emotional impact on self and others and being productive.
Managing the Emotional Impact on Oneself and Others

Women described seeking to control the emotional impact of LwBBC on others by shielding them from aspects of LwBBC. Often, women made use of messaging services when initially diagnosed to inform others to (re)gain some control over disseminating their news. In the closed Facebook groups, women at all stages of LwBBC were able to have conversations, which they felt they could not have, or did not want to have, with close family and friends. They described how conversations with other women LwBBC enabled them to be more honest, able to process concerns without putting additional burden on loved ones, and which they had control over in terms of timing:

> through social media I think you can be a little bit more honest because (pause) you’ve not got as much invested in their feelings. If you know, what I mean and they’re going through it so you can’t shock or scare them or make them feel (pause). There’s no guilt in telling somebody on social media that yeah you do feel like shit, do you know what I mean, cos they’re not going to come rushing round to your house, so there’s that distance so I think you can definitely feel you can be more honest [Sarah, time since diagnosis <12 months]

Women were purposeful in determining which platforms best supported their preferred communicative approaches and controlled when to publish personal information. WhatsApp provided women with a sense of intimacy, privacy, and connectedness, both with women LwBBC and their family/friends. Where women did not use WhatsApp and were not members of closed Facebook groups but were Facebook users, they posted to achieve responses that were (emotionally) manageable by controlling how they conveyed their experiences:

> I would post “first out of six chemos. Last chemo – nailed it.” That kind of thing. Erm, I do put it as very matter of fact. I did not say anything like “chemo is crap. I feel awful.” And I would never post anything like erm, “I’m really down today” or anything like that. It was always very upbeat. I didn’t want anyone to pity me. [Wendy, time since diagnosis 1-5 years]

Women also reported having to learn to protect themselves emotionally when using social media, as sometimes content was experienced as threatening. Women reported anxiety—“you don’t know what you’re going to find”—when searching for content or reading about others’ experiences. Women described strategies to control exposure to content so that it did not impinge negatively on their psychological health. This included prompt closing of content identified as having the wrong atmosphere and turning off push notifications from Facebook groups. Women described adopting flexible strategies of joining and leaving groups and conversations to reduce the negative impact on their sense of well-being across the breast cancer continuum. Any sense of information threat was met with a change in strategy, including avoidance and adaptation. Therefore, although women described social media as enabling them to compartmentalize and control aspects of their experiences, women also articulated the challenges of access to 24-hour information about breast cancer brings. Women emphasized the need to find ways to control access to other women’s experiences, continual contact with support groups, and different types of content.

Being Productive

Women LwBBC reported using their experiences productively through their social media use. In one way some women (re)gained a sense of control by creating contemporary social media–based health resources. These resources were often borne out of the lack of service provision and included the development of new Web-based spaces including Twitter chats (#bbcww) and Facebook groups: for younger women with breast cancer, to support children of parents affected by cancer, and for women who wish to remain flat.

Some women over 12 months postdiagnosis felt productive by giving back through sharing personal experiences with women more recently diagnosed. However, many acknowledged this support as draining and adapted their level of involvement and exposure to content to meet their own self-care needs at any given point in time.

Similarly, engaging with oncologists on social media was seen to support women in making decisions about their own health care. Examples of successful advocacy were acknowledged by others LwBBC as something to learn from:

> I’ve been able to then go to my Oncologist and say, “Look at this, this is what they’re doing over in America, when are we getting it here?” Or “this is the treatment now available, when can I have it?” [Jo, time since diagnosis >5 years]

For Jo, trying to influence other women LwBBC to develop positive attitudes toward improving their physical health provided purpose. By sharing updates on her own exercise goals, she sought to engage women in positive self-management behaviors. Jo used social media to inform, educate, and encourage others to be physically active to increase women’s chances of accessing future treatments or surgical procedures through a focused approach to healthy, active living.

Women’s photographs also demonstrated social media being used to actively challenge debilitating cancer narratives, which circulate in the mainstream press and on the Web. Countering problematic cancer narratives and having the right to reply was described as providing emotional release. Some women LwBBC, therefore, use social media as an opportunity for voice and reframing cancer conversations, which reduced their sense of disempowerment. Women can, therefore, develop complex social media identities that enable them to regain a sense of control through immersion in, shaping of, and sharing of expertise with others in ways that reciprocally supports their own individual needs.

Discussion

Principal Findings

This research identified 3 themes relating to women’s use of social media to support self-management: finding timely, relevant, and appropriate support (support); navigating
disrupted identities (identity); and (Re)gaining a sense of control (control).

Women negotiate their entitlement to care [52] and use social media to supplement information provided by HCPs [53-55]. Significantly, women LwBBC at all stages of the breast cancer continuum are concerned about limiting demands on HCPs, for fear of mithering or bothering. This is supported by studies that show patients with cancer as reluctant to discuss psychosocial concerns with their clinicians [56] and users of online health communities (n=89) describing HCPs as too busy for detailed discussions [54]. To supplement the available support, some women are actively involved in digital labor in relation to meeting some of their psychosocial needs. Digital labor in a social media context relates to the unpaid creation of Web-based content and information [57]. In so doing, women articulate the perspective that they are reducing the potential demand for health resources. Rather than moving into new support environments postdiagnosis, such as using Web-based breast cancer charity forums, women’s digital labor includes adapting and changing the social spaces they already use or occupy on social media, as demonstrated with the collaborative establishment of #bcsm [24,25] on Twitter. Evidence suggests that those who have diverse networks—characterized by numerous and varied network members (family, friends, acquaintances, and groups) who are in frequent contact with the individual—have better self-management capabilities among those with long-term conditions [58]. Furthermore, those with diverse networks use formal health care services less often than those in restricted, minimal family, family, or weak tie networks, presumably because of the increased number of connections [58]. Most often, the social spaces used are a logical extension of everyday use with women moving across platforms to suit their unique needs [59], in line with the trend for users to have accounts or profiles on multiple platforms [60-62]. Facebook, YouTube, WhatsApp, and Twitter were the most frequently used platforms in this study. Women adopt complex Web-based searching strategies to satisfy multiple needs, including timeliness (immediacy), relatability (women like me), and authenticity (experiential experts).

The first theme reports how women, by moving in and out of different groups and social media platforms, gain a sense of self-efficacy by gaining information at the appropriate time for them, determined by them. This supports women’s ability to cope with the amount of information they encounter at challenging times along the breast cancer continuum and supports adjustment and informed anticipation of what the next stages in their cancer experiences entail. Using different social media platforms at different times demonstrates active and conscious decision making in tailoring connection and information seeking according to specific needs at any point in time.

Feeling an emotional connection to other women LwBBC was a significant factor in using social media, particularly when women felt disconnected from their usual support structures. Some women found that WhatsApp provided mediated intimacy [63] and supported the continuation of relationships postdiagnosis that felt disconnected or strained when face to face. By introducing everyday experiences of LwBBC into WhatsApp group conversations, women normalized conversations about cancer and succeeded in attending to their need to talk about their experiences. Women experienced WhatsApp as enabling message recipients to craft effective supportive responses.

The second theme captures the challenges for women in navigating disrupted identities and coping with biographical disruption [64-66]. Social media afford opportunities to link with and learn from similar others. When women experience a gap in service provision, they create or join niche groups [67] to find likeminded women. However, sometimes women find that participating in Facebook groups or on Twitter disrupts the validity of their experiences. They withdraw to better support their self-care. Women’s experiences encapsulate the ongoing debate about the Internet’s potential to create and diminish community [68] with women experiencing participation as both positive and negative, sometimes simultaneously. More research is required to understand whether participation in social media conversations impacts adherence to clinical guidelines, including tamoxifen adherence and engagement in physical activities.

In the third theme—(Re)gaining a sense of control—women work to limit the burden of LwBBC on their families by self-managing aspects of emotional work through other women on social media. WhatsApp and Facebook Messenger were sometimes used following initial diagnosis to inform others. This was protective of psychosocial health by removing uncertainty around sharing the diagnostic narrative and afforded a sense of control through framing experience to influence the type of response required. On Twitter and in closed and secret groups, managing exposure to other women’s experiences is challenging. Strategies employed to limit exposure to potentially threatening content support previous research [69] and align with women’s approaches to information searching in relation to breast screening [70]. Similarly, push notifications on smartphones controlling the flow of information [71] from breast cancer groups acted as negative constant reminders of breast cancer. Being able to control information flow by changing notifications enabled a sense of control. The ability to use social media to compartmentalize the experiences of LwBBC was seen as a benefit of social media use.

Clinical Implications

Although evidence suggests that social media are shifting aspects of the patient-provider relationship [72], the original research aims of this study did not include generating outcomes for HCPs as a specific objective. However, the findings indicate that there are opportunities for HCPs and patients to work closer together to understand the benefits of social media use to support self-management. To encourage open conversations with patients, it may be useful for HCPs to encourage women LwBBC to share if and how they are addressing their self-management. To encourage open conversations with patients, it may be useful for HCPs to encourage women LwBBC to share if and how they are addressing their self-management. To encourage open conversations with patients, it may be useful for HCPs to encourage women LwBBC to share if and how they are addressing their self-management.
practitioners to signpost other women to social media resources that women find beneficial. Discussing the knowledge gained by women through platforms and social media groups provides opportunities for HCPs to support women’s appraisal of information and could encourage open discussion about different approaches to self-management. Furthermore, there are opportunities for breast care nurses and oncologists to guest-moderate chats in grassroots social media spaces to support women’s decision making and strategies for self-management.

**Limitations**

This was a qualitative study to understand the complexity of women’s social media use when LwBBC. However, it did not provide insight into the relative extent of different aspects of social media use across a broad and representative population and did not provide insights into men’s experiences of social media use when LwBBC. Further research should attempt to capture quantitative data to identify how social media use develops self-efficacy when LwBBC, supports self-management behaviors and impacts the overall sense of health and well-being across the cancer continuum.

**Implications for Future Research**

The ability to determine how, when, and where to access 24-hour support using social media provides opportunities for women globally to proactively engage in self-management practices unavailable a decade ago. Although women use social media in part to reduce demand on health care services, it is unknown whether use supports decision making or exacerbates issues within the clinical setting, for example, through poor decision making, which later increases demand for clinical services. Understanding HCPs’ perceptions of the use of social media to support 24-hour self-managed care is an area for further research inquiry.

**Acknowledgments**

This study was funded as a doctoral study by the University of Salford. The authors would like to acknowledge Breast Cancer Care, Macmillan Cancer Support, and the grassroots Facebook groups—YBCN, Flat Friends, UK breast cancer group for survivors and sufferers, and the Word of Mouth Mammography e-Network for sharing details of this study to support recruitment and thank all the women who generously participated in this research.

**Conflicts of Interest**

None declared.

**References**


Abbreviations

bscm: breast cancer social media
HCP: health care professional
LwBBC: living with and beyond breast cancer

©Cathy Ure, Anna Mary Cooper-Ryan, Jenna Condie, Adam Galpin. Originally published in the Journal of Medical Internet Research (http://www.jmir.org), 25.05.2020. This is an open-access article distributed under the terms of the Creative Commons Attribution License (https://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution, and reproduction in any medium, provided the original work, first published in the Journal of Medical Internet Research, is properly cited. The
complete bibliographic information, a link to the original publication on http://www.jmir.org/, as well as this copyright and license information must be included.
Exploring the Characteristics and Behaviors of Nurses Who Have Attained Microcelebrity Status on Instagram: Content Analysis
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Abstract

Background: Instagram is a social media platform that enables users to share images and videos worldwide. Some nurses have used Instagram to document their experiences as a nurse and have subsequently gained microcelebrity status—that is, a user who purposefully seeks to amass a substantive Web-based following and has become recognized as a niche area of interest.

Objective: This study aimed to identify the characteristics and behaviors of microcelebrity nurses who act as influencers on Instagram and use their nursing profile to gain attention and presence on the Web.

Methods: A qualitative, exploratory, nonparticipatory content analysis of media and text generated by a purposeful sample of 10 registered nurses who use Instagram and sustain a definable microcelebrity status was conducted. In this study, manifest and latent data were examined to gain an understanding of the characteristics and behaviors of nurses who have attained microcelebrity status on Instagram.

Results: Data analysis revealed 5 themes of Instagram posts: (1) engaging Instagram users, (2) educational opportunities and insights, (3) nursing-related humor, (4) emotions experienced by nurses, and (5) media and narratives including patient details or work context. Messages were primarily positive in nature; however, multiple potential privacy, ethical, and professional issues were noted throughout the posted content.

Conclusions: The findings of this study help to expand the current knowledge related to the use of social media platforms such as Instagram, especially in regard to the emergence of nurses who use this form of technology to achieve or maintain a microcelebrity status. This study calls for additional research on nurses’ attainment of microcelebrity status on social media as well as further policy development to adequately prepare nurses to navigate social media.

(J Med Internet Res 2020;22(5):e16540) doi:10.2196/16540
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Introduction

Significance

Every month, more than one billion people use the photo- and video-sharing social media platform, Instagram [1]. As a mobile photo-sharing platform, Instagram users can post photos and videos that are shared with other Instagram users, customized through the use of image processes (ie, filters), textual captioning up to 2200 characters in length, and hashtags [2]. Instagram users interact with others through a dynamic process of liking and commenting on the posted media as well as following fellow users. The number of followers an Instagram user has is publicly displayed on a user’s account page, regardless of the user’s privacy settings [3].

Owing to the interactive nature of Instagram and the ability to identify the number of followers a specific user possesses, a behavior demonstrated by some Instagram users of purposefully cultivating and amassing a substantial Web-based following has become a recognized phenomenon, that is, if a social media user gains both substantial attention and a distinct following...
within their group of followers, they are said to have attained influencer or microcelebrity status on social media [4-8]. Many individuals, including some nurses, have begun to purposefully leverage the connective powers of Instagram to generate microcelebrity persona through their Web-based presence. At present, there are numerous Instagram accounts that exclusively feature content related to the nursing profession that has amassed sizable followings of more than 10,000 users, arguably pushing them toward microcelebrity status on Instagram [5,6,8]. However, given the potentially sensitive nature of the nursing role and related patient care, the use of Instagram by some users to post content related to the nursing profession is an area in need of deeper exploration. For instance, sharing of elements related to client care details and personal health information with the public raises potential concerns about the professional, ethical, and legal ramifications of such accounts and their related users.

Previous research examining the motivations of Instagram users and their use of social media platforms has found aspects related to (1) attention seeking; (2) social support; (3) belonging; (4) social interaction; (5) documentation; (6) learning about other users’ lives; and (7) self-expression, as being important to users [9-13]. Within the nursing literature, several reasons have been explored regarding why nurses use social media platforms such as Instagram. The use of social media by nurses may assist in providing benefits for both nurses and patients, in part because of the ability to rapidly share information, assist users who are geographically isolated, and engage in health care planning [14-24]. Although social media have several potential benefits for nurses, challenges have also been identified with social media use in the profession. Social media posts can be disseminated to vast audiences immediately, which can have unintended results, especially if posts lack sensitivity or breach personal health information [16,17,20,22,23,25-27]. Given the subtle and encompassing nature of social media platforms to provide users with a false sense of security and privacy, the risk for health care providers to unintentionally cross professional boundaries on the Web is a contemporary reality for all nurses [17,18,23,25,28,29].

The consequences for nurses who breach patient privacy or confidentiality on social media are significant, including possible job termination, investigation and reprimand from nursing board(s), monetary fines, and loss of licensure. Furthermore, nurses may face civil or criminal charges, resulting in a potential jail time [17-20,28]. In recent years, there have been several instances of nurses violating the Health Insurance Portability and Accountability Act (HIPAA) policies on social media and being disciplined for their actions [20,26,27]. In Texas, a pediatric nurse posted comments on Facebook about a patient with measles who she cared for. No advertent personal information was disclosed; however, the nurse was terminated for HIPAA violation [26].

As a result of ongoing concerns related to unprofessional social media use, nurses are advised to use social media with caution and awareness regarding what they are posting [17,19,20,28]. Nurses are prohibited from posting any images or videos depicting patients or any content that would enable a patient to be recognized. In addition, nurses are warned that it is possible to violate privacy policies without explicitly disclosing patient information [17,19,20,28]. In fact, most instances of nurses violating patient privacy and confidentiality on social media are accidental in nature [17,28]. Finally, nurses are advised to refrain from interaction with patients over social media or use substantial caution in doing so [17,18,28,30-32]. Although the current body of literature examining social media usage by nurses contains insights into both positives and negatives of social media usage, there is an absence of research exploring the growing presence of microcelebrities in the profession who use platforms such as Instagram to showcase their interpretation of the profession. To proactively ensure the safety and privacy of patients and health care professionals in the coming years, it is necessary to examine the current characteristics and behaviors of nurse influencers who use Instagram to expose various elements of the nursing profession, especially those with significant Web-based followings.

Purpose of the Study

The purpose of this study was to identify the characteristics and behaviors of nurses who have attained microcelebrity status on Instagram and use their nursing profile to gain attention and presence on the Web.

Methods

Overview

This study was an exploratory, nonparticipatory content analysis of publicly available data found on Instagram, guided by Graneheim and Lundman’s qualitative content analysis framework [33]. The framework developed by Graneheim and Lundman was selected for the study to enable researchers to gain a rich understanding of information by analyzing both manifest and latent data [33]. In this study, data were examined to identify the characteristics and behaviors of microcelebrity Instagram users [33]. The underlying meaning of posts was examined to gain an understanding of the types of messages being projected by microcelebrity Instagram users.

An initial step in Graneheim and Lundman’s content analysis framework is the identification of the unit of analysis [33]. In this study, the unit of analysis was a textual description of the microcelebrity Instagram users’ Instagram posts, including the direct caption and the researcher’s description of each post. Once created, the unit of analysis was divided to form meaning units. The meaning units for this study were written descriptions of each individual Instagram post and the exact accompanying caption. The meaning units were condensed to summarize the manifest content of each Instagram post. After the manifest content emerged, abstraction took place, in which the summarized meaning units were further analyzed for their latent content and labeled with a code. Codes were grouped into subcategories and categories [33]. The categories were reviewed and revised, as emergent themes were identified [33].
Ethics Approval
The Western University Health Sciences Research Ethics Board deemed this study did not require ethical clearance for completion.

Sample
Purposive sampling was used to enable variation in identifying the characteristics and behaviors of nurses with active microcelebrity status on Instagram. To be included in the study, the following needed to be met: (1) the user’s Instagram account had to be publicly available, possessing a minimum of 10,000 followers; (2) the 10 most recent posts from the user must have been created between 2017 and 2018; (3) all content should be written in English; (4) the majority of the user’s content had to be focused on the nursing profession; and (5) the user must have self-identified as a registered nurse in their Instagram account description. Owing to the exploratory nature of this study, the sample was limited to registered nurses. A small sample enabled researchers to gain a rich understanding of the phenomenon within this group.

A priori, it was estimated that analysis of 10 to 15 microcelebrity Instagram accounts would result in data saturation. The amount of data to be collected from 10 to 15 microcelebrities (with 10 posts per individual) was deemed to be sufficient and comparable with other studies that used purposeful samples of social media data [34-36].

To obtain the sample, hashtag and keyword searches were performed on Instagram using the following search terms: #nurse(s), #registerednurse, #rn as well as nurse(s), registerednurse, and rn. These terms were selected to aid the identification of relevant Instagram accounts. When a hashtag is searched on Instagram, results consist of publicly available Instagram posts that have been tagged with the hashtag. Posts are displayed as top posts and most recent posts. Top posts populate hashtags that are trending, displaying 9 of the most liked posts containing that hashtag [3]. For each search, the 9 top posts for every hashtag were selected, and the Instagram user who created the post was identified and examined for study eligibility. Sampling was limited to the top posts search results, as the study aimed to identify Instagram users with active microcelebrity status.

Following the hashtag search process, an Instagram keyword search was conducted to identify additional eligible Instagram users. When an Instagram keyword search is conducted, the results populate, as a list of Instagram accounts that are relevant to the keyword searched. The first 10 results of each keyword search were assessed for study eligibility. Through the sampling process, 10 Instagram accounts were selected for the study. To protect the privacy of Instagram users, each account was randomly assigned a participant code number between 01 and 10.

Data Collection
The data collection and analysis framework for the study was developed from Graneheim and Lundman’s [33] framework for qualitative content analysis. The data for this study consisted of each of the 10 microcelebrity Instagram user’s 10 most recent posts (images, videos, and captions). To collect data, the researcher examined each Instagram user’s posts individually. All study data were collected between September 2017 and August 2018. Each microcelebrity Instagram user was identified, and their 10 most recent posts were labeled in reverse chronological order. For each Instagram post, the researcher copied and pasted the entire caption to a secured word document. Then, the researcher described the manifest content of the post’s photo or video in the written text. For example, the manifest content of microcelebrity Instagram user 10’s, post 7 was captured as follows:

A collage of three images of the microcelebrity Instagram user. Image one: Microcelebrity Instagram user walking towards a retail store with a shopping cart. Image two: Microcelebrity Instagram user sleeping in a bed. Image three: Microcelebrity Instagram user sitting on a couch holding a glass of wine, an ice cream carton, and a pizza box. The heading of the collage states, “What nurses do on their days off...” The caption states, “This is my life! ... Please tell me I’m not alone.” [Microcelebrity Instagram user 10, Post 7]

The data collection process was completed for the 10 most recent posts of each of the 10 Instagram users, totaling 100 Instagram posts for analysis.

Data Analysis
From the unit of analysis, meaning units were created by dividing the text into each microcelebrity Instagram user’s content and further subdividing them into individual Instagram posts. Thus, the meaning units for this study comprised a written description of each Instagram post. The meaning units were then condensed to summarize the manifest content of each Instagram post [33]. Through this process, the researcher abridged the direct meaning of both the photo or video and caption into a shortened textual description.

Following summarization, meaning units were exported to NVivo 12 (QSR International) for further analysis. Then, the process of abstraction took place, in which the summarized meaning units were analyzed for their latent meaning and labeled with a code. Once each post was coded, the codes were analyzed for similarities and differences and grouped into subcategories and then into categories. The categories were then reviewed, discussed, and revised. Once the revision process was complete, emergent themes were identified [33].

Results
Overview
Through data analysis, 5 themes emerged: (1) engaging Instagram users, (2) educational opportunities and insights, (3) nursing-related humor, (4) emotions experienced by nurses, and (5) media and narratives including patient details or work context. Seven of the microcelebrity Instagram users appeared to be female, and 3 microcelebrity Instagram users appeared to be male. Three of the microcelebrity Instagram users stated that they live in the United States of America, whereas the
geographic locations of the remaining microcelebrity Instagram users were unknown.

Engaging Instagram Users

Commonly, microcelebrity Instagram users interacted with followers by generating discussion within their posts. Multiple microcelebrity Instagram users posted questions related to the nursing profession or clinical knowledge and encouraged responses in the post’s comment field. For example, microcelebrity Instagram users encouraged discussion related to dealing with a negative workplace culture and strategies to find a new nursing job. In addition, microcelebrity Instagram user 05 created multiple problem-solving posts that encouraged users to test nursing-related knowledge (Microcelebrity Instagram user 05, posts 2 and 10).

Along with a generic discussion of the profession or clinical knowledge, most microcelebrity Instagram users also created personalized brands based on some elements of their unique physical, cultural, or personality characteristics (eg, gender, ethnicity, and religion) and reinforced elements of this personalized brand within their Instagram posts. For example, microcelebrity Instagram user 04 repeatedly engaged in self-branding by highlighting the personal characteristics that made him unique. Microcelebrity Instagram user 04 stated:

When people say, “What’s a nurse?” They think of Florence Nightingale, a female wearing a little hat, white dress with a stethoscope. They don’t automatically think of someone who’s a Bilingual/Hispanic Male or a different culture ethnicity all Tatted covered with Ink...that’s a MAN of GOD. [Post 7]

Multiple microcelebrity Instagram users engaged in other branding activities by encouraging users to purchase individualized products that they developed or endorsed. Furthermore, promoting external merchandise and products was common, as 8 of the microcelebrity Instagram users promoted at least one merchandise or product that was not their own creation. For instance, microcelebrity Instagram users promoted businesses selling nursing-related uniforms, equipment, or services as well as non-nursing-related companies (eg, Cherokee Uniforms, Peloton, and Johnson & Johnson). In all these examples, it was unclear if the microcelebrity Instagram users were compensated for creating posts.

Educational Opportunities and Insights

Nursing-related educational opportunities and insights were a prominent theme of Instagram posts. Microcelebrity Instagram users encouraged followers to attend nursing-related educational events and posted photos of themselves at nursing conferences. In addition to promoting formal educational opportunities, multiple microcelebrity Instagram users shared their insights related to clinical nursing skills. For example, microcelebrity Instagram user 05 posted medication dosage questions, along with information about the medication, and encouraged users to complete the problem and comment on the solution. In addition, microcelebrity Instagram users provided their opinions on the various roles that nurses undertake. For example, microcelebrity Instagram user 04 posted 3 video clips in which operating room nurses discuss their responsibilities. In the videos, operating rooms were shown to appear to be in use, including patients on operating tables. It is unclear if the videos are real or performed; however, the videos appear realistic. Finally, only 2 posts related to obtaining formal nursing education at an undergraduate or master’s level, both of which shared a general motivational message about persevering through the challenges associated with nursing school.

Nursing-Related Humor

In this study, the use of humor was evident in several Instagram posts. Frequently, humor was used in a manner that may only be understood by those with the contextual knowledge that comes with working as a health care professional, such as:

Remember don’t over resuscitate your self with turkey and beer or you might end up with Abdominal Compartment Syndrome! [Microcelebrity Instagram user 03, Post 3]

Another example was related to the experiences that nurses may encounter at the workplace. Microcelebrity Instagram user 01 posted an image of a white background with overlaying text:

“What were his respirations?” First of all, I haven’t counted respirations since nursing school. [Post 8]

The caption reads:

Too slow, too fast, normal, prepare to intubate. Those are the rates. [Microcelebrity Instagram user 01, Post 8]

To fully understand these forms of humor, readers must possess the requisite knowledge of medical terminology as well as the contextual knowledge associated with working as a health care provider.

Humor was observed in multiple Instagram posts, as microcelebrity Instagram users described potentially stressful situations. Microcelebrity Instagram user 08 posted a series of memes, depicting a professional basketball player holding his arms out, mouth open, appearing shocked, and disgruntled during a game. The headings were as follows:

When ICU refuses to take report because the patient is “too unstable.” [Microcelebrity Instagram user 08, Post 5]

When your A&O4 patient decides they’re too tired so they just pee in the stretcher. [Microcelebrity Instagram user 08, Post 5]

The caption further read:

I wish I could say all of the above scenarios are made up—but no no, they’re all real life. [Microcelebrity Instagram user 08, Post 5]

Similar to the previous examples, users require contextual and clinically based knowledge to interpret the meaning of this post.

Emotions Experienced by Nurses

Inspiration, motivation, and encouragement were the most prominent emotions displayed by Instagram users, as every microcelebrity Instagram user shared at least one post demonstrating these emotions. Several posts were positive in
nature, as microcelebrity Instagram users presented optimistic captions or portrayed nurses as heroic figures. For example, microcelebrity Instagram user 02 expressed gratitude by stating:

_There are many forms of family...For me, my work family is as much a part of my life as my real one...There’s something about the few quiet moments on a morning like this before the chaos starts when you’re reminded to give thanks for countless reasons._ [Post 9]

In addition to the positive emotions associated with the nursing profession, microcelebrity Instagram users described the challenges they experienced while nursing. The challenges described by microcelebrity Instagram users included mental and physical exhaustion, learning how to prioritize tasks, manage time, deal with workplace bullying, and shiftwork. Although many challenges associated with nursing were identified, every Instagram post that discussed a challenge concluded with a positive message. For example, microcelebrity Instagram user 02 stated:

_Today was, legitimately, a “Top 3 Worst Shifts I’ve Ever Had as an ICU Nurse” kind of day. Nothing went right...& things just got worse by the hour...I’m exhausted...But no matter how bad the day gets—and trust me, in our world, it can get ugly—only your work family knows how to make you crack a smile...I genuinely believe that the long, ugly days & crazy hours impact how you see the world. Smile because you have love. Smile because you have life. Smile because life is precious, & every moment with loved ones matters...Give thanks, even after a long & torrid day._ [Post 8]

In these posts, microcelebrity Instagram users consistently shared messages of encouragement, despite experiencing challenging situations associated with the nursing profession.

**Media and Narratives Including Patient Details or Work Context**

Multiple Instagram posts depicted scenarios in which the photo or video appeared to have taken place in a workplace setting or potentially include patient information. For instance, multiple Instagram posts appear to depict patients in the hospital, although the sources of the images are not cited. Microcelebrity Instagram user 03 posted an image of a patient’s abdomen undergoing a surgical procedure, providing education on abdominal compartment syndrome in the caption. It is unclear if the patient consented to have this photo taken or if consent was obtained to post the image on Instagram. In another post, microcelebrity Instagram user 03 posted an image of a patient sitting in a stretcher, covered in dried blood, smiling, and surrounded by hospital staff members. The caption was unrelated to the image, asking volunteers for a trauma course. In addition, microcelebrity Instagram user 04 posted a series of video clips showing what appeared to be multiple patients on operating tables while receiving preprocedure treatments. No qualification was made in the post as to whether the patients depicted in the image were actually real or standardized patient actors.

Furthermore, several of the microcelebrity Instagram users’ Instagram posts consisted of images that appear to have been taken in workplaces, with no patients seen. Multiple posts depicted microcelebrity Instagram users dressed in work attire while in hospital settings; other posts showed patient care areas with no patients present.

**Discussion**

**Principal Findings**

The findings of this study have identified a gap between nursing research, policy, and practice. Previous research has recommended the integration of social media with the nursing profession; however, policies continue to advise nurses to keep their professional lives separate from any social media use [14,28,37-40]. Further inquiry should be conducted to determine why this gap exists and identify how elements of policy and practice can be integrated in a safe and efficient manner.

All 10 microcelebrity Instagram users attempted to engage with followers, which supports previous research suggesting that a primary motive for Instagram use is social interaction [9]. Eight microcelebrity Instagram users directly participated in self-branding or merchandise solicitation. In particular, microcelebrity Instagram user 04 consistently promoted their personal brand, attempting to generate a distinct persona through reinforcement of this brand to their followers. It appears that microcelebrity Instagram user 04 may have been attempting to use his charismatic nature to help foster a sizable Web-based following by capitalizing on their personal brand as a unique selling point [6,7,41]. Furthermore, microcelebrity Instagram users consistently engaged with followers by generating discussion, which may have been in an attempt to gain social support and encourage feelings of belonging, as this has been found to be a primary motivation for Instagram use [9-11].

An interesting finding of this study was that many microcelebrity Instagram users used Instagram to share learning opportunities and describe their understanding of nursing-related clinical information. For example, microcelebrity Instagram users challenged followers to answer questions about medication administration. In addition, microcelebrity Instagram users described their perspective on the roles and responsibilities that nurses have in specific work environments, including areas such as the operating room. Sharing insights about nursing-related learning has not previously been identified as a primary reason for Instagram use. The findings from this study suggest that microcelebrity Instagram users may also use Instagram to promote educational opportunities such as courses and conferences. The reasons why microcelebrity Instagram users promoted these learning opportunities are unknown.

Humor was frequently demonstrated by microcelebrity Instagram users, often used in a manner that required the reader to have contextual knowledge to understand clinical abbreviations and terms used in the caption, in conjunction with the corresponding image. In addition, self-enhancing humor appeared to be used as a way to manage potentially stressful situations [42]. For example, microcelebrity Instagram user 08 posted a series of memes that described situations that could be
experienced in nursing. However, depending on the reader’s contextual understanding, the post may be interpreted as a form of mockery for not following the directions or advice given by the health care provider.

It was also common for microcelebrity Instagram users to express their emotions through Instagram posts, which has been previously identified as a motive for Instagram use [9,11]. However, previous literature suggests that self-expression on Instagram is achieved primarily through the process of creating, editing, and posting images [9,11]. In this study, self-expression was often conveyed through heartfelt captions rather than the images themselves. Images included in the posts with meaningful captions frequently appeared to be unrelated to the caption. Most often, the unrelated images were of the microcelebrity Instagram user standing alone and smiling. In these posts, it appears as though microcelebrity Instagram users were primarily using the captions to express themselves, as opposed to creating unique images as a form of self-expression.

Five posts generated by microcelebrity Instagram users appeared to potentially depict patients, although the sources of the images and videos are unknown. As such, it is unclear if the images and videos contained patients or actors. The overwhelming consensus from nursing practice regulators is that nurses should refrain from posting any content on social media that contains patients or patient information [28,37-40]. Similarly, previous research advises nurses to refrain from posting patient information on social media [14,16-18,20,28,37-40]. However, an image posted by microcelebrity Instagram user 03 showed an open abdomen during a surgical procedure. Similarly, microcelebrity Instagram user 04 posted a series of videos showcasing an operating room environment, with what appeared to be patients awaiting surgical procedures. The uncertainty as to whether these posts show real patients or standardized patient actors demonstrates the need for further research to guide education and policy development. If the posts are depicting actual patients, there needs to be further research regarding the response of other clinicians witnessing this behavior as well as regarding how infection control practices may be compromised by staff taking pictures amid surgical procedures.

Finally, several posts showed the microcelebrity Instagram user posing in a workplace setting, dressed in work attire, with no overt patient health information displayed. At present, professional nursing guidelines do not specify whether or not it is appropriate to post an image of oneself in a workplace [37-40]. However, the Registered Nurses Association of Ontario (a professional association for Ontario nurses, who often publish clinical practice guidelines) [40] suggests that if there is uncertainty if a post is appropriate, the user should refrain from posting. Given that multiple microcelebrity Instagram users post workplace-based images, further work should be completed to determine how health care organizations interpret the depiction of their facilities via social media channels, especially when these images are instantaneously amplified by the significant following possessed by microcelebrity Instagram users.

Nurses’ Social Media Use

Over the last decade, practical recommendations and policies developed by both researchers and regulatory bodies have begun to emerge in an effort to help mitigate social media–related risks by expressing the expectations of nurses and reinforcing best practice guidelines [14,17,19,28,37-40]. Much of the available advice regarding nurses’ social media use portrays social media use in a negative manner, focusing on what not to do [21]. However, some literature does exist on how nurses can use social media in a positive manner. For example, nurses are encouraged to build a personal brand and express their opinions in health-related conversations on social media platforms, provided they are aware of and comply with privacy as well as relevant workplace policies [19,43]. In this study, multiple microcelebrity Instagram users developed personal brands and voiced their opinions on various nursing-related topics via Instagram. The findings of this study also demonstrate that nurses may be violating regulatory policies, as evidenced by images and videos of what appear to be patients. The findings of this study demonstrate a need for further guideline development that focuses on what nurses should be doing on social media to maintain professionalism and protect patients’ rights.

Implications for Nursing Education and Practice Policies

The findings of this study highlight the need for further education and practice policy development with regard to nurses’ Instagram use. Incongruencies currently exist between (1) how recommendations for integrating social media into nursing practice are enacted by some nurses; (2) the current guidelines for social media use by nurses; and (3) the ways in which nurses use social media, especially those possessing Web-based microcelebrity status. Although previous research has recommended that social media be integrated with nursing practice, current policies strongly urge nurses to avoid any and all contact with patients over social media [37-40]. In contrast, the findings of this study demonstrated that nurse microcelebrities actively engage and interact with thousands of Instagram users and generate personalized interpretations of the nursing profession via social media. In addition, in this study, multiple microcelebrity Instagram users posted images or videos that appeared to have depicted patients receiving care. Although the sources of the posts are not specified, the content of these posts directly contrasts existing guidelines for nurses’ social media use. For the nursing profession, it is imperative for nursing education, professional regulatory bodies, and employers to develop more robust and dynamic policies and guidelines related to the appropriate use of social media within the profession [16,21], especially with the growing presence of Web-based nurse microcelebrities.

At present, a gap exists in the policy regarding Instagram and other social media use by nurses who have attained a microcelebrity status. The findings of this study suggest that nurses who have achieved microcelebrity status may use Instagram for a variety of purposes, and there needs to be clarity in what is considered appropriate professional behavior. Given the rapid evolution of social media, it is imperative that both
education and policy initiatives make efforts to maintain relevancy as related to new usages of these kinds of technology, including nurses who actively use these platforms to seek Web-based microcelebrity status.

Limitations
A limitation of the study was the noninteractive nature of the research, whereby only secondary analysis of preexisting Instagram photos and textual content were analyzed. Owing to the methodology and ethical requirements of the study, no participants examined in this study were contacted to comment on the findings emerging from the data analysis. Thus, ensuring appropriate representation of data, as opposed to the researcher’s interpretation of data, was a challenge of this qualitative content analysis [33].

Finally, this study focused exclusively on registered nurses who had achieved a level of microcelebrity status only on Instagram. Although Instagram is one of the most popular social media platforms in 2019, different or more nuanced findings may have emerged if nursing microcelebrities who used other social media platforms (ie, YouTube and Twitter) were included in the study [1].

Future Directions
The findings of this study support the need for further research in several domains related to nurses who have attained microcelebrity status on Instagram. Further research should be completed in both the qualitative and quantitative paradigms to develop a well-rounded understanding of the concept of nurses seeking microcelebrity status on social media. Future explorations should also be conducted to determine who are following nurse microcelebrity Instagram user accounts and their reasons for doing so. The examination of merchandise endorsement as well as the reactions of microcelebrity Instagram users’ followers to Instagram advertisements is also a worthwhile area for subsequent exploration. Similar research may be conducted on alternate groups of health care professionals, such as physicians, to identify if similar behaviors occur outside of the nursing profession. Finally, there is an urgent need for further research on the risks associated with nurses posting images and videos depicting patient care on Instagram.

Conclusions
The findings of this study suggest that posting characteristics and behaviors of registered nurses who have attained microcelebrity status on Instagram include (1) engaging Instagram users, (2) educational opportunities and insights, (3) nursing-related humor, (4) emotions experienced by nurses, and (5) media and narratives including patient details or work context.

Implications exist for nursing professionals in terms of potential privacy, professionalism, and ethical challenges associated with social media use. As social media platforms continue to thrive and evolve, nurses must be able to effectively use social media while maintaining professionalism. Nursing practice policies and guidelines must be updated to include recommendations pertinent to nurses with microcelebrity status, to maintain nurses’ professionalism and to protect patients’ safety.
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Abstract

Background: Work-life balance is associated with health behaviors. In the face of digitalization, understanding this link requires a theory-based investigation of problematic internet use and perceived stress, which are so far unknown.

Objective: On the basis of the compensatory carry-over action model, this study aimed to determine whether problematic internet use and perceived stress mediate the relationship between health behaviors and work-life balance in two groups of internet users from different environments (residents in Germany and China). We also investigated whether the place of residence was a moderator.

Methods: An online questionnaire (N=877) was administered to residents from Germany (n=374) and China (n=503) in 3 languages (German, English, and Chinese). Moderated mediation analyses were run with health behaviors as the independent variable, work-life balance as the dependent variable, problematic internet use and perceived stress as the mediator variables, and place of residence as a potential moderator.

Results: On a mean level, individuals in Germany reported less problematic internet use and more health behaviors than individuals in China; however, they also had lower work-life balance and higher perceived stress. Results showed that health behaviors seem to be directly related to work-life balance in both groups. Among the residents of Germany, a partial mediation was revealed ($\beta=.13; P=.01$), whereas among the residents of China, a full mediation was found ($\beta=.02; P=.61$). The mediator role of perceived stress was compared with problematic internet use in all the serial models and the parallel model. Residence moderated the relationship between health behaviors and work-life balance: The interrelation between health behaviors and work-life balance was stronger in Germany ($\beta=.19; P<.001$) than in China ($\beta=.11; P=.01$) when controlling for other variables.

Conclusions: The findings of this study are in line with the compensatory carry-over action model. To promote work-life balance, individuals should perform health behaviors to help overcome problematic internet use and perceived stress. Both problematic internet use and perceived stress mediated health behaviors and work-life balance partially in German study participants and fully in Chinese study participants.

(J Med Internet Res 2020;22(5):e16468) doi:10.2196/16468
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**Introduction**

**Work-Life Balance**

Increasingly, many people struggle with maintaining a work-life balance [1] and have to manage issues arising from a poor work-life balance, such as sickness, limitations in the ability to work, and absence of work [2]. There has been increasing attention on how best to achieve a work-life balance in the modern society, which has been investigated by researchers from different perspectives. Work time (eg, long work hours) has been found to have a negative association with work-life balance [3-5]. When exploring the ways to decrease this issue, it was found that the internet can help change the traditional work model to a more flexible model. The use of emails, smartphones, and home computers, for example, makes it possible to work without having a typical *nine-to-five* workday [6], which may help to maintain a work-life balance. However, it was also found that excessive internet use can decrease work-life balance [7-9]. Perceived stress was also found to be an important factor that affects work-life balance negatively [10], but which could be mitigated by health behaviors [9]. Previous evidence has indicated that health behaviors (eg, regular physical activity and healthy diet) help to prevent stress [11]. Moreover, health behaviors, such as regular physical activity and healthy nutrition of employees, have also been recommended to maintain a work-life balance [12-14].

**Health Behaviors**

Common important health behaviors include both health-promoting behaviors [15], for instance, physical activity [16,17] and a healthy diet (eg, sufficient water intake and fruit and vegetable intake) [18,19], and health-risk behaviors [16,17], such as smoking status [16,20,21] and alcohol consumption status [22,23]. Previous studies have found that different single health behaviors are interrelated [16], such as diet and exercise [24,25] and smoking and alcohol consumption [18]. There is an increasing focus on how to help employees maintain their work-life balance. Besides efforts by employers, employees can also help themselves to improve their work-life balance by performing health behaviors after work. Employees’ health behaviors are the focus of this study that sought to explore how people’s health behaviors interrelate with work-life balance.

**Perceived Stress and Problematic Internet Use as Mediators**

As described earlier, not only health behaviors but also problematic internet use and perceived stress have been found to play a role in work-life balance [10,26]. The *compensatory carry-over action model* by Lippke [27] provides an approach to understanding the underlying psychological and behavioral mechanisms of multiple behaviors related to an outcome. However, the model has not yet been applied to the main focus of this paper, that is, work-life balance, internet use, and health behaviors. According to this model, different behaviors are not isolated; rather, they interact with each other in complex ways. Emotionally relevant higher-level goals (such as work-life balance) drive different health behaviors by initiating and strengthening behavior-specific intentions [27]. If individuals have set a higher-level goal and did not reach this goal (eg, because of situations such as work stress), their well-being is affected [28-30]. As previous studies have indicated, most people experience different stressors within their lives, which can interfere with adopting and maintaining behaviors [27]. In line with this model, perceived stress has been found to be a negative indicator of quality of life [31-33]. Moreover, it has been found that stress acts as a mediator between work-family conflict and psychological health [34]. Previous evidence has also indicated that health behaviors (eg, regular physical activity and healthy diet) help to prevent stress [11] and maintain a work-life balance [12-14]. Among a sample of working individuals, higher perceived stress was found to be associated with a higher fat diet and less physical activity [35,36]. Perceived stress may be one factor that undermines the positive relationship between health behaviors and work-life balance. However, the mediator role of perceived stress between health behaviors and work-life balance has received limited attention in previous research. This study is a novel effort to fill this gap, in particular, to help understand the interrelation of different health behaviors and internet use behavior on the basis of the *compensatory carry-over action model*.

Previous studies have also found that poor health behaviors, such as inadequate nutrition intake, were related to problematic internet use [7-9]. According to the *compensatory carry-over action model* [27], the outcome experience (eg, problematic internet use) from one behavior (eg, internet use behavior) may also affect a higher-level goal (eg, work-life balance) together with another behavior (eg, health behavior). Although the internet may help to arrange flexible work time and in turn maintain work-life balance [6], for some people, problematic internet use can also harbor hazards to their work-life balance [7-9]. Moreover, time is a finite resource, the use of which must be divided among individual needs, work, and family needs [37]. Problematic internet use may occupy the time one could spend on physical activity, family, and work and is thus negatively related to work-life balance. Excessive internet use has been found to be associated with behaviors that negatively affect people’s health, mood, work, and occupation [38]. So far, little is known about the relationship between health behaviors and work-life balance, while also considering the risk brought by problematic internet use. Owing to the large number of people suffering from the consequences of problematic internet use [39], it is important to examine how health behaviors combined with problematic internet use interrelate with work-life balance.

Some studies have indicated that problematic internet use has a direct impact on perceived stress [40,41], for example, it was found that problematic internet use is related to perceived stress and negative feelings, such as depression and anxiety [42,43]. Other studies have shown that perceived stress plays an important role in problematic internet use [44,45]. According to the *compensatory carry-over action model* [27], both perceived stress and problematic internet use may mediate the relationship between health behaviors and a higher-level goal (ie, work-life balance).

In this study, this underlying mechanism of this relationship was explored by comparing two possible serial models, with perceived stress and problematic internet use as serial mediators.
If problematic internet use is assumed to influence perceived stress, then the chain is as follows: health behavior → problematic internet use → perceived stress → work-life balance. If one assumes that perceived stress influences problematic internet use, then the chain is as follows: health behavior → perceived stress → problematic internet use → work-life balance.

**Place of Residence Differences Among Study Variables**

Previous studies have shown large cultural differences between China and Germany [46,47]. For example, according to Hofstede’s empirical framework, Germany is representative of a Western country and individualistic society, in which people consider their needs over the needs of the organization to which they belong. Conversely, China is representative of an Eastern country and collectivistic society, in which people put the needs of the organization before individual needs [48-52].

On the basis of these differences, previous studies comparing work-life balance between Western and Eastern companies revealed that work-life balance ranks higher in Western companies than in Eastern companies, as more attention is given to it [53]. The contexts of work-life conflict and solution in China are significantly different from those found in Western countries [54]. Some studies have found that in Eastern countries, family, including elderly parents, may provide advice and emotional support when people need help in maintaining a work-life balance [55,56]. Culture has been found to moderate the relationship between work resources and work-family conflict [57]. Although health behaviors as personal resources [58] were found to be associated with work-life balance [12-14], the moderator role of the place of residence between health behaviors and work-life balance still needs to be investigated.

The difference in health behaviors between Western countries, such as European countries and the United States, and Eastern countries, such as China, was investigated in previous studies [59,60]. Factors such as the geographic, historical, and economic development stage of a country and the coping mechanisms of its citizens may affect people’s health behaviors, such as food preferences and physical activity [61,62]. For example, the number of facilities for physical activity provided by the government (eg, parks) may inhibit or facilitate participation in physical activity, depending on the socioeconomic status [62]. It has been found that fruit intake and physical activity have higher prevalence in Western countries [63], and the percentage of nonsmokers is higher in Eastern countries than that in Western countries [63]. Differences in perceived stress exist between Western and Eastern countries as well [64,65]. For problematic internet use, previous studies have shown that Eastern counties have a higher internet addiction score than Western countries [66,67].

**Proposed Research Questions**

On the basis of these previous research findings and the compensatory carry-over action model, this study sought to understand and explore the mechanisms underlying the relationship between health behaviors and work-life balance.

The following two major research questions were addressed:

1. Do problematic internet use and perceived stress mediate the relationship between health behaviors and work-life balance in both Germany and China?
2. Does the country of residence moderate the relationship between a healthy lifestyle and work-life balance?

**Methods**

**Participants**

The online survey included 877 participants (538/877, 61.3% women). German (98/877, 11.2%) and English (276/877, 31.5%) versions of the questionnaire were used to collect data in Germany (group 1: residents in Germany), and a Chinese (503/877, 57.4%) version of the questionnaire was used to collect data in China (group 2: residents in China). A minimum sample size of 233 was used in both groups. The participants’ ages ranged from 17 to 65 years (mean 30.0, SD 10.8).

**Procedure**

Data were gathered from residents in middle-sized cities in Germany (Bremen) and China (Shijiazhuang). As Germany is the second most popular migration destination in the world [68] and English is widely spoken in Germany, both German and English versions of the questionnaire were provided for the participants to freely choose the language they prefer (no significant differences were found between the German and English versions of the questionnaire in the pilot analyses). Residents in China were provided with the Chinese version of the questionnaire.

The online questionnaires were used to collect data from October 2016 to August 2018 through email (in Germany and China), Facebook (in Germany), and link distribution face to face (with the help of the research assistants in Germany and with the help of primary school teachers who distributed the questionnaires among the pupils’ parents at parent-teacher conferences in China). Participants answered multiple-choice questions by clicking the appropriate check box and open questions by inputting text content. On the first page of the survey, all participants were informed of the confidentiality, anonymity, and voluntary nature of their responses and given the opportunity to obtain the study results by providing contact information on the page. Those who clicked the box to provide their informed consent could continue to the questionnaire pages. The study received ethical approval by the Ethics Commission of the German Association of Psychology (Deutsche Gesellschaft für Psychologie, EK-A-SL022013). The link for the survey was sent to the staff and students in universities. Study participants were also asked to forward the invitation and the link to families and friends in Germany and China.

**Measures**

*Health behavior* was operationalized from the summation of 5 items: physical activity, sufficient water consumption, nutrition, smoking status, and alcohol consumption status. For the purposes of analysis, each behavior was coded into a binary variable, with 0 representing the unhealthy option. *Physical activity* was assessed with the short form of the International Physical Activity Questionnaire [69], which has been tested for use in adults and has shown cross-cultural validity and reliability.
This questionnaire covers mild, moderate, and strenuous physical activities. Participants indicated the duration (in minutes) and frequency (in days) of each activity domain per week. Minutes per week were multiplied by days per week to obtain a sum score per activity domain and then added for total activity per week. Total physical activity was classified as 1 (those who fulfilled the World Health Organization’s recommendation of ≥2.5 hours per week) and 0 (physical activity <2.5 hours per week).

Sufficient water consumption was assessed by the question, “Please think about your typical weeks, do you drink 1.5 L of non-alcoholic and non-caffeinated beverage (water, juice, fruit and herbal tea) during the day?” and it was possible to answer with yes (1) or no (0). This question has been shown to have acceptable reliability and validity [16]. Nutrition was measured by the question, “Please think about your typical weeks, do you eat five or more servings of fruit and vegetable per day?” and was to be answered with yes or no. This question has also been shown to have acceptable reliability and validity [71]. Smoking status was assessed by asking participants “Are you a smoker?” Answers were classified into 1 (nonsmoker or ex-smoker) and 0 (occasional smoker or regular smoker). The alcohol consumption status was assessed by asking participants “Do you drink alcohol on a regular basis?” and was classified as 1 (no) and 0 (yes). Both the smoking and alcohol questions have been shown to have acceptable reliability and validity [72]. All different health behaviors were summed, with 0 indicating the fewest health behaviors performed and 5 indicating the performance of all health behaviors on the recommended level.

Work-life balance was measured by using a 5-item scale [73] consisting of employees’ satisfaction with their achieved balance between work and private life. Answers were on a 5-point Likert scale, ranging from 1 (strongly disagree) to 5 (strongly agree). Sample items were “I am satisfied with the balance between my work and my private life.”; “It is difficult for me to balance my work and private life.; and “I am meeting the requirements of both my work and my private life.” The Cronbach alpha was .81 in this study.

Perceived stress was measured with 2 questions from the Perceived Stress Scale [74], as in previous studies [75]—“In the last month, how often have you felt nervous and stressed?” and “In the last month, how often have you felt difficulties were piling up so high that you could not overcome them?”—and it was rated on a 5-point Likert scale. The Cronbach alpha was .75 in this study.

Problematic internet use was assessed with the Internet Addiction Questionnaire (ISS-10r) [76]. The current version includes 10 items with answer scores on a scale of 1 to 4 ranging from completely disagree to agree completely (eg, “I often spend more time on the internet than I intended”). For the evaluation of problematic internet use, ISS-10r sum values of the 5 subscales (loss of control, withdrawal symptoms, development of tolerance, negative consequences on work and performance, and negative consequences on social relationships) were utilized. The total score can vary from 20 to 80 and distinguishes 3 types of internet use: no problematic internet use (20-49), problematic internet use tendency (50-59), problematic internet use (60-80). The ISS-10r is one of the validated tools to assess problematic internet use, and the Cronbach alpha was .81 in this study.

Participants also answered sociodemographic questions, including those on age, gender, height, weight, marital status, employment status, and education level.

Statistical Analysis

A correlation analysis was performed to investigate the relationships between health behaviors, perceived stress, problematic internet use, and work-life balance in both groups (group 1: residents in Germany and group 2: residents in China). Moderated mediation analyses were run with health behaviors as the independent variable, work-life balance as the dependent variable, problematic internet use and perceived stress as the mediator variables, and place of residence as a moderator in both groups. Moderated mediation analyses were performed using SPSS version 24 (IBM Corp) and PROCESS [77]. Significance was accepted at an alpha level of .05.

Results

Preliminary Analyses

In this survey, 42.6% (374/877) of participants completed the German or English version of the questionnaire (group 1: residents in Germany), and 57.4% (503/877) of participants completed the Chinese version of the questionnaire (group 2: residents in China). When comparing health behavior items between these 2 different places of residence groups, Physical activity participation was higher in group 1 than in group 2 (245/374, 65.5% vs 277/503, 55.1%; P=.002), more participants have Sufficient water consumption in group 1 than in group 2 (270/374, 72.2% vs 213/503, 42.3%; P<.001), more participants drink alcohol on a regular basis (alcohol consumption status) in group 1 than in group 2 (180/374, 48.1% vs 125/503, 24.9%; P<.001), and there were no significant differences in Nutrition (P=.35) and Smoking status (P=.85) between the 2 groups. When comparing other variables between these 2 different places of residence groups, problematic internet use and work-life balance scores of group 2 were significantly higher than those of group 1, whereas perceived stress and health behaviors were lower in group 2. Descriptive statistics are presented in Table 1.
Table 1. Descriptive statistics of main study variables in the 2 groups (N=877; group 1: residents in Germany and group 2: residents in China).

<table>
<thead>
<tr>
<th>Variables</th>
<th>Group 1, mean (SD)</th>
<th>Group 2, mean (SD)</th>
<th>Total, mean (SD)</th>
<th>Range</th>
<th>t test (df)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years)</td>
<td>26.7 (12.5)</td>
<td>32.5 (8.4)</td>
<td>30.0 (10.8)</td>
<td>17-65</td>
<td>-8.24 (875)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Problematic internet use</td>
<td>41.8 (11.6)</td>
<td>44.2 (11.9)</td>
<td>43.2 (11.8)</td>
<td>20-80</td>
<td>-2.96 (875)</td>
<td>.003</td>
</tr>
<tr>
<td>Perceived stress</td>
<td>5.3 (1.8)</td>
<td>4.6 (1.5)</td>
<td>4.9 (1.6)</td>
<td>2-10</td>
<td>6.32 (875)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Health behaviors</td>
<td>3.0 (1.1)</td>
<td>2.9 (1.2)</td>
<td>2.9 (1.2)</td>
<td>0-5</td>
<td>2.44 (875)</td>
<td>.02</td>
</tr>
<tr>
<td>Work-life balance</td>
<td>16.5 (4.5)</td>
<td>18.0 (4.1)</td>
<td>17.4 (4.3)</td>
<td>5-25</td>
<td>-5.36 (875)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

Correlation Analyses in Different Groups

Table 2 displays the bivariate Pearson correlation between health behaviors, problematic internet use, perceived stress, and work-life balance. In both groups, health behaviors were positively correlated with work-life balance, whereas problematic internet use and perceived stress were negatively related to a healthy lifestyle and work-life balance.

Table 2. Pearson correlation of variables in 2 groups.

<table>
<thead>
<tr>
<th>Group 1&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Group 2&lt;sup&gt;b&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 Gender&lt;sup&gt;c&lt;/sup&gt;</td>
<td>N/A&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td>2 Age</td>
<td>-0.11</td>
</tr>
<tr>
<td>3 Health behaviors</td>
<td>-0.04</td>
</tr>
<tr>
<td>4 Problematic internet use</td>
<td>0.15</td>
</tr>
<tr>
<td>5 Perceived stress</td>
<td>-0.02</td>
</tr>
<tr>
<td>6 Work-life balance</td>
<td>0.01</td>
</tr>
</tbody>
</table>

<sup>a</sup>Group 1: residents in Germany; correlations presented below the diagonal.
<sup>b</sup>Group 2: residents in China; correlations presented above the diagonal.
<sup>c</sup>Gender was dummy coded such that 1=female and 2=male. r≥.15, P=.01; 0.10≤r≤.14, P=.05.
<sup>d</sup>N/A: not applicable.

Testing for Mediation Effects

The first aim of the study was to examine whether problematic internet use and perceived stress mediate the relationship between a healthy lifestyle and work-life balance in general. Two possible serial mediation models and one parallel model were estimated and assessed to investigate the mediator roles of problematic internet use and perceived stress.

Serial Mediation

Serial mediation assumes “a causal chain linking the mediators, with a specified direction of causal flow” [78]. Model 6 of PROCESS was used to test 2 possible chains: (1) health behavior → problematic internet use → perceived stress → work-life balance and (2) health behavior → perceived stress → problematic internet use → work-life balance. The proposed research model for chain 1 and results after controlling for covariates (age and gender) are presented in Figure 1. The mediation effect accounted for 19% of the total effect: \( F_{5,871}=39.78; P<.001 \). The residual direct effect was not significant (\( c' \) in Figure 1). There were significant indirect paths from health behaviors to work-life balance through problematic internet use (\( a_1d_1, \beta=.01, 95\% \, CI \, 0.002 \, to \, 0.03 \)) and perceived stress (\( b_1a_3, \beta=.06, 95\% \, CI \, 0.04 \, to \, 0.09 \)). Furthermore, the indirect path from health behaviors to work-life balance through both problematic internet use and perceived stress was also significant (\( a_1a_2a_3, \beta=.01, 95\% \, CI \, 0.01 \, to \, 0.02 \)). When substituting the order of the mediators to test chain 2, the indirect path remained significant with \( P<.001 \), but the effect was weaker (\( \beta=.003, 95\% \, CI \, 0.001 \, to \, 0.01 \)).
Figure 1. Serial mediation model and path coefficients predicting work-life balance. Path $a_1 \rightarrow a_2 \rightarrow a_3$ is the full serial mediation path (1). Path $a_1d_1$ is the path from health behavior to work-life balance through problematic internet use. Path $b_1a_3$ is the path from health behavior to work-life balance through perceived stress.

**Parallel Mediation**

Parallel mediation assumes that problematic internet use and perceived stress do not influence each other when they mediate the relationship between health behaviors and work-life balance. Model 4 of PROCESS [77] was used to examine parallel mediation. The results of all participants are displayed in Table 3. After controlling for covariates (ie, age and gender), the results revealed that health behaviors were negatively associated with problematic internet use (model 2), which in turn was also interrelated with work-life balance (model 4). In addition, health behaviors were found to be negatively associated with perceived stress (model 3), which was also linked negatively to work-life balance (model 4).

The residual direct effect was not significant, with $P= .10$ (model 4). The indirect effect of problematic internet use was $\beta = .01, 95\% \text{ CI } 0.002$ to 0.03, and the indirect effect of perceived stress was $\beta = .08, 95\% \text{ CI } 0.05$ to 0.11. Most variance could be explained in model 4, predicting work-life balance with health behaviors, problematic internet use, and perceived stress.

Results exploring the mediation effects in group 1 and group 2 are shown in Figure 2. In group 1, the residual direct effect was still significant ($\beta = .13; P = .01$) after including the mediators indicating a partial mediation only. The indirect effect of problematic internet use was $\beta = .02, 95\% \text{ CI } 0.003$ to 0.05; the indirect effect of perceived stress was $\beta = .07, 95\% \text{ CI } 0.03$ to 0.11. The mediation effect accounted for 23% of the total effect ($F_{5.368} = 22.48; P < .001$).

In group 2, the residual direct effect was not significant ($\beta = .02; P = .61$) when including the mediators, indicating a full mediation. The indirect effect of problematic internet use was $\beta = .01, 95\% \text{ CI } 0.001$ to 0.04; the indirect effect of perceived stress was $\beta = .07, 95\% \text{ CI } 0.04$ to 0.11. The mediation effect accounted for 12% of the total effect ($F_{5.497} = 14.06; P < .001$).

Table 3. Mediation effects of health behaviors on work-life balance.

<table>
<thead>
<tr>
<th>Predictors</th>
<th>Model 1 (work-life balance)</th>
<th>Model 2 (problematic internet use)</th>
<th>Model 3 (perceived stress)</th>
<th>Model 4 (work-life balance)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\beta$ (95% CI)</td>
<td>$P$ value</td>
<td>$\beta$ (95% CI)</td>
<td>$P$ value</td>
</tr>
<tr>
<td>Gender$^e$</td>
<td>.04 (−0.10 to 0.18)</td>
<td>.53</td>
<td>.14 (0.02 to 0.27)</td>
<td>.03</td>
</tr>
<tr>
<td>Age (years)</td>
<td>.02 (0.01 to 0.03)</td>
<td>&lt;.001</td>
<td>−.03 (−.04 to −.03)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Health behaviors</td>
<td>.14 (0.08 to 0.21)</td>
<td>&lt;.001</td>
<td>−.15 (−.22 to −.09)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Problematic internet use</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Perceived stress</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
</tbody>
</table>

$^a R^2 = 0.06, F_{3,873} = 17.73, P < .001.$  
$^b R^2 = 0.14, F_{3,873} = 47.55, P < .001.$  
$^c R^2 = 0.11, F_{3,873} = 36.83, P < .001.$  
$^d R^2 = 0.19, F_{3,873} = 39.78, P < .001.$  
$^e$ Gender was dummy coded with 1=female and 2=male.  
$^f$ N/A: not applicable.
Testing for Mediated Moderation

The second aim of the study was to examine whether place of residence moderates the relationship between health behavior and work-life balance. This was tested with a mediated moderation analysis (model 8) of PROCESS [77], and the results are displayed in Table 4. In model 1, the total effect of the health behaviors on work-life balance was significant, and this association was not moderated by the place of residence. In model 2, the direct effect of health behaviors on problematic internet use was significant, and this association was also not moderated by the place of residence. In model 3, the direct effect of health behaviors on perceived stress was significant, and this association was also not moderated by the place of residence. In model 4, the direct effect of health behaviors on work-life balance was significant, and there was a significant moderation effect of the place of residence.

To further demonstrate the pattern of this moderation effect, the interaction effect by simple slopes between health behaviors and place of residence on work-life balance is plotted in Figure 3. The simple slope test revealed that in group 1, the interrelation between health behaviors and work-life balance was significant ($\beta=0.19; P<.001$), whereas this relation was weaker in group 2 ($\beta=0.11; P=.01$). All predictors accounted for 20% of the variance in work-life balance in this model.

Table 4. Mediated moderation effects of health behaviors on work-life balance.

<table>
<thead>
<tr>
<th>Predictors</th>
<th>Model 1 (work-life balance)</th>
<th>Model 2 (problematic internet use)</th>
<th>Model 3 (perceived stress)</th>
<th>Model 4 (work-life balance)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(\beta) (95% CI)</td>
<td>(P) value</td>
<td>(\beta) (95% CI)</td>
<td>(P) value</td>
</tr>
<tr>
<td>Gender(^e)</td>
<td>.03 (−0.10 to 0.17)</td>
<td>.63</td>
<td>−0.10 (−0.23 to 0.03)</td>
<td>.13</td>
</tr>
<tr>
<td>Age (years)</td>
<td>.02 (0.01 to 0.02)</td>
<td>&lt;.001</td>
<td>−0.02 (−0.03 to 0.02)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Health behaviors</td>
<td>.15 (0.09 to 0.22)</td>
<td>&lt;.001</td>
<td>−0.22 (−0.28 to −0.16)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Residence</td>
<td>.15 (0.08 to 0.21)</td>
<td>&lt;.001</td>
<td>.19 (0.13 to 0.25)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Problematic internet use</td>
<td>N/A(^f)</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Perceived stress</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Health behaviors \times residence</td>
<td>−0.05 (−0.12 to 0.01)</td>
<td>.11</td>
<td>−0.04 (−0.03 to 0.10)</td>
<td>.25</td>
</tr>
</tbody>
</table>

---

\(^a\) R^2=0.08, F_{5,871}=15.09, P<.001.
\(^b\) R^2=0.18, F_{5,871}=37.15, P<.001.
\(^c\) R^2=0.14, F_{5,871}=27.97, P<.001.
\(^d\) R^2=0.20, F_{7,869}=31.04, P<.001.
\(^e\) Gender was dummy coded with 1=female and 2=male.
\(^f\) N/A: not applicable.
Discussion

Principal Findings

An online questionnaire assessed residents from Germany (n=374) and China (n=503) in 3 languages (German, English, and Chinese). On a mean level, individuals in Germany reported less problematic internet use and more health behaviors than individuals in China; however, they also had lower work-life balance and higher perceived stress. This study is one of the first studies to explore the potential mechanisms through which health behaviors impact work-life balance [10,26,79]. Results revealed that health behaviors were indirectly related to work-life balance through perceived stress and problematic internet use, and the mediator role of problematic internet use was not prominent in either of the serial models or the parallel model. There was a partial mediation in Germany (group 1) and a full mediation in China (group 2). The relation between health behaviors and work-life balance was significant in group 1, whereas it was weaker in group 2. This study utilized the compensatory carry-over action model as the underlying understanding in investigating how health behaviors interrelate with employees’ work-life balance.

Mediator Roles of Stress and Problematic Internet Use

When testing the mediator roles of stress and problematic internet use, in both serial and parallel mediation models, the residual direct effect was not significant, which indicated that problematic internet use and perceived stress fully mediated the indirect association between health behaviors and work-life balance. In the serial mediation models, the chain health behavior → problematic internet use → perceived stress → work-life balance was superior to the chain health behavior → perceived stress → problematic internet use → work-life balance. However, the effect size was small. Neither of the proposed serial models revealed a large mediating effect. In the parallel model, results exploring the mediation effects in the Germany group and the China group revealed that in the Germany group, the residual direct effect was significant. This may indicate that problematic internet use and perceived stress partially mediated the indirect association between health behaviors and work-life balance. In the China group, the residual direct effect was not significant, which is because problematic internet use and perceived stress fully mediated the indirect association between health behaviors and work-life balance.

Although health behaviors in general were better in Germany than in China, the work-life balance score was lower. According to the model, this was because of the significant difference in the mediator-perceived stress, which was much higher in Germany than in China. This is in line with previous studies [79].

The mediator role of perceived stress in this study is consistent with previous studies, which found that perceived stress could be mitigated by health behaviors [9] and affected work-life balance negatively [10]. Thus, perceived stress management is of high importance. This result also supports the compensatory carry-over action model, as work-life balance is not only associated with predictor variables related to health behaviors but also with mediator variables, such as perceived stress. To the best of our knowledge, this is the first study that clarifies the mediator roles of perceived stress and problematic internet use in a healthy lifestyle consisting of different single health behaviors and work-life balance in different countries of residence.

Although previous studies have found health behaviors to be negatively associated with problematic internet use [7-9], which in turn affects work-life balance [80-82], in this study, the mediation role of problematic internet use was not prominent compared with the perceived stress mediator. This may be because of the interaction between perceived stress and problematic internet use. This study revealed that there was a significant relationship between problematic internet use and perceived stress. Previous studies have indicated that problematic internet use has a direct impact on perceived stress [40,41]; however, perceived stress may also come from other aspects, such as occupational, interpersonal, or financial stresses.
Moreover, previous research has demonstrated that perceived stress plays an important role in problematic internet use [44,45]. It is difficult to judge which factor affects the other, as it depends on circumstances, and this study was only cross-sectional.

Apart from perceived stress and problematic internet use, the path between health behaviors and work-life balance may also be explained by other variables, such as gender. Gender differences have been found in relation to health behaviors in previous studies [84], and they have also been highlighted in work-life balance studies [5]. Some studies have found that women often have more difficulty maintaining a balance because of pressures at work and social role demands at home [85,86]. However, other studies have indicated that men and women report similar levels of work-life balance [87]. Other studies have shown that women tend to present a more positive work-life balance attitude compared with men [88]. Further studies that focus on the organization of work taking the employee’s gender difference into account are recommended.

**Moderation Role of Place of Residence**

This study found that problematic internet use score in China was higher than that in Germany. This is in line with the previous studies, which found that people of an Asian background, such as Chinese, have higher problematic internet use scores than people from Europe or the United States [66,89].

Countries of residence rather than countries of birth were compared in this study, as it has been found that the effects on people’s individual life from the place of residence appear to be higher than those from the place of birth [90]. From a closer look at country differences in health behaviors, it seems that the country where one lives provides the context within which a certain kind of behavior is shaped. In the case of Germany, it would be of interest to study the role of the country as a context variable in the health life and behavior of its residents, regardless of their cultural origin. Not only health behaviors but also work-life balance was different because of the country of residence, which involves influences of the natural environment, language, religion, custom, and particular ways of life [91,92]. This study found that the indirect association between health behaviors and work-life balance was moderated by the place of residence. The relation between health behaviors and work-life balance was significant in residents living in Germany, whereas it was weaker in residents in China.

This finding is in line with and further supports previous studies that explored health behaviors related to work-life balance [12,14,17,26,93]. This study also replicates studies that examined work-life balance across different societies [53]. The result showing that the relation between health behaviors and work-life balance was significant in Germany, whereas it was weaker in China, supports the compensatory carry-over action model. The model permits different applicability in 2 distinct countries of residence, from which, besides health behaviors, work-life balance could be affected by different factors. Previous studies have found that in Eastern countries, gender socialization plays an important role in one’s perception toward work-life balance [53]. Moreover, although age was controlled in this study, other variables such as family responsibility status may be associated with work-life balance as well. Previous studies have indicated that older and married individuals felt less stressed than younger and unmarried people [75]. The possibility of married status in many Chinese participants might modulate the effect of health behaviors on work-life balance as well. This argument should be further explored in future research.

In this study, compared with residents in China, more people in Germany engaged in physical activity for at least 2.5 hours per week and drank enough water, whereas more people in Germany drank alcohol than people in China. These findings are in line with previous studies that have investigated health behaviors in Western countries and Eastern countries [63]. The moderation of the place of residence provides a broad perspective toward the promotion of work-life balance among 2 very diverse groups of countries of residence. By contrasting residents from China and Germany as representatives of prevailing Eastern and Western lifestyles, respectively, we may be able to gain a more global perspective in this issue. Professionals in the medical field should advise their patients in China to engage in more health behaviors and patients in Germany to find ways of lowering perceived stress to balance their lifestyle more adequately.

**Limitations**

Some limitations of this study should be addressed. First, this was a cross-sectional survey, which limits causal inferences. Moreover, there was a significant age difference between participants in the 2 groups. Although age and gender were included as control variables in this study, other variables such as family responsibility status may be associated with different ages and may impact the results as well. Second, health behaviors only included physical activity, nutrition and water intake, and smoking and alcohol status. However, other behaviors, such as dental hygiene adherence and sexual behaviors, are also related to health and may have an influence.

Third, perceived stress was measured with only two items by using the shortened version of the measurement scale, and the Cronbach alpha was not high. The accuracy may not be as good as a full version. Finally, the data were mainly collected within Germany and China. Although participants with a migrant background were able to complete the English version of the questionnaire, the sample range was still limited. Moreover, the years of residence were not controlled, but it may also impact individuals’ behaviors. Further studies should overcome these limitations by using longitudinal and experimental designs and considering more aspects and potential factors. It would also be valuable to include more people with different backgrounds regarding their country of residence while controlling other influences.

**Conclusions**

In summary, this study sheds light on how people’s health behaviors interrelate with work-life balance, perceived stress, and problematic internet use. It provides evidence that health behaviors are indirectly related to work-life balance through perceived stress and problematic internet use. This study revealed a partial mediation among residents in Germany and a full mediation among residents in China. The relation between health behaviors and work-life balance was stronger in Germany,
whereas it was weaker in China. Besides performing health behaviors, helping people to relieve their perceived stress and spend only healthy amounts of time with the internet seems essential to maintain a better work-life balance. Future research should be performed in different countries and in different languages, and should be well grounded on a culture theory, such as Hofstede’s cultural dimensions theory [48,49].
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Abstract

Background: Approximately 42.5 million adults have been affected by mental illness in the United States in 2013, and 173 million people have been affected by a diagnosable psychiatric disorder in China. An increasing number of people tend to seek health information on the Web, and it is important to understand the factors associated with individuals' mental health information seeking. Identifying factors associated with mental health information seeking may influence the disease progression of potential patients. The planned risk information seeking model (PRISM) was developed in 2010 by integrating multiple information seeking models including the theory of planned behavior. Few studies have replicated PRISM outside the United States and no previous study has examined mental health as a personal risk in different cultures.

Objective: This study aimed to test the planned risk information seeking model (PRISM) in China and the United States with a chronic disease, mental illness, and two additional factors, ie, media use and cultural identity, among college students.

Methods: Data were collected in both countries using the same online survey through a survey management program (Qualtrics). In China, college instructors distributed the survey link among university students, and it was also posted on a leading social media site called Sina Weibo. In the United States, the data were collected in a college-wide survey pool in a large Northwestern university.

Results: The final sample size was 235 for the Chinese sample and 241 for the US sample. Media use was significantly associated with mental health information–seeking intentions in the Chinese sample ($P < .001$), and cultural identity was significantly associated with intentions in both samples (China: $P = .02$; United States: $P < .001$). The extended PRISM had a better model fit than the original PRISM.

Conclusions: Cultural identity and media use should be considered when evaluating the process of mental health information seeking or when designing interventions to address mental health information seeking.

(J Med Internet Res 2020;22(5):e15817) doi:10.2196/15817
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Introduction

Background

In the United States, about 42.5 million adults have been affected by various kinds of mental illness in 2013, which means that 1 in 5 Americans have had a diagnosable mental disorder [1]. In China, approximately 173 million people experience a diagnosable psychiatric disorder [2]. People in the United States who are not mental health professionals tend to recognize serious mental issues, such as schizophrenia, as mental illness. Mental disorders, such as depression and paranoia, which also require proper treatment, are often not perceived as mental disorders [3,4]. The situation is worse in China; the majority of people have a negative attitude toward mental health counseling services [5]. Some Asians see admitting to having a mental illness as bringing disgrace to the family and believe that willpower could maintain mental health to some extent [6,7]. Traditional Chinese culture and the history of medicine do not define mental illness separately from neurological disorders [8], whereas in the United States, psychiatrists are trying to incorporate medical treatment with counseling services that can help analyze the social and environmental factors of patients.

Moreover, Chinese culture has been known as a collectivistic culture, where group members traditionally put group interests and community values ahead of individual interests [9]. Therefore, people who suffer from mental illness may refuse to seek counseling services because of the concern that they may bring shame to the family or community. In the United States as well, there is stigma around mental health. Even among professional health care workers, negative attitudes toward mental illness are pervasive [10]. Therefore, individuals may avoid interpersonal communication and turn to the internet for information related to mental health.

With the ubiquitous use of the internet (eg, used by more than 3 billion people throughout the world) [11], people now have unparalleled access to information. In the United States, 72.00% of internet users have sought health information online in 2013[12]. In China, research has found that more than 80% of individuals experiencing a specific health condition (ie, people with epilepsy) have sought information related to their illness [13]. One study found that 18% of adult internet users in the United States had searched for mental health information online [14]. Using the internet for mental health information has been found to be prevalent among young adults. Horgan and Sweeney [15] found that 30.8% of their participants, who were college students, had used the internet for information related to mental health, conducting searches mainly on depression. This may be tied to the age of onset for mental illness; three-quarters of all chronic mental illnesses begins by the age of 24 years [16]. College may also be a risky time for students’ mental health, and college students tend to feel depressed and anxious during their college life [17]. Previous studies have found that more than 20% of college students reported mental health problems in both China [18] and the United State [19], and they are also heavy media users [20]. Thus, mental health information seeking is of importance among a college population. Therefore, a college student sample was used for this study. As the United States and China are two typical but distinct cultures that can represent different populations in mental health information seeking, a cross-cultural study was conducted in these 2 countries among college students.

The Planned Risk Information Seeking Model

There has been a fair amount of studies about health-related information seeking since the 1990s [21]. In 2010, Kahlor [22] developed the planned risk information seeking model (PRISM) by integrating multiple information seeking models including the theory of planned behavior [23], the risk information seeking and processing (RISP) model [24], and the augmented RISP model [25]. PRISM [22] proposes that subjective norms, attitude toward seeking, and perceived seeking control will be positively associated with seeking intent; affective response to risk and perceived knowledge insufficiency will be positively related with seeking intent; perceived knowledge partially mediates the effects of attitude, seeking-related subjective norms, and perceived control on perceived knowledge insufficiency; and risk perception will be positively related to affective risk response.

When proposing PRISM, Kahlor [22] assessed the topic of general health risk information seeking, finding the model a good fit for the data, although the predicted path of knowledge insufficiency to seeking intent was not supported. Additional research has found support for PRISM to be an acceptable model for predicting information seeking intentions [26-28]. Hovick et al [29] found that original variables in PRISM better fit their data than an expanded model with past seeking behavior, source beliefs, and outcome expectancies regarding the context of cancer risk. However, Ho et al [27] extended PRISM in Singapore by adding media use and found the extended PRISM had a better fit than the PRISM. Few studies have replicated PRISM outside the United States and/or compared the relationships within PRISM under different cultural contexts. Furthermore, Willoughby and Myrick [28] found, in an examination of PRISM in two health contexts, that although some of the paths were not supported in the model, PRISM was a good fit for two health contexts: sexual health and cancer. No previous study has examined mental health as a personal risk in different cultures. This study aimed to examine whether PRISM is a good fit for the data in both China and the United States regarding mental health.

Media Use

Although PRISM incorporates a number of constructs from various theories, it does not include the construct of media use. Media use can serve as a source of knowledge and provide important information; it can also be affected by knowledge needs and remind information seekers to stay alert. Previous research found media use to be a mediator in PRISM for predicting impersonal risk information seeking, specifically examining climate change [27]. Media use has not been assessed as a predictor in PRISM when examining personal risks. Personal risks may be more emotional than impersonal risks [30]. This study used a personal risk, mental health, as a context to replicate and extend the current model.
Demographics, ideology, personality traits, and social persuasive effects influence media use [31]. According to the reinforcing spirals framework [31], media can influence attitudes and behaviors; furthermore, media use can also influence future media use or avoidance. In information seeking, media are often seen as information sources. Media use has been found to be associated with health information seeking for impersonal risk [27,32]. In addition, people who engage with one media channel for health information are more likely to engage with other media channels in their search for health information [33].

The reinforcing spirals framework highlights the potential timeline and mechanisms for how media use might work. For example, a person who has had a family member experience depression might be primed to have certain attitudes and opinions. After seeing a commercial for a medication for depression, the person might be more likely to seek out additional information on signs and symptoms because of their own personal past experiences and also the information they were exposed to through the media.

A number of studies have shown that media use could influence perceived knowledge and intentions within the context of health [34-36]. Little research has examined the relationship between media use and variables within PRISM under the context of mental health.

Cultural Identity
Another factor not included in PRISM is cultural identity, which is identification with a particular cultural group [37]. Even with the same cultural background, people can have different levels of cultural identity. Few studies about information seeking have examined the role of cultural values and how different levels of cultural identity affect the process of information seeking. One cross-cultural study discovered that people from different cultures, such as a communitarian culture (eg, Chinese culture) and an individualistic culture (eg, US culture), tend to perceive variables differently in risk information seeking [38]. Although this research assessed risk information seeking across cultures, it did not include cultural identity as a predictor. Our study assesses the potential role of cultural identity as a predictor of mental health information seeking.

Hofstede [39] defines culture as “the collective programming of the mind, which distinguishes one group or category of people from another.” Even under the same cultural context, individuals can experience different levels of cultural identity. Cultural identity was defined as an individual’s identification with a particular cultural group [37]. A strong cultural identity is accompanied with a deep understanding of group values, social norms, and certain behaviors endorsed by the community members [37]. For example, Chinese culture values tend to stigmatize mental health and not talk about it. If someone instead believed it was normal to have mental issues and believed it was healthy to talk with a therapist, this person’s cultural identity of Chinese culture regarding mental health would be low.

Chinese culture, as a typical Asian culture, is known as highly collectivistic with value placed on group members’ opinions and a focus on cooperation in group settings [39,40]. There is evidence that Chinese value social norms more and are more likely to maintain the existing social structure than people from individualistic cultures [41,42]. Therefore, we believe that the seeking intent of mental health information will be weaker among a Chinese sample not only because of the previous treatment of mental health in China but also because many individuals from a collectivistic culture see having mental health issues as losing face or bringing damage to the family’s reputation [6]. Moreover, the cultural value of the United States is recognized as individualistic [39], and people from individualistic cultures are more likely to accept mental health counseling [6].

Research Questions and Hypotheses
On the basis of the previously discussed literature, we proposed the following research questions and hypotheses to help assess how the additional variables may impact behavioral intentions and the utility of the PRISM model at predicting behavioral intentions in different samples:

- **Research question (RQ) 1:** Is PRISM a good fit for both the Chinese sample and the US sample of young adults on the topic of mental health information seeking?
- **Hypothesis 1:** Media use will be positively related to seeking intention in the Chinese (H1a) and US (H1b) samples.
- **Hypothesis 2:** Cultural identity will be negatively associated with mental health information seeking intentions among participants in the Chinese sample.
- **Hypothesis 3:** Cultural identity will be positively associated with mental health information seeking intentions among participants in the US sample.
- **RQ2:** What are the relationships between media use and perceived knowledge, perceived knowledge insufficiency, affective response, risk perception, attitude, and subjective norms in the PRISM in the mental health information seeking process in both samples?
- **RQ3:** What are the relationships between cultural identity and variables of PRISM in the mental health information seeking process in both samples?
- **RQ4:** Does the extended PRISM account for more variance in seeking intentions than the PRISM in both the Chinese (RQ4a) and US (RQ4b) samples?

Methods
Sample and Procedure
Data were collected in both countries using the same online survey through a survey management program (Qualtrics). The studies were similar in all aspects, except during the recruitment phase. Participants in the United States were recruited from a college participation system called Sonas, a cloud-based subject pool. Participants in China were recruited from 2 universities in China and a social media site. Although the methods differ, both provided a sample of college students that was obtained as a convenience sample. These differences in recruitment were due, in part, to logistical issues. The researchers did not have access to a participant pool in China but wanted a comparable population of college students in the same age range. The University Institutional Review Board reviewed the study
proposal, and the project was determined to be exempt for both samples.

In China, 2 college instructors in 2 different universities distributed the anonymous survey link to their students using online class announcements and the survey link was also posted on a leading social media site called Sina Weibo to ensure an equivalent sample size. Sina Weibo is often seen as the “Chinese Twitter” and is a microblogging website in China. The questionnaire was translated into Chinese and was cross-examined by an English instructor of a university in China to verify whether the 2 survey versions were consistent. Two students volunteered to pretest the survey, and the completion time was around 15 min. Respondents needed to be 18 years or older to participate. One researcher posted the study description including study information, target population, survey link, and incentive information on Sina Weibo, and snowball sampling was used to distribute the survey link. At the beginning of the online survey, students needed to give their consent to participate in the study by selecting “I am 18 or older and agree to participate.” An incentive of CNY ¥260 (US $37.02) or an equivalent prize was provided in the form of a random drawing. At the end of the survey, participants were provided with another link to enter their email address for a chance to win the incentive. The email addresses were only used for the draw, and participants could not be identified by either the researchers or the instructors. The data collection lasted for about a month, and the completion rate was 77.6%. Incomplete questionnaires and surveys that took less than 2 min to complete were not included in the final analysis.

In the United States, the data were collected in a college-wide subject pool (Sona) in a large Northwestern university. Respondents were recruited among undergraduate students from different majors, and participants were offered extra credit for participating in the study. Participants signed up in Sona and then were directed to the survey in Qualtrics. Participants needed to give consent before they could proceed to the main questionnaire. The data collection process lasted less than 2 months. The completion rate was 96.78%. Students had options for alternate assignments to receive similar credit for their courses. Questionnaires that were incomplete and took less than 2 min to finish were not included in the final analysis.

Measurement

We used the existing measures of attitude toward seeking, subjective norms, perceived seeking control, perceived current knowledge, risk perception, affective response, perceived knowledge insufficiency, and seeking intent from Kahlor [22].

Attitude Toward Seeking

Seven 7-point scale statements were used to measure respondents’ attitude toward seeking mental health information. Questions asked whether seeking mental health–related information was “bad” or “good,” “unhelpful” or “helpful,” “worthless” or “valuable,” “unproductive” or “productive,” “harmful” or “beneficial,” “foolish” or “wise,” and “not useful” or “useful.” Items were averaged to create a scale (United States: alpha=.95, mean 5.91, SD 1.11; China: alpha=.90, mean 5.56, SD 0.97).

Seeking-Related Subjective Norms

Five 5-point Likert-type items measured the degree of agreement with statements regarding subjective norms (eg, “Most people who are important to me think that I should seek information about risks to my mental health.”) Items were averaged to create a scale (United States: alpha=.92, mean 2.81, SD 1.13; China: alpha=.91, mean 2.62, SD 1.03).

Perceived Seeking Control

Four 5-point Likert-type items measured the degree of agreement with statements regarding perceived seeking control (eg, “I can readily access all the information about risks to my mental health that I need”). Items were averaged to create a scale (United States: alpha=.90, mean 3.47, SD 0.91; China: alpha=.91, mean 3.23, SD 0.98).

Risk Perception

Three 11-point items measured risk perception related to mental health (0=not at all and 10=extremely) with the following statements: “How serious are the current threats to your mental health?” “How likely are you to have some mental health issues in the near future?” and “If you were to have some mental health issues in the next year, how serious do you think it would be?” Items were averaged to create a scale (United States: alpha=.88, mean 3.86, SD 2.31; China: alpha=.88, mean 5.32, SD 2.30).

Affective Response

Two 5-point Likert-type items asked respondents to indicate their degree of worry and fear. The statements were “Current risks to my mental health are scary” and “Current risks to my mental health are worrisome.” The items were averaged to create a scale (United States: alpha=.94, mean 2.39, SD 1.26; China: alpha=.89, mean 2.76, SD 1.14).

Perceived Current Knowledge

A statement measured perceived current knowledge by asking respondents the following: “Rate your mental health risk knowledge on a scale of 0 to 100, where zero means knowing nothing about risks to your mental health and 100 means knowing everything you could possibly know about risks to your mental health” (United States: mean 57.48, SD 24.30; China: mean 64.09, SD 18.06).

Perceived Knowledge Insufficiency

The measurement of sufficiency threshold asked the following: “Think of that same 0 to 100 scale again. This time, estimate how much knowledge you need.” Items were averaged to create a scale (United States: alpha=.95, mean 5.91, SD 1.11; China: alpha=.90, mean 5.56, SD 0.97).

Seeking Intentions

Five 5-point Likert-type items measured seeking intent (eg, “I plan to seek more information about risks to my mental health in the near future”). Items were averaged to create a scale (United States: alpha=.97, mean 2.90, SD 1.07; China: alpha=.94, mean 2.98, SD 1.01).
Media Use
We adapted Brossard and Nisbet’s [43] scale. Eight 7-point items measured participants’ attention paid to mental health information in health magazines, newspapers, TV news reports, entertainment TV programs, online forums, social media, news reports on the internet, and medical applications (e.g., “How much attention have you paid to mental health information on social media?”). Items were averaged to create a scale (United States: alpha=.82, mean 3.34, SD 1.17; China: alpha=.84, mean 3.47, SD 1.22).

Cultural Identity
We measured cultural identity with Usborne and Taylor’s [37] Cultural Identity Clarity Scale. Eight 11-point items measured respondents’ agreement or disagreement with statements such as “My beliefs about my cultural group often conflict with one another” and “My beliefs about my cultural group seem to change very frequently.” Some items were reverse coded, and all items were averaged to create a scale (United States: alpha=.87, mean 5.68, SD 1.89; China: alpha=.76, mean 5.33, SD 1.67).

Data Analysis
As we wanted to examine a college student sample across both countries, we only used those who were college students in the both samples. As the measurements were used in former studies and have high reliability (high Cronbach alpha), we computed the items to create one variable for each construct and then conducted path analyses in Mplus version 7.11 to evaluate the paths and model fit. The models included gender as a control variable.

Results
Sample Statistics
After data cleaning, each sample had more than 200 participants complete the survey (United States: N=241; China: N=235). In the US sample, more than one-third of the sample reported being male (n=83) and less than three-quarters, female (n=158). Participants’ ages ranged from 18 to 32 years (mean 20 years, SD 1.97). Almost two-thirds of the respondents (n=160) reported being white and >10.0% (n=27) as Asian. In the Chinese sample, almost 90.0% (n=209) were female. Respondents ranged from 18 to 27 years (mean 21 years, SD 7.98). Basic descriptive results of the variables are shown in Table 1.

Table 1. Basic descriptive results.

<table>
<thead>
<tr>
<th>Variable</th>
<th>United States, mean (SD)</th>
<th>China, mean (SD)</th>
<th>Range</th>
</tr>
</thead>
<tbody>
<tr>
<td>Attitude toward seeking</td>
<td>5.91 (1.11)</td>
<td>5.56 (0.97)</td>
<td>1-7</td>
</tr>
<tr>
<td>Seeking-related subjective norms</td>
<td>2.81 (1.13)</td>
<td>2.62 (1.03)</td>
<td>1-5</td>
</tr>
<tr>
<td>Perceived seeking control</td>
<td>3.47 (0.91)</td>
<td>3.23 (0.98)</td>
<td>1-5</td>
</tr>
<tr>
<td>Risk perception</td>
<td>3.86 (2.31)</td>
<td>5.32 (2.30)</td>
<td>0-10</td>
</tr>
<tr>
<td>Affective response</td>
<td>2.39 (1.26)</td>
<td>2.76 (1.14)</td>
<td>1-5</td>
</tr>
<tr>
<td>Perceived current knowledge</td>
<td>57.48 (24.30)</td>
<td>64.09 (18.06)</td>
<td>0-100</td>
</tr>
<tr>
<td>Perceived knowledge insufficiency</td>
<td>66.14 (23.45)</td>
<td>74.92 (17.34)</td>
<td>0-100</td>
</tr>
<tr>
<td>Seeking intentions</td>
<td>2.90 (1.07)</td>
<td>2.98 (1.01)</td>
<td>1-5</td>
</tr>
<tr>
<td>Media use</td>
<td>3.34 (1.17)</td>
<td>3.47 (1.22)</td>
<td>1-7</td>
</tr>
<tr>
<td>Cultural identity</td>
<td>5.68 (1.89)</td>
<td>5.33 (1.67)</td>
<td>0-10</td>
</tr>
</tbody>
</table>

Model Fit
For the Chinese sample, the replicated PRISM did not have a good fit, whereas the extended model with 2 additional variables, attention to media and cultural identity, had a good model fit. The replicated PRISM of the US participants did not have a good model fit, whereas the extended PRISM of the US sample had an acceptable model fit (see Table 2 for all model fit information). According to Browne and Cudeck [44], root mean squared error of approximation values less than 0.08 can be considered as the reasonable error of approximation. A comparative fit index and Tucker-Lewis index close to or greater than 0.95 represent a good fit. A normed chi-square value less than 5 indicates a good fit [45]. Thus, RQ1 was answered.
Table 2. Summary of model fit.

<table>
<thead>
<tr>
<th>Model</th>
<th>Chi-square (df)</th>
<th>Root mean squared error of approximation</th>
<th>Comparative Fit Index</th>
<th>Tucker-Lewis Index</th>
</tr>
</thead>
<tbody>
<tr>
<td>China PRISM</td>
<td>55.4 (2.41)</td>
<td>0.078</td>
<td>0.91</td>
<td>0.89</td>
</tr>
<tr>
<td>China Extended PRISM</td>
<td>57.1 (1.59)</td>
<td>0.050</td>
<td>0.96</td>
<td>0.93</td>
</tr>
<tr>
<td>US PRISM</td>
<td>90.1 (3.91)</td>
<td>0.110</td>
<td>0.77</td>
<td>0.70</td>
</tr>
<tr>
<td>US Extended PRISM</td>
<td>75.4 (2.09)</td>
<td>0.067</td>
<td>0.92</td>
<td>0.86</td>
</tr>
</tbody>
</table>

PRISM: Planned Risk Information Seeking Model.

The Planned Risk Information Seeking Model of the Chinese Sample

Some significant paths of Kahlor’s [22] PRISM were not significant in the Chinese sample (Figure 1) Perceived seeking control was not significantly related to seeking intention, seeking-related subjective norms were not significantly related to perceived information insufficiency, and seeking-related subjective norms were not significantly related to perceived current knowledge.

The Planned Risk Information Seeking Model of the US Sample

The paths and standardized coefficients of the replicated PRISM of the US sample are presented in Figure 2.
The Extended Planned Risk Information Seeking Model of the Chinese Sample

The Chinese extended model with media use and cultural identity are shown in Figure 3. Attitude toward seeking ($\beta=.22; P<.001$), seeking-related subjective norms ($\beta=.24; P<.001$), affective response to risk ($\beta=.24; P<.001$), media use ($\beta=.23; P<.001$), and cultural identity ($\beta=-.12; P=.02$) were significantly associated with information seeking intention. Therefore, H1a and H2 were supported.

In addition, attitude toward seeking ($\beta=.15; P=.02$) and seeking-related subjective norms ($\beta=.28; P<.001$) and perceived knowledge ($\beta=.17; P=.002$) were significantly associated with media use. Cultural identity was significantly associated with perceived knowledge insufficiency ($\beta=-.17; P=.003$), risk perception ($\beta=-.38; P<.001$), and seeking-related subjective norms ($\beta=-.15; P=.02$). These answered RQ2 (What are the relationships between media use and the variables of the PRISM?) and RQ3 (What are the relationships between cultural identity and variables of the PRISM?) in the Chinese sample.

The replicated Chinese PRISM accounted for 35.9% of the variance in information seeking intention, whereas the extended model in the Chinese sample accounted for 41.4% of the variance in information seeking intention, answering RQ4a.
The Extended Planned Risk Information Seeking Model of the US Sample

In the US extended PRISM (see Figure 4), attitude toward seeking ($\beta=0.14; P=0.005$), seeking-related subjective norms ($\beta=0.35; P<0.001$), perceived knowledge insufficiency ($\beta=0.14; P=0.005$), affective response to risk ($\beta=0.24; P<0.001$), and cultural identity ($\beta=-0.19; P<0.001$) were significantly associated with information-seeking intentions. Thus, H1b and H3 were not supported.

In addition, media use was significantly associated with subjective norms ($\beta=0.20; P=0.001$) and perceived knowledge ($\beta=0.16; P=0.004$). Perceived knowledge insufficiency ($\beta=-0.13; P=0.02$), risk perception ($\beta=-0.38; P<0.001$), and seeking-related subjective norms ($\beta=-0.18; P=0.002$) were significantly associated with cultural identity. These answered RQ2 (What are the relationships between media use and the variables of the PRISM?) and RQ3 (What are the relationships between cultural identity and variables of the PRISM?) in the US sample.

In the US sample, the PRISM accounted for 30.6% of the variance in information seeking intention, whereas the extended model accounted for 40.3% of the variance in information seeking intention. So RQ4b, which asked whether the extended PRISM accounted for more variance in seeking intention than the PRISM in the US sample, was answered.
Discussion

Principal Findings

In this study, we tested the PRISM model in a sample of US and Chinese college students in the context of mental health. We then added additional variables to the model and compared results across cultures. In terms of the model, the original PRISM model was not a great fit with our data in either samples. Consistent with the results of Kahlor [22], we found that attitude toward seeking and seeking-related subjective norms significantly predicted intention to seek mental health information in both samples. In addition, attitude toward seeking and perceived seeking control significantly predicted perceived knowledge insufficiency. Perceived seeking control influenced seeking intention indirectly by its effects on perceived knowledge and perceived knowledge insufficiency in both samples. Some studies have found a significant role of perceived control in predicting intent to seek help regarding mental health in China [46]. However, perceived control of searching for mental health information does not require professional evaluations, accessibility, cost, and time, which indicates that for personal risks, such as mental health, perceived seeking control may not directly be related to information seeking intention. Risk perception was found to have a direct effect on affective response to risk in all of our models, consistent with the path in the PRISM [22]. Affective response to risk significantly predicted seeking intention and perceived knowledge insufficiency in both samples.

The extended PRISM that we tested included 2 additional variables, ie, media use and cultural identity, and had a better model fit than the PRISM in both the US and Chinese samples. An important finding in this study is the role of media use in PRISM. Our finding is inconsistent with Ho et al’s [27] study. Their study demonstrated that media use impacted risk perception and impacted affective response directly and seeking intention indirectly regarding climate change among a Singapore population; however, among our Chinese sample, we found that media use was directly associated with intention to seek mental health information. Mental health as a personal threat could produce a stronger emotional response than impersonal risks, such as climate change [27]. People in China who pay more attention to this issue may have a greater intention to explore more about this personal risk, as they have limited knowledge of professional mental health services and counseling. Another explanation is that people who pay more attention to mental health information have the need for mental health information, so they intend to seek more information regarding mental health [47]. In the Chinese sample, media use was influenced by attitude toward seeking and subjective norms and impacted perceived knowledge, which is consistent with the findings of Ho et al [27]. In the US sample, media use was influenced by subjective norms and had influences on perceived knowledge. We did not find a direct effect of media use on seeking intention in the US sample, which is consistent with the study by Ho et al [27].

Another contribution of this study was that cultural identity significantly predicted seeking intention, perceived knowledge

Figure 4. The extended planned risk information seeking model of the US sample. Dashed lines denote hypothesized nonsignificant paths. The model includes effects of control variables, which are not displayed. (.000) represents significant path coefficients at the .001 level and (.01), at the .05 level.
insufficiency, risk perception, and subjective norms related to information seeking in both samples, which contributes to the extended PRISM in predicting personal risk. However, cultural identity negatively predicted seeking intention in both samples, which indicates that lower levels of identification of the cultural group is associated with higher levels of seeking intention toward mental health information seeking. We predicted that cultural identity would have opposite effects on the Chinese and US participants’ information seeking intentions based on the assumption that mental health problems are stigmatized in China while less so in the United States. However, the results showed that people who are less identified with the cultural values regarding mental health issues in their cultures are more likely to seek mental health information, which suggests that mental health issues are stigmatized to some extent in both samples.

Cultural identity is positively related to self-esteem and well-being [48]. If the respondent scored lower on cultural identity, he or she is more likely to have an unclear group identity. This finding reveals that for an issue, which was perceived as stigmatized in both individualistic and collectivistic cultures [6,10], a lower level of cultural identity may act as an unclear group identity to reduce the constraints of a group culture, which could have a direct influence on mental health information seeking. Previous research has found that an unclear cultural identity could reflect a high level of normlessness, which means no clear norms guidance [37]. We found that lower levels of cultural identity were associated with high levels of subjective norms related to mental health information seeking, which means that perceptions of the people with a lower cultural identity about others’ expectations on mental health information seeking are inconsistent with the majority of people in the society. Several studies have shown that culture has an impact on risk perceptions among different culture groups [38,49]. On the basis of our results, people with unclear or dissimilar group identities tend to have higher risk perception about mental health information seeking.

Overall, we found that media use and cultural identity can be two variables useful for predicting seeking intentions regarding personal risks such as mental health. With 2 additional variables added in the PRISM, variance accounted for in seeking intentions by the models increased in both samples. Owing to the specificity of the context, the 2 samples with different cultural backgrounds have distinguished results in some perspectives, which again emphasize the importance of culture. We believe that the traditional thought of mental health in China played an important role in explaining these findings as mental health is still a stigmatized issue in China. In addition, the mental health counseling system is not as thoroughly developed in China [50] as in the United States, making this topic less familiar among our Chinese sample. Such differences in perceptions of mental health may directly alter the disease progression. As a chronic disease, early interventional treatment of mental health and the access to additional information during long-term treatment can significantly affect the prognosis of patients, which illustrate the importance of correctly recognizing a mental health issue at an early stage.

These findings can be used in campaigns promoting the seeking of mental health information and can help researchers and practitioners understand the process of personal risk information seeking, especially when the topic has a strong cultural context. The findings also have theoretical implications. Some of the paths are inconsistent from past research regarding personal cancer risk using PRISM [29], and we found that additional variables may provide a better fit for the models based on our topic of mental health.

Limitations and Future Studies
This study is not without limitation. First, we used a convenience sample for both populations. The results of using the sample of college students may not generalize to other subgroups, although it does allow us to assess relationships between key constructs. Second, this study used cross-sectional data and only measured variables at a specific time point without the ability to decide causality. Third, due to a relatively small sample size, we chose to conduct a path analysis. Further studies could conduct a structural equation model. In addition, as our context is a personal risk and often a stigmatized issue, future studies could use a more general concept to examine the role of media use and cultural identity. Moreover, the spiral role of media use should be explored in the future as media use can also influence risk perception and other variables such as attitudes and subjective norms.

Conclusions
Overall, this study extended the PRISM to include important aspects that could vary based on culture, including cultural identity and media use. We found that both cultural identity and media use were associated with information-seeking intentions regarding mental health topics and including the variables in the PRISM allowed the model to account for additional variance in information-seeking intentions. These results can help researchers and health practitioners as they continue to grapple with sensitive health and risk issues, such as mental health. Potential patients may benefit from the findings, changing the progression of the disease and how it is treated, leading to more appropriate treatment solutions.
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Abstract

Background: Among a variety of dynamics that may have effects on internet-related behaviors, cultural orientation is particularly important. Previous studies suggest that individualism is a strong determinant of certain behaviors. In addition, findings suggest that vertical individualism may lead to the development of more tolerance for addiction and aggression on the internet.

Objective: This study aimed to investigate whether vertical individualism has significant positive effects on cyberbullying and internet addiction and whether horizontal individualism has significant negative effects on cyberbullying and internet addiction. A theoretical model was specified to test the relationships among vertical versus horizontal individualism, cyberbullying, and internet addiction.

Methods: A total of 665 college students were selected using a convenience sampling method and willingly participated in the study. Participants’ ages ranged from 17 to 19 years (mean 17.94 years, SD 1.12 years). Of the group, 462 were women (462/665, 69.5%), and 203 were men (203/665, 30.5%). Study majors represented were mathematics (113/665, 17%), sciences (102/665, 15.3%), instructional technology (99/665, 14.9%), psychology (98/665, 14.7%), and others (253/665, 38.1%). Self-report instruments were used to measure vertical/horizontal individualism, cyberbullying, and internet addiction.

Results: Results show a significant positive effect of vertical individualism (effect size 0.10) and significant negative effect of horizontal individualism (effect size −0.12) on cyberbullying. In addition, the direct effect of vertical individualism on internet addiction was significant (effect size 0.28), but the direct effect of horizontal individualism was not (effect size −0.05). Internet addiction had a significant direct effect on cyberbullying (effect size 0.39) as well as an intervening effect on the relationship between vertical individualism and cyberbullying. Results also indicate significant gender differences in cultural patterns and internet addiction.

Conclusions: The findings suggest that horizontal and vertical individualism have significant effects on internet addiction. The findings also suggest that vertical individualists are more vulnerable to internet addiction. Further, the findings indicate a significant relationship between internet addiction and cyberbullying.
vertical individualism; horizontal individualism; cyberbullying; internet addiction

Introduction

Background

Among a variety of dynamics that may have effects on internet-related behaviors, cultural orientation is particularly noteworthy [1-4]. Hofstede [5] identified four key cultural orientations of people, among which individualism versus collectivism is one of the rather more frequently investigated dimensions [5-8]. In his conceptualization, individualism is defined as the tendency to which “an individual is supposed to take care of himself/herself” [9], and collectivism is the tendency “to which an individual remains integrated into a group” [10]. Triandis [11] argued that individualism and collectivism emerge from status-equal (ie, horizontal) versus status-unequal (ie, vertical) relationships and therefore identified horizontal versus vertical individualism and horizontal versus vertical collectivism. Our study focused on the effects of horizontal versus vertical individualism.

Triandis [11] argued that individualists tend to emphasize an autonomous self-concept, whereas collectivists are inclined to consider themselves as a part of the group. Therefore, an independent versus interdependent self is one of the distinctive characteristics of the two [10]. Contrary to collectivists, individualists prioritize personal goals over the group goals. Internal processes such as attitudes predict social behaviors among individualists. However, among collectivists, social behaviors are predicted by subjective norms, obligations, and perceived duties [12]. Individualists tend to drop a relationship when the cost of the relationship exceeds their personal benefits; however, collectivists try maintaining the relationship even if the cost surpasses their personal benefits [13].

Triandis [11] also identified additional personality characteristics that differentiate between horizontal individualism and vertical individualism. He suggested that vertical individualism defines the self as autonomous, different, and unequal in status with others. Competition is one of the key aspects of vertical individualism. On the other hand, horizontal individualism defines the self as autonomous and independent but also equal to the self of others. Floros et al [14] found that internet addicts exhibit higher impulsivity and help-rejecting behaviors, suggesting that character and personality are significant factors in predicting internet addiction.

Brady [15] described cyberbullying as “the use of communication-based technologies including social networking sites to engage in deliberate harassment or intimidation of other individuals or groups of persons using online speech or expression.” Contemporary research shows that cyberbullying is an increasingly epidemic problem among children [16] as well as adolescents [17]. Casas et al [18] found that bullying is strongly influenced by personal and contextual factors. For example, they argue that empathy was a significant predictor of cyberbullying. Similarly, Mishna et al [19] suggested two main risk factors for involvement in cyberbullying: the increasing use of technology [20] and the lack of face-to-face interactions associated with social cues [21,22]. In addition, Smith et al [23] found that being a cyber-victim is correlated with internet use. That is, the more intensive use of the internet, the higher the likelihood of cyberbullying. Therefore, we decided to investigate the effect of internet addiction on cyberbullying.

Based on the cognitive-behavioral model of Davis [24], internet addiction is conceptualized as “an impulse control disorder” [25] and found to be related to a wide range of psychosocial complications [26,27], including cyberbullying [28,29]. Internet addiction or problematic internet use [30] is one of the central research areas for college students. In addition, assessment instruments [31] and screening methods [32] have been developed in the area of problematic internet use or internet addiction. However, the potential association between internet addiction and individuals’ cultural orientations (ie, individualism) has not been sufficiently investigated. In general, previous studies showed positive associations between individualism and addictive behavior [33,34] or aggressive behavior [35]. Accordingly, we focused on the effect of the relationship between vertical versus horizontal individualism and internet addiction on cyberbullying.

Cyberbullying and internet addiction have been relatively more frequent themes of recent research [36,37]. However, the lack of previous studies on the impact of cultural individualism on cyberbullying or internet addiction calls for an investigation [38]. Therefore, the purpose of this research was to fill the gap in prior studies by studying the role of internet addiction in the association between vertical versus horizontal individualism and cyberbullying. Such an investigation is warranted for the screening, identification, diagnosis, prevention, and treatment of cyberbullying and internet addiction.

Hypotheses

In general, individualists tend to behave autonomously and prioritize their personal preferences [39]. Hooker [40] argues that individualists have a stronger sense of private space and are more likely to prefer loose personal ties [41]. However, previous studies have reported significant individual differences between horizontal individualists and vertical individualists [42-44].

Horizontal individualism is described as “a model of independent self that fosters a propensity to value uniqueness and social equality,” whereas vertical individualism describes “an autonomous self that garners gratification through competition and personal achievement” [8,11]. Vertical individualists are particularly concerned with comparing themselves with others and are likely to enjoy “competition, hedonism, and acquiring status through rivalry” [45]. Vertical individualists prefer to accept inequality and acknowledge the importance of status as well as social rank, whereas horizontal
individualists prefer to accept interdependence and equal status for all [11]. We deduced from previous studies that vertical individualists emphasize competition, prestige, hedonism, and status more than horizontal individualists [8].

Previous studies on substance dependence suggested a positive correlation between individualism and addictive behavior [33]. In addition, Bergmüller [35] found that individualism is a strong determinant of aggressive behavior. Oghara and Uchida [46] found that individualism is negatively related to the number of intimate friends and subjective well-being. These findings suggest that vertical individualism may lead to the development of more tolerance for addiction and aggression. Thus, we theorized that people who score higher for vertical individualism would be more inclined to cyberbullying and internet addiction. We hypothesized that vertical individualism would have a significant positive effect on cyberbullying (H1a) and internet addiction (H1b), whereas horizontal individualism would have a significant negative effect on cyberbullying (H2a) and internet addiction (H2b).

Figure 1. Relationships between vertical-horizontal individualism, cyberbullying, and internet addiction.

Methods

Participants

A total of 665 freshmen from two state universities in the central part of Turkey who were selected using a convenience sampling method willingly participated in the study. The participants completed an anonymous online survey and received extra course credit for participation. Participants’ ages ranged from 17 to 19 years (mean 17.94 years, SD 1.12 years). Of the group, 462 were women (462/665, 69.5%), and 203 were men (203/665, 30.5%). Students from mathematics (113/665, 17%), science (102/665, 15.3%), instructional technology (99/665, 14.9%), psychology (98/665, 14.7%), and other departments (253/665, 38.1%) were represented in the study.

Measures

We used a total of 67 items: 18 items for individualism (10 items for horizontal individualism and 8 items for vertical individualism), 23 items for cyberbullying, and 26 items for internet addiction. All instruments asked participants to rate their level of agreement using a 5-point Likert scale ranging from “strongly disagree” to “strongly agree.”

The Individualism-Collectivism Scale

Singelis et al [8] developed the Individualism-Collectivism scale to examine differences in vertical versus horizontal individualism and vertical versus horizontal collectivism. Evidence for the validity and reliability of the scale has been documented [8]. Of the 18 individualism items, 8 items measure vertical individualism, and 10 items measure horizontal individualism (for sample items, see Table 1). Wasti and Erdil [51] adapted the scale into Turkish and reported that the Cronbach α internal consistency coefficients were .67 for horizontal individualism and .73 for vertical individualism. However, in this study, we obtained Cronbach α values of .81 and .82 for horizontal and vertical individualism, respectively.
Table 1. Evidence of the validity and reliability of the measures used in the study.

<table>
<thead>
<tr>
<th>Construct, Sample item</th>
<th>$\alpha^a$</th>
<th>Item-total correlation$^b$</th>
<th>Factor loading$^b$</th>
<th>Communality$^b$</th>
<th>Total variance explained$^a$</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Cyberbullying</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CB1</td>
<td>N/A</td>
<td>.67</td>
<td>.69</td>
<td>.48</td>
<td>N/A</td>
</tr>
<tr>
<td>CB2: I create accounts in websites, such as Facebook and Twitter, secretly using others’ names</td>
<td>N/A</td>
<td>.83</td>
<td>.84</td>
<td>.71</td>
<td>N/A</td>
</tr>
<tr>
<td>CB3</td>
<td>N/A</td>
<td>.84</td>
<td>.86</td>
<td>.74</td>
<td>N/A</td>
</tr>
<tr>
<td>CB4</td>
<td>N/A</td>
<td>.89</td>
<td>.90</td>
<td>.82</td>
<td>N/A</td>
</tr>
<tr>
<td>CB5</td>
<td>N/A</td>
<td>.86</td>
<td>.88</td>
<td>.78</td>
<td>N/A</td>
</tr>
<tr>
<td>CB6</td>
<td>N/A</td>
<td>.87</td>
<td>.89</td>
<td>.79</td>
<td>N/A</td>
</tr>
<tr>
<td>CB7</td>
<td>N/A</td>
<td>.78</td>
<td>.81</td>
<td>.65</td>
<td>N/A</td>
</tr>
<tr>
<td>CB8</td>
<td>N/A</td>
<td>.90</td>
<td>.92</td>
<td>.84</td>
<td>N/A</td>
</tr>
<tr>
<td>CB9</td>
<td>N/A</td>
<td>.87</td>
<td>.89</td>
<td>.78</td>
<td>N/A</td>
</tr>
<tr>
<td>CB10</td>
<td>N/A</td>
<td>.87</td>
<td>.89</td>
<td>.79</td>
<td>N/A</td>
</tr>
<tr>
<td>CB11</td>
<td>N/A</td>
<td>.83</td>
<td>.84</td>
<td>.71</td>
<td>N/A</td>
</tr>
<tr>
<td>CB12</td>
<td>N/A</td>
<td>.84</td>
<td>.86</td>
<td>.74</td>
<td>N/A</td>
</tr>
<tr>
<td>CB13</td>
<td>N/A</td>
<td>.88</td>
<td>.90</td>
<td>.80</td>
<td>N/A</td>
</tr>
<tr>
<td>CB14</td>
<td>N/A</td>
<td>.86</td>
<td>.87</td>
<td>.76</td>
<td>N/A</td>
</tr>
<tr>
<td>CB15</td>
<td>N/A</td>
<td>.74</td>
<td>.75</td>
<td>.57</td>
<td>N/A</td>
</tr>
<tr>
<td>CB16</td>
<td>N/A</td>
<td>.76</td>
<td>.77</td>
<td>.60</td>
<td>N/A</td>
</tr>
<tr>
<td>CB17</td>
<td>N/A</td>
<td>.89</td>
<td>.91</td>
<td>.82</td>
<td>N/A</td>
</tr>
<tr>
<td>CB18</td>
<td>N/A</td>
<td>.74</td>
<td>.76</td>
<td>.57</td>
<td>N/A</td>
</tr>
<tr>
<td>CB19</td>
<td>N/A</td>
<td>.84</td>
<td>.86</td>
<td>.74</td>
<td>N/A</td>
</tr>
<tr>
<td>CB20</td>
<td>N/A</td>
<td>.85</td>
<td>.87</td>
<td>.75</td>
<td>N/A</td>
</tr>
<tr>
<td>CB21</td>
<td>N/A</td>
<td>.88</td>
<td>.90</td>
<td>.81</td>
<td>N/A</td>
</tr>
<tr>
<td>CB22</td>
<td>N/A</td>
<td>.82</td>
<td>.84</td>
<td>.70</td>
<td>N/A</td>
</tr>
<tr>
<td>CB23</td>
<td>N/A</td>
<td>.72</td>
<td>.74</td>
<td>.55</td>
<td>N/A</td>
</tr>
<tr>
<td>Total subscale</td>
<td>.98</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>69.57</td>
</tr>
<tr>
<td><strong>Compulsive use</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CU1: I can’t control myself when it comes to the internet</td>
<td>N/A</td>
<td>.78</td>
<td>.78</td>
<td>.61</td>
<td>N/A</td>
</tr>
<tr>
<td>CU2</td>
<td>N/A</td>
<td>.79</td>
<td>.75</td>
<td>.54</td>
<td>N/A</td>
</tr>
<tr>
<td>CU3</td>
<td>N/A</td>
<td>.77</td>
<td>.82</td>
<td>.67</td>
<td>N/A</td>
</tr>
<tr>
<td>CU4</td>
<td>N/A</td>
<td>.80</td>
<td>.40</td>
<td>.49</td>
<td>N/A</td>
</tr>
<tr>
<td>CU5</td>
<td>N/A</td>
<td>.78</td>
<td>.79</td>
<td>.62</td>
<td>N/A</td>
</tr>
<tr>
<td>Total subscale</td>
<td>.82</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>58.84</td>
</tr>
<tr>
<td><strong>Withdrawal</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>W1: If I don’t use the internet, I feel uncomfortable</td>
<td>N/A</td>
<td>.83</td>
<td>.82</td>
<td>.68</td>
<td>N/A</td>
</tr>
<tr>
<td>W2</td>
<td>N/A</td>
<td>.84</td>
<td>.80</td>
<td>.63</td>
<td>N/A</td>
</tr>
<tr>
<td>W3</td>
<td>N/A</td>
<td>.86</td>
<td>.73</td>
<td>.54</td>
<td>N/A</td>
</tr>
<tr>
<td>W4</td>
<td>N/A</td>
<td>.83</td>
<td>.81</td>
<td>.66</td>
<td>N/A</td>
</tr>
<tr>
<td>W5</td>
<td>N/A</td>
<td>.82</td>
<td>.86</td>
<td>.73</td>
<td>N/A</td>
</tr>
<tr>
<td>Construct, Sample item</td>
<td>α&lt;sup&gt;a&lt;/sup&gt;</td>
<td>Item-total correlation&lt;sup&gt;b&lt;/sup&gt;</td>
<td>Factor loading&lt;sup&gt;b&lt;/sup&gt;</td>
<td>Communality&lt;sup&gt;b&lt;/sup&gt;</td>
<td>Total variance explained&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>------------------------</td>
<td>--------------</td>
<td>-------------------------------</td>
<td>--------------------------</td>
<td>--------------------------</td>
<td>-------------------------------</td>
</tr>
<tr>
<td>Total subscale</td>
<td>.86</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>64.68</td>
</tr>
<tr>
<td><strong>Tolerance</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>T1: I spend more time on the internet than I expect</td>
<td>N/A</td>
<td>.85</td>
<td>.83</td>
<td>.69</td>
<td>N/A</td>
</tr>
<tr>
<td>T2</td>
<td>N/A</td>
<td>.83</td>
<td>.87</td>
<td>.76</td>
<td>N/A</td>
</tr>
<tr>
<td>T3</td>
<td>N/A</td>
<td>.82</td>
<td>.89</td>
<td>.78</td>
<td>N/A</td>
</tr>
<tr>
<td>T4</td>
<td>N/A</td>
<td>.86</td>
<td>.82</td>
<td>.68</td>
<td>N/A</td>
</tr>
<tr>
<td>Total subscale</td>
<td>.88</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>72.82</td>
</tr>
<tr>
<td><strong>Time management</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TM1: I use the internet during my sleeping time</td>
<td>N/A</td>
<td>.85</td>
<td>.82</td>
<td>.67</td>
<td>N/A</td>
</tr>
<tr>
<td>TM2</td>
<td>N/A</td>
<td>.84</td>
<td>.83</td>
<td>.70</td>
<td>N/A</td>
</tr>
<tr>
<td>TM3</td>
<td>N/A</td>
<td>.84</td>
<td>.85</td>
<td>.71</td>
<td>N/A</td>
</tr>
<tr>
<td>TM4</td>
<td>N/A</td>
<td>.87</td>
<td>.75</td>
<td>.57</td>
<td>N/A</td>
</tr>
<tr>
<td>TM5</td>
<td>N/A</td>
<td>.84</td>
<td>.84</td>
<td>.71</td>
<td>N/A</td>
</tr>
<tr>
<td>Total subscale</td>
<td>.88</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>67.20</td>
</tr>
<tr>
<td><strong>Interpersonal and health problems</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>P1: I neglect my family because of the internet</td>
<td>N/A</td>
<td>.90</td>
<td>.80</td>
<td>.65</td>
<td>N/A</td>
</tr>
<tr>
<td>P2</td>
<td>N/A</td>
<td>.90</td>
<td>.80</td>
<td>.64</td>
<td>N/A</td>
</tr>
<tr>
<td>P3</td>
<td>N/A</td>
<td>.90</td>
<td>.74</td>
<td>.55</td>
<td>N/A</td>
</tr>
<tr>
<td>P4</td>
<td>N/A</td>
<td>.89</td>
<td>.85</td>
<td>.72</td>
<td>N/A</td>
</tr>
<tr>
<td>P5</td>
<td>N/A</td>
<td>.89</td>
<td>.84</td>
<td>.70</td>
<td>N/A</td>
</tr>
<tr>
<td>P6</td>
<td>N/A</td>
<td>.89</td>
<td>.85</td>
<td>.73</td>
<td>N/A</td>
</tr>
<tr>
<td>P7</td>
<td>N/A</td>
<td>.90</td>
<td>.77</td>
<td>.59</td>
<td>N/A</td>
</tr>
<tr>
<td>Total subscale</td>
<td>.91</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>65.31</td>
</tr>
<tr>
<td><strong>Horizontal individualism</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HI1</td>
<td>N/A</td>
<td>.79</td>
<td>.75</td>
<td>.57</td>
<td>N/A</td>
</tr>
<tr>
<td>HI2</td>
<td>N/A</td>
<td>.79</td>
<td>.52</td>
<td>.40</td>
<td>N/A</td>
</tr>
<tr>
<td>HI3: I often do my own thing</td>
<td>N/A</td>
<td>.80</td>
<td>.62</td>
<td>.44</td>
<td>N/A</td>
</tr>
<tr>
<td>HI4</td>
<td>N/A</td>
<td>.78</td>
<td>.61</td>
<td>.52</td>
<td>N/A</td>
</tr>
<tr>
<td>HI5: I like my privacy</td>
<td>N/A</td>
<td>.78</td>
<td>.79</td>
<td>.68</td>
<td>N/A</td>
</tr>
<tr>
<td>HI6</td>
<td>N/A</td>
<td>.78</td>
<td>.65</td>
<td>.51</td>
<td>N/A</td>
</tr>
<tr>
<td>HI7</td>
<td>N/A</td>
<td>.78</td>
<td>.67</td>
<td>.51</td>
<td>N/A</td>
</tr>
<tr>
<td>HI8</td>
<td>N/A</td>
<td>.80</td>
<td>.77</td>
<td>.59</td>
<td>N/A</td>
</tr>
<tr>
<td>HI9</td>
<td>N/A</td>
<td>.80</td>
<td>.64</td>
<td>.41</td>
<td>N/A</td>
</tr>
<tr>
<td>HI10</td>
<td>N/A</td>
<td>.80</td>
<td>.67</td>
<td>.46</td>
<td>N/A</td>
</tr>
<tr>
<td>Total subscale</td>
<td>.81</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>50.89</td>
</tr>
<tr>
<td><strong>Vertical individualism</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>VI1: Winning is everything</td>
<td>N/A</td>
<td>.80</td>
<td>.84</td>
<td>.79</td>
<td>N/A</td>
</tr>
<tr>
<td>VI2</td>
<td>N/A</td>
<td>.81</td>
<td>.90</td>
<td>.83</td>
<td>N/A</td>
</tr>
<tr>
<td>VI3</td>
<td>N/A</td>
<td>.81</td>
<td>.46</td>
<td>.42</td>
<td>N/A</td>
</tr>
<tr>
<td>VI4</td>
<td>N/A</td>
<td>.80</td>
<td>.81</td>
<td>.70</td>
<td>N/A</td>
</tr>
</tbody>
</table>
### The Internet Addiction Scale

Internet addiction levels were measured using the Internet Addiction Scale [52]. This 26-item scale includes 5 subscales: “compulsive use,” “withdrawal,” “tolerance,” “time management problems,” and “interpersonal and health problems” (for sample items, see Table 1). The scale was adapted into Turkish by Kesici and Sahin [53], where they reported satisfactory reliability and validity properties of the Turkish scale. The Cronbach $\alpha$ coefficient of the total scale was .88, and factor loadings ranged from .44 to .74. Likewise, we calculated a Cronbach $\alpha$ value of .86 for the total scale.

### The Cyberbullying Scale

Cyberbullying was measured using 23 items [54]. The authors reported that the Cronbach $\alpha$ coefficient of the single-factor scale was .95. We also found a Cronbach $\alpha$ value of .98 for the scale.

### Results

#### Descriptive Findings

Almost all participants had a smartphone, and approximately two-thirds had a notebook. Further, 543 students (543/665, 81.7%) used technology more than 4 hours a day, and 433 students (433/665, 65.1%) used the internet more than 4 hours a day. Pearson correlation analyses showed a significant correlation between internet use and both vertical individualism ($r=.11, P=.01$) and horizontal individualism ($r=.09, P=.02$). In addition, all subscales of the Internet Addiction Scale were significantly positively correlated with cyberbullying. Table 2 reports the descriptive statistics computed on the study variables.
## Table 2. Descriptive statistics, bivariate correlations, and principal component analysis.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>5.84</td>
<td>5.40</td>
<td>4.37</td>
<td>3.32</td>
<td>2.98</td>
<td>3.54</td>
<td>3.24</td>
<td>3.17</td>
</tr>
<tr>
<td>SD</td>
<td>.40</td>
<td>.40</td>
<td>.31</td>
<td>.28</td>
<td>.44</td>
<td>.42</td>
<td>.71</td>
<td>.00</td>
</tr>
<tr>
<td>Minimum-Maximum</td>
<td>24-96</td>
<td>5-20</td>
<td>5-20</td>
<td>4-16</td>
<td>5-20</td>
<td>7-28</td>
<td>10-50</td>
<td>8-40</td>
</tr>
<tr>
<td>Skewness (SE .10)</td>
<td>.12</td>
<td>.62</td>
<td>.84</td>
<td>.55</td>
<td>.50</td>
<td>.48</td>
<td>−.71</td>
<td>−.09</td>
</tr>
<tr>
<td>Kurtosis (SE .19)</td>
<td>1.03</td>
<td>.19</td>
<td>.25</td>
<td>−.22</td>
<td>.96</td>
<td>.03</td>
<td>.97</td>
<td>.20</td>
</tr>
<tr>
<td>KMO(^{b})</td>
<td>.97</td>
<td>.83</td>
<td>.86</td>
<td>.81</td>
<td>.85</td>
<td>.91</td>
<td>.87</td>
<td>.80</td>
</tr>
<tr>
<td>Chi-square</td>
<td>19,202</td>
<td>1108</td>
<td>1453</td>
<td>1371</td>
<td>1667</td>
<td>2872</td>
<td>1749</td>
<td>1907</td>
</tr>
<tr>
<td>df</td>
<td>276</td>
<td>19</td>
<td>10</td>
<td>6</td>
<td>10</td>
<td>21</td>
<td>45</td>
<td>28</td>
</tr>
<tr>
<td>P value</td>
<td>.000</td>
<td>.000</td>
<td>.000</td>
<td>.000</td>
<td>.000</td>
<td>.000</td>
<td>.000</td>
<td>.000</td>
</tr>
</tbody>
</table>

\(^{a}\)Not applicable.

\(^{b}\)Kaiser-Meyer-Olkin
Validity and Reliability

Prior to the analyses, data were checked for the adequacy of factor analysis [55,56]. Table 2 also shows the suitability of the data for factor analysis. An exploratory factor analysis was employed by using principal component extraction to assess the construct validity of the scales. The percentages of total variance explained ranged from 50.89% to 72.98%, which are higher than the acceptable minimum value of .40 [57,58]. Each measurement item has a factor loading above .40 and a communality value above .40 [59,60]. The corrected item-total correlation coefficients ranged from .67 to .90, indicating good to very good internal consistency [61]. Validity and reliability results are presented in Table 1.

Common Method Bias

Harman’s one-factor test was used to check common method bias [62]. All dependent and independent variables were subjected to the exploratory factor analysis. The factors together accounted for 64.30% of the total variance, while the first factor explained only 24.96%. These findings suggested that common method bias was not a concern in the data set.

Structural Model

It was theorized that internet addiction would serve as an intervening variable between vertical versus horizontal individualism and cyberbullying. Structural equation modeling was conducted via maximum likelihood to test the model. Results show that the structural model produced acceptable fit indices (Table 3).

The direct effects of vertical individualism on cyberbullying ($\beta=-.10$, critical ratio $[CR]=2.31$, $P=.02$) and internet addiction ($\beta=.28$, $CR=5.81$, $R^2=.08$, $P<.001$) were positively significant. The direct effect of horizontal individualism on cyberbullying ($\beta=-.12$, $CR=-2.96$, $P=.01$) was significant, but it was not significant on internet addiction ($\beta=-.05$, $CR=-1.08$, $P=.32$). Therefore, the null hypotheses for H1a, H1b, and H2a were rejected, but H2b failed to be rejected. The proposed path coefficient between internet addiction and cyberbullying was also positive and significant ($\beta=.39$, $CR=3.72$, $P<.001$). The effect size in this relationship was $R^2=.18$. Therefore, the null hypothesis for H3 was also rejected. Figure 1 shows the results of the structural equation modeling analysis, including standardized path coefficients and significance levels along with the $R$-squared values and respective error terms.

Table 3. Model fit indices of the structural model.

<table>
<thead>
<tr>
<th>Indices</th>
<th>Model</th>
<th>Acceptable values</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\chi^2$</td>
<td>1429.18</td>
<td>N/A$^a$</td>
</tr>
<tr>
<td>$P$ value</td>
<td>&lt;.001</td>
<td>.05≤$P$≤1.00 [63]</td>
</tr>
<tr>
<td>$\chi^2$/df</td>
<td>1.84</td>
<td>&lt;3 [64]</td>
</tr>
<tr>
<td>GFI$^b$</td>
<td>.91</td>
<td>≥.90 [65]</td>
</tr>
<tr>
<td>AGFI$^c$</td>
<td>.89</td>
<td>≥.80 [66]</td>
</tr>
<tr>
<td>SRMR$^d$</td>
<td>.06</td>
<td>≤.10 [64]</td>
</tr>
<tr>
<td>RMR$^e$</td>
<td>.05</td>
<td>&lt;.05 [67]</td>
</tr>
<tr>
<td>RMSEA$^f$</td>
<td>.04</td>
<td>&lt;.08 [65]</td>
</tr>
<tr>
<td>NFI$^g$</td>
<td>.93</td>
<td>≥.90 [65]</td>
</tr>
<tr>
<td>TLI$^h$</td>
<td>.96</td>
<td>≥.90 [68]</td>
</tr>
<tr>
<td>CFI$^i$</td>
<td>.96</td>
<td>≥.90 [69]</td>
</tr>
<tr>
<td>IFI$^j$</td>
<td>.96</td>
<td>≥.90 [70]</td>
</tr>
</tbody>
</table>

$^a$A recommended threshold or acceptable value does not exist.
$^b$GFI: goodness of fit index.
$^c$AGFI: adjusted goodness of fit index.
$^d$SRMR: standardized root mean square residual.
$^e$RMR: root mean square residual.
$^f$RMSEA: root mean square error of approximation.
$^g$NFI: normed fit index.
$^h$TLI: Tucker Lewis index.
$^i$CFI: comparative fit index.
$^j$IFI: incremental fit index.
Mediation Analysis

A 4-step approach was used to test the mediation effect of internet addiction [71,72]. First, the direct effect of vertical individualism was significant (β=.27, SE=.05, CR=5.79, P<.001), whereas the direct effect of horizontal individualism was not (β=−.40, SE=.06, CR=−1.04, P=.30). Second, the direct effects of vertical individualism (β=.20, SE=.02, CR=4.57, P<.001) and horizontal individualism (β=−.13, SE=.03, CR=−3.16, P<.001) on cyberbullying were significant. Third, the direct effect of internet addiction on cyberbullying was significant (β=.41, SE=.02, CR=9.92, P<.001). Finally, the Sobel test showed that the indirect effect of vertical individualism on cyberbullying via the mediator (ie, internet addiction) was significant (CR=5.87, SE=.06, P<.001). These results support partial mediation and indicate that vertical individualism has a significant effect on cyberbullying through internet addiction.

Gender Differences

One-way multivariate analysis of variance was used to investigate gender differences between women (462/665) and men (203/665) on vertical versus horizontal individualism. Results showed a significant difference between women and men, where men (mean 26.45 points, SD 6.12 points) scored significantly higher than women (mean 25.04 points, SD 5.66 points) in vertical individualism (F(2,662)=6.42, P=.002, Wilk’s λ=.98, partial η²=.02). However, the effect size of gender on vertical individualism, while statistically significant, was practically minimal (partial eta-squared=.02). Multivariate analysis of variance results also showed a significant difference in internet addiction between women and men (F(5,659)=7.97, P<.001, Wilk’s λ=.94, partial η²=.06), where men scored higher than women. Further, independent samples t-test results suggested no gender difference in cyberbullying between men and women (t663=−1.32, P=.19). It is important that a previous study [30] suggested significant differences in internet addiction among age groups. However, the sample in this current study was comprised of a restricted age group (17-19 years old); therefore, we were not able to investigate the differences among age groups.

Discussion

In this research, we investigated the relationships among vertical versus horizontal individualism, cyberbullying, and internet addiction via a theoretical model and provided valuable implications for mental health professionals and researchers. Arpaci et al [73] suggested that individualists face higher socialization problems and the risk of failure in communicating with others. Consequently, they prefer alternative environments, such as cyberspace. Therefore, they are expected to be more prone to internet addiction. Accordingly, we expected significant relationships among individualism, cyberbullying, and internet addiction. Our results showed a stronger correlation between internet use and vertical individualism than between internet use and horizontal individualism. This suggests that vertical individualists tend to spend more hours on the internet and thereby, are more vulnerable to internet addiction.

We found a significant intervening effect of internet addiction in the association between vertical individualism and cyberbullying. These results support the important intervening role of internet addiction in the relationship between vertical individualism and cyberbullying. Thus, knowing the individual’s cultural orientation and level of internet addiction might be helpful in the prevention or treatment of their cyberbullying behaviors.

Self-reliance and uniqueness are some of the relatively more positive characteristics of horizontal individualists [74], while competition and hedonism are more of the destructive characteristics of vertical individualists [45]. Thus, we expected that vertical individualism would positively predict cyberbullying. Our findings support that vertical and horizontal individualism are significant positive and negative predictors of cyberbullying, respectively. In general, those who score higher for individualism foster a propensity to avoid establishing close relationships with others and gradually withdraw from society and social environments [75]. In addition, these individuals do not take the initiative to solve problems but are more likely to evade responsibility. As a result, research has associated individualism with problematic behaviors [35,46]. However, we investigated the specific effects of vertical versus horizontal individualism, which have not been studied previously. Based on our findings, we conclude that those individuals who seek distinctiveness and are especially concerned with comparing themselves to others (ie, vertical individualists) tend to show more cyberbullying tendencies. On the contrary, individuals who are more self-reliant and seek individuality (ie, horizontal individualists) show lower cyberbullying tendencies. However, the reader should also keep in mind that both predictions have relatively small effect sizes, meaning that although the predictions are statistically significant, their effects are minimal. In short, we conclude that vertical individualists tend to develop cyberbullying behaviors depending on their level of internet addiction. The points raised in this study should be considered when prevention or treatment programs are being developed for cyberbullying. Different treatment approaches to cyberbullying should be employed depending upon whether the individual is vertically or horizontally oriented and his or her level of internet addiction.

These results also indicate that vertical, but not horizontal, individualism is a significant predictor of internet addiction. Previous research indicates an association between individualism and addictive behaviors [33,34]; however, our results provide details of such a relationship. We conclude that individualists who prefer gratification through competition and personal achievement are under greater risk of internet addiction, not those who tend to just value uniqueness with equality.

The findings of our research confirm the findings of Casas et al [18] who concluded that cyberbullying is affected by internet addiction. We found that higher internet addiction levels predict higher cyberbullying behaviors. Therefore, it seems reasonable to assume that addicts will show higher levels of cyberbullying.

This conclusion is consistent with previous literature [29,50,76-78].
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The findings show that vertical individualism has a significant effect on internet addiction. More interestingly, the findings suggest that vertical individualists are more vulnerable to internet addiction. Further, the findings indicate a significant relationship between internet addiction and cyberbullying. Therefore, prevention programs for cyberbullying should take cultural orientations into account.

Although vertical and horizontal individualism were perceived to be dichotomous rather than orthogonal, the correlation analysis results shown in Table 2 suggest a positive correlation between both types of individualism. It is important that both horizontal and vertical individualists focus on an autonomous self-concept; however, horizontal individualists place a strong emphasis on equality in status, whereas vertical individualists accept inequalities [8].

Although this study is highly original, it has several limitations. First, the sample used in the study was comprised of a restricted age group and thus homogenous; therefore, the theoretical model needs further confirmation across different age groups. Crosscultural studies should be conducted in different cultures to improve the external validity of the findings. Second, cultural orientations are not the only predictors of cyberbullying, nor is internet addiction the only mediator. However, based on the literature, this study used a single exogenous factor, vertical versus horizontal individualism, and a single mediator, internet addiction, in the structural model. Many other dispositional or situational factors and mediators would be equally worthwhile to explore in future studies. Further, there may be several equivalent models that can predict the impact of both cultural orientations or internet addiction on cyberbullying. This suggests that the proposed model is certainly supported, but not proven; therefore, further studies should replicate the research model.

In this study, vertical and horizontal individualism were studied as cultural orientations of the participants, and they were measured using an individual-level measurement within a monocultural sample. In the same vein, others studied and operationalized the same orientations at the individual level. For example, Bourgeois [79] argued that vertical and horizontal collectivism-individualism are testable dimensions of culture at the individual level. He investigated values (ie freedom and equality) of vertical-horizontal individualists and collectivists by collecting data from active party members of the Republican and Democratic parties in New Brunswick, Canada. Similarly, Le [80] investigated the relationships among vertical individualism, narcissism, immature love, and ludus based on data collected from 179 undergraduate students at University of California Davis. The results suggested that vertical individualism has a positive significant effect on narcissism and immature love. The findings suggested that vertical individualists were more prone to ludic love style and saw others as fulfillment of wishes and needs.

Finally, previous literature perceived vertical and horizontal individualism to be orthogonal [11]. However, our results indicate a positive correlation between vertical and horizontal individualism, suggesting a more complex relationship. Confirming this, Triandis [11] argued that, along with the horizontal-vertical dimension, there are many other dimensions defining different varieties of collectivism and individualism.
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Abstract

Background: Internet search engines are increasingly being utilized as the first port of call for medical information by the public. The prevalence of allergies in developed countries has risen steadily over time. There exists significant variability in the quality of health-related information available on the web. Inaccurately diagnosed and mismanaged allergic disease has major downstream effects on patients, general practitioners, and regional allergy services.

Objective: This study aimed to verify whether Ireland has a relatively high rate of web-based allergy-related searches, to establish the proportion of medically accurate web pages encountered by the public, and to compare current search results localized to Dublin, Ireland with urban centers elsewhere.

Methods: Google Trends was used to evaluate regional interest of allergy-related search terms over a 10-year period using terms “allergy,” “allergy test,” “food allergy,” and “food intolerance.” These terms were then inputted into Google search, localizing them to cities in Ireland, the United Kingdom, and the United States. Output for each search was reviewed by two independent clinicians and deemed rational or nonevidence based, as per current best practice guidelines. Searches localized to Dublin were initially completed in 2015 and repeated in 2019 to assess for changes in the quality of search results over time.

Results: Ireland has a persistently high demand for web-based information relating to allergy and ranks first worldwide for “allergy test,” second for “food allergy” and “food intolerance,” and seventh for “allergy” over the specified 10-year timeframe. Results for each of the four subsearches in Dublin (2015) showed that over 60% of websites promoted nonevidence-based diagnostics. A marginal improvement in scientifically robust information was seen in 2019, but results for “allergy test” and “food intolerance” continued to promote alternative testing 57% (8/14) of the time. This strongly contrasted with results localized to Southampton and Rochester, where academic and hospital-affiliated web pages predominantly featured. Government-funded Department of Health websites did not feature in the top five results for Dublin searches “allergy testing,” “food allergy,” or “food intolerance” in either 2015 or 2019.

Conclusions: The Irish public demonstrates a keen interest in seeking allergy-related information on the web. The proportion of evidence-based websites encountered by the Irish public is considerably lower than that encountered by patients in other urban centers. Factors contributing to this are the lack of a specialist register for allergy in Ireland, inadequate funding for allergy centers currently in operation, and insufficient promotion by the health service of their web-based health database, which contains useful patient-oriented information on allergy. Increased funding of clinical allergology services will more meaningfully impact the health of patients if there is a parallel investment by the health service in information and communication technology consultancy to amplify their presence on the web.

(J Med Internet Res 2020;22(5):e16763) doi:10.2196/16763
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Introduction

Background

The internet has become a major resource for people seeking information in relation to health. Overall, 57% of Irish adults search for health-related information on the web, and this most often applies to younger people and women [1].

The incidence of allergies has risen steadily in developed countries [2]. Food allergies are thought to affect approximately 1% to 3% of the Irish adult population and are a cause of significant public concern [3,4]. Allergic disease has long been a focus of public attention, with a nationwide questionnaire in 2015 demonstrating that 14% of Irish adults self-report allergic conditions (rhinitis, allergic eye disease, and food allergy, excluding allergic asthma) [5]. The diagnosis of allergic disease is centered upon a detailed clinical history and supported by the judicious use of tests to detect allergic sensitization [6]. Allergic sensitization is determined by skin prick testing or detection of allergen-specific immunoglobulin E (sIgE). When these test results conflict or there is a diagnostic doubt, gold standard investigation is advisable in the form of diagnostic challenges. These time-consuming procedures are only available in specialist centers.

The umbrella term of allergy is one that frequently attracts input from a variety of alternative medicine practitioners, naturopaths, homeopaths, and acupuncturists both in terms of diagnostic testing and claims to treatment. Despite the existence of scientifically robust and evidence-based allergy tests, alternative approaches to diagnosis are widely used by the public, with attempts at regulatory control being previously described as “woefully inadequate” [2]. Alternative tests, including food-specific immunoglobulin G testing, kinesiology, hair analysis, Vega testing, and leukocytotoxic tests, are widely available, lack scientific basis and diagnostic rigor, and have been discredited by a variety of governmental, professional, and expert bodies internationally [6-9]. The use of complementary and alternative medicine (CAM) as a treatment modality for allergy has also been increasingly reported, with 37% of people with allergic disease using CAM during the preceding 12 months in a recent European study [10]. In 2018, 60% of surveyed allergists in the United States had patients who encountered adverse reactions from the use of CAM, with 81% of respondents encountering patients who discontinued conventional therapy while using CAM, irrespective of medical advice [11]. Despite this, alternative approaches continue to be advocated by some health care professionals, including registered medical practitioners. The risks of a misdiagnosis of food allergy include inappropriate dietary restrictions and negative quality-of-life consequences, the misattribution of symptoms to allergic diseases resulting in delayed assessments, the inappropriate fear of life-threatening reactions, and direct and indirect financial costs related to these risks [12].

Objectives

The volume of easily accessible information available on the web offers an excellent opportunity to provide helpful, evidence-based information and services to the information-seeking public. In this study, we sought to examine the web-based information sources accessible to members of the Irish public who were seeking information on allergy testing. We first interrogated allergy testing search requests by Irish internet users. We then examined the prominent sites presented when searching for allergy tests in an Irish setting and determined whether they promoted rational or alternative testing approaches. We initially reviewed these search requests in 2015 and repeated the study using identical search terms in 2019 to identify whether the standard of information available to internet users had changed over time. Finally, we compared the 2019 Irish results with similar UK and US populations using identical search terms.

Methods

Google Trends was used to evaluate interest by region of allergy-related search terms over a 10-year period (January 1, 2009, to December 31, 2018) [13]. The search terms used were “allergy” and related subsearches “allergy test,” “food allergy,” and “food intolerance.” The period of trend analysis was purposely predated to the start of 2019 so that our subsequent searches in July 2019 did not interfere with the trend results. Google Trends data provide a list of countries ranked by the relative popularity of the specified search term, as a proportion of total searches in each country.

Each of the search terms was inputted into Google search and the output reviewed. Output webpages were reviewed independently by two clinicians and classified as rational, if the services or information offered were based on clinical history and standard sensitization testing, or alternative, if the practitioners offered any non-evidence-based approaches, as outlined in the Irish Food Allergy Network and Irish Association of Allergy and Immunology position statement [7]. Results localized to country level (Ireland) were reviewed initially. Then, a comparison of local results from Dublin, Southampton (United Kingdom), and Rochester (United States) was performed. Sponsored advertisements, forums/discussion groups, duplications, and reports on news or weather were excluded from analysis. Analysis was limited to Google search pages one and two.

Results

Trend Analysis of Allergy-Related Searches Worldwide

Data from Google trends indicate that Ireland has a persistently high demand for information regarding allergy. Trends from 2008 to 2019 demonstrate that Ireland ranks seventh in the world in searches for the term allergy (Table 1). Analysis of data for the subsearch term “allergy test” shows that Ireland is ranked first in the world for this particular search over the timeframe, and second in the world for both other subsearch terms “food allergy” and “food intolerance” [13]. These results demonstrate a high demand for web-based information regarding allergies from the Irish population.
Table 1. Google Trends January 1, 2009, to December 31, 2018, worldwide for the specified search terms.

<table>
<thead>
<tr>
<th>Search term</th>
<th>Worldwide ranking</th>
<th>Ireland ranking</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>First place</td>
<td>Second place</td>
</tr>
<tr>
<td>“Allergy”</td>
<td>United States</td>
<td>Canada</td>
</tr>
<tr>
<td>“Allergy test”</td>
<td>Ireland</td>
<td>Singapore</td>
</tr>
<tr>
<td>“Food allergy”</td>
<td>United States</td>
<td>Ireland</td>
</tr>
<tr>
<td>“Food intolerance”</td>
<td>Malta</td>
<td>Ireland</td>
</tr>
</tbody>
</table>

Analysis of localized Google search engine results for Ireland (search term “allergy Ireland”) in 2015 revealed that alternative diagnostic services and information featured highly (Table 2). At that time, 63% (10/16) of included results were from private companies selling non–evidence-based commercial tests, 19% (3/16) were from private medical services with rational testing procedures, and the remaining 19% (3/16) were from organizations offering evidence-based patient information. Regional localization to Dublin and analysis of the subsearch terms also confirmed the prominence of websites endorsing alternative approaches to allergy diagnostics. Furthermore, 69% (11/16) websites listed under an “allergy test Dublin” Google search promoted alternative non–evidence-based approaches to allergy. Use of the search term “food allergy Dublin” provided similar results, with 67% (10/15) of included results relating to alternative health care websites. The disparity was greater again when “food intolerance Dublin” was used as a search term, with just 13% (2/15) of included webpages promoting a rational assessment approach versus 87% (13/15) promoting alternative approaches.

Table 2. Summary of results of localized internet searches for the specified allergy-related search terms.

<table>
<thead>
<tr>
<th>Search term, by region</th>
<th>Website results, n (%)</th>
<th>Medical facility, rational testing</th>
<th>Evidence-based guidelines, journals</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Non–evidence-based practices</td>
<td></td>
<td></td>
</tr>
<tr>
<td>“Allergy”</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ireland (2015)</td>
<td>10 (63)</td>
<td>3 (19)</td>
<td>3 (19)</td>
</tr>
<tr>
<td>Ireland (2019)</td>
<td>1 (9)</td>
<td>5 (46)</td>
<td>5 (46)</td>
</tr>
<tr>
<td>Southampton, United Kingdom (2019)</td>
<td>1 (11)</td>
<td>4 (44)</td>
<td>4 (44)</td>
</tr>
<tr>
<td>Rochester, United States (2019)</td>
<td>0 (0)</td>
<td>7 (100)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>“Allergy Test”</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dublin (2015)</td>
<td>11 (69)</td>
<td>5 (31)</td>
<td>N/A</td>
</tr>
<tr>
<td>Dublin (2019)</td>
<td>8 (57)</td>
<td>5 (36)</td>
<td>1 (7)</td>
</tr>
<tr>
<td>Southampton, United Kingdom (2019)</td>
<td>1 (8)</td>
<td>8 (67)</td>
<td>3 (25)</td>
</tr>
<tr>
<td>Rochester, United States (2019)</td>
<td>0 (0)</td>
<td>7 (100)</td>
<td>3 (30)</td>
</tr>
<tr>
<td>“Food Allergy”</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dublin (2015)</td>
<td>10 (67)</td>
<td>5 (33)</td>
<td>N/A</td>
</tr>
<tr>
<td>Dublin (2019)</td>
<td>6 (46)</td>
<td>5 (39)</td>
<td>2 (15)</td>
</tr>
<tr>
<td>Southampton, United Kingdom (2019)</td>
<td>1 (9)</td>
<td>4 (36)</td>
<td>6 (55)</td>
</tr>
<tr>
<td>Rochester, United States (2019)</td>
<td>0 (0)</td>
<td>5 (50)</td>
<td>5 (50)</td>
</tr>
<tr>
<td>“Food Intolerance”</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dublin (2015)</td>
<td>13 (87)</td>
<td>2 (13)</td>
<td>N/A</td>
</tr>
<tr>
<td>Dublin (2019)</td>
<td>8 (57)</td>
<td>4 (29)</td>
<td>2 (14)</td>
</tr>
<tr>
<td>Southampton, United Kingdom (2019)</td>
<td>3 (27)</td>
<td>6 (55)</td>
<td>2 (18)</td>
</tr>
<tr>
<td>Rochester, United States (2019)</td>
<td>1 (11)</td>
<td>3 (33)</td>
<td>5 (56)</td>
</tr>
</tbody>
</table>

aThe 2015 search results for “Allergy test Dublin,” “Food allergy Dublin,” and “Food intolerance Dublin” were recorded as either alternative or evidence based only.

bN/A: not available.
Subsearch Terms Localized to Ireland (2019)

A greater proportion of evidence-based information was noted upon repeating these Google searches in July 2019. Current searches for “allergy Ireland” result in 9% (1/11) from a private company selling non–evidence-based commercial tests, 45% (5/11) from private health care facilities engaged in rational testing, and a further 45% (5/11) from organizations offering evidence-based patient information. However, searches for “Allergy test Dublin” continued to promote alternative approaches to diagnosing allergy, with 57% (8/14) of the results coming from private companies selling non–evidence-based commercial tests. Results for “Food allergy Dublin” also continued to feature a high proportion of alternative testing approaches (6/13, 46%). This also was seen in searches for “Food intolerance Dublin,” which had 57% (8/14) results endorsing non–evidence-based diagnostics.

Regional Differences in the Proportion of Nonevidence-Based Webpages Encountered

Comparison of the 2015 and 2019 results showed a marginal improvement in the availability of rational, scientific information regarding allergy over this timeframe. However, when the Irish search results from 2019 were evaluated against current search results for comparable UK and US populations, significant inadequacies are highlighted. Data were generated with identical search terms localizing to Southampton (United Kingdom) and Rochester (United States). Assessment of these results indicated that the vast majority of websites generated for each search pertained to websites promoting rational evidence-based approaches to assessment. A preponderance of academic and public hospital webpages was noted. Searches for “allergy Rochester New York,” “allergy test Rochester New York,” and “food allergy Rochester New York” resulted solely in rational testing approaches and scientifically robust information, without any non–evidence-based websites featuring.

Discussion

The Increasing Burden of Allergic Disease

The incidence of allergic conditions in both developed and developing countries has been increasing for over 50 years. One-third of people in the United Kingdom are estimated to suffer symptoms related to allergy at some stage during their lives [2]. The use of the internet has also risen steadily over recent generations, especially involving the investigation of medical conditions on the web. Over 70% of internet users in the United States have stated that they look on the web for health information, with over three-quarters of these queries beginning on a web-based search engine such as Google [14]. The increase in demand for web-based information creates both challenges and opportunities. Appropriate use of the internet enables health services to positively affect the lives of many people living with allergies. People who access health information on the internet have been shown to be more likely affected in their offline approach to health care [15], which in turn impacts on the provision of health care services. Figures on the extent of costs are difficult to obtain in Ireland; however, allergic disease accounts for 6% of general practitioner (GP) consultations in the National Health Service (NHS), 0.6% of hospital admissions, and 10% of GP prescribing budget. The cost (excluding hospital services) to the NHS is approximately £900 million (US $1.2 billion) per year [16]. Inadequately treated allergic disease also leads to a significant reduction in economic productivity with €55 to €151 billion (US $60 to $164 billion) lost per annum in the European Union, according to a 2014 study [17].

Complementary and Alternative Medicine Practitioners

When members of the Irish public search for guidance on the web regarding allergic disease, they are faced with a large volume of alternative testing approaches, often taking precedence over results for rational services. This is rightly a cause for concern. Previous studies in North America show that 91.5% of users will select a website from the first page and that the likelihood of a user clicking a result on the third page is 1.1% [18]. The ease of access to non–evidence-based information has the potential to promote costly practices and to increase the pressure on an already burdened health system through mismanagement of allergic diseases. There are countless medical conditions that attract input from non–evidence-based sources, but allergology has consistently shown itself to be an area of particular interest among CAM practitioners. A study of the websites of over 300 alternative health care providers demonstrated that 85% of naturopaths offer diagnosis, treatment, or efficacy for specifically treating allergic disease or sensitivity [19]. Similarly, a 2018 study investigating the educational quality of 300 food allergy YouTube videos showed that alternative medicine providers were the most common source of such content, with almost half of the videos depicting non–IgE-mediated reactions and frequently recommending controversial diagnostics [20]. In contrast to the word “allergy,” which is frequently misappropriated by such websites, a recent study of worldwide internet search results for “anaphylaxis” showed that links to well-established, evidenced-based information were far more often seen [21].

Unmet Clinical Need in Allergic Disease

The internet has created a means of positively impacting the lives of many individuals affected by allergies while simultaneously decreasing the costs placed on the Irish health service. However, these potential benefits rely on the availability of accurate, evidence-based, and accessible resources that are provided by experts in allergology. There is a wide variation in the amount of allergologists working in different European countries, with a mean of 1.81 specialists per 100,000 inhabitants [22]. Figures for Ireland are not directly comparable as the country does not have a recognized training scheme for allergy. With a rate of 0.14 immunologists (pediatric and adult) per 100,000 citizens, who also have commitments to laboratory work, immunodeficiency, and autoimmunity, the relative time dedicated solely to allergy is assumed to be far below the European average [23]. Given that allergy is not currently a recognized medical specialty in Ireland, it should come as no surprise that tertiary allergy referral centers make up a relatively small proportion of localized web-based searches and that services run by GPs are often seen. Much has been previously
published on how best to alleviate the pressure on chronically underresourced tertiary allergy departments [24]. A common theme throughout these (predominantly UK-based) reports is improved support and education of primary care physicians in the field of allergy. Proposed interventions have included development of a network of GPs with special interest in allergy [25,26], a core allergy curriculum for all GPs [27], and better training of nurses, pharmacists, and dieticians to enable them to advise patients in the community [28].

Future Directions in Allergic Disease Management: Investment in Information Technology Resources

Although these proposals are commendable and steps should certainly be taken in their establishment, there can be no doubt that these are long-term investments and change will be slow to occur. There has also been growing interest in the use of information technology (IT)–based interventions, such as telemedicine assessments in adult allergy [29], app-based monitoring of allergic rhinitis [30], and a pilot program of email communication between allergists and nonspecialists for new referrals to allergy clinics [31], with further prospective studies required. Innovative and accessible approaches to delivering allergy services are required in the setting of an inadequately resourced system, where the lack of timely care for patients has undoubtedly contributed to people seeking out alternative practitioners. There is an undeniable need for increased support and funding for dedicated allergy services currently in operation in Ireland. However, to create a meaningful impact on patients’ health-seeking behaviors, we need a parallel investment in IT services currently in use by the Irish health service.

In 2019, the information and communication technology capital allocation for the Irish health service was €85 million (US $92 million), making up approximately 0.5% of the total health care budget of over €16 billion (US $17 billion) [32]. The Health Service Executive (HSE) website was given a radical overhaul in 2013, which included development of a web-based database of over 600 health conditions and treatments. This database (entitled Health A-Z) contains useful information on the diagnosis and management of allergy and highlights the existence of alternative testing approaches, unambiguously describing them as unproven, unreliable, and best avoided by the public [33]. The content for this sizeable information resource was provided to the HSE completely free of charge from the NHS completely free of charge website in the United Kingdom. Details on the volume of internet traffic to the HSE Health A-Z are not readily accessible to the public on the web. In our subsearch results for Dublin in 2019 (for “allergy test,” “food allergy,” and “food intolerance”), the HSE website never featured within the top 5 results. The question of cost efficacy and suboptimal internet traffic is certainly an issue that has been raised regarding the prototypic NHS Choices website in the past. A report published several years after its launch evaluated the NHS Choices website against the average website of a US company at the time (with a similar volume of monthly visitors) and found that the UK Department of Health was spending nearly four times more on site management, hosting costs, and development than their counterparts [34]. The downstream effect of this was the NHS entering a partnership with a digital marketing agency in 2012, which was specializing in analysis of consumer behaviors. This led to a significant improvement in their volume of web-based traffic [35]. The Irish health system, having saved huge costs in the development of their web-based health database, would undoubtedly benefit from external IT consultancy to improve their reach and strengthen their web-based presence. A public that is well informed and empowered in matters of their own health is a worthy long-term investment, and this applies to all areas of medicine, not solely allergy.

Conclusions

This study provides a snapshot of the information obtained when searching for information relating to allergy on the internet. There is great potential to provide accurate and evidence-based guidance to an increasing population, which would maximize the appropriate use of allergy services in Ireland. Unfortunately, this is not currently the case. Results for costly, non–evidence-based services predominate when searching on the web in Ireland, which differs relative to the United Kingdom and United States. There is a great need to improve the provision of allergy services in Ireland and to educate the Irish public on allergic disease, and investment in local internet resources is central to this endeavor.
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Abstract

Background: For the last decade, doctor-patient contradiction in China has remained prominent, and workplace violence toward medical staff still occurs frequently. However, little is known about the types and laws of propagation of violence against medical staff online.

Objective: By using a self-organizing map (SOM), we aimed to explore the microblog propagation law for violent incidents in China that involve medical staff, to classify the types of incidents and provide a basis for rapidly and accurately predicting trends in public opinion and developing corresponding measures to improve the relationship between doctors and patients.

Methods: For this study, we selected 60 cases of violent incidents in China involving medical staff that led to heated discussions on the Sina microblog from 2011 to 2018, searched the web data of the microblog using crawler software, recorded the amount of new tweets every 2 hours, and used the SOM neural network to cluster the number of tweets. Polynomial and exponential functions in MATLAB software were applied to predict and analyze the data.

Results: Trends in the propagation of online public opinion regarding the violent incidents were categorized into 8 types: bluff, waterfall, zigzag, steep, abrupt, wave, steep slope, and long slope. The communications exhibited different characteristics. The prediction effect of 4 types of incidents (ie, bluff, waterfall, zigzag, and steep slope) was good and accorded with actual spreading trends.

Conclusions: Our study found that the more serious the consequences of a violent incident, such as a serious injury or death, the more attention it drew on the microblog, the faster was its propagation speed, and the longer was its duration. In these cases, the propagation types were mostly steep slope, long slope, and zigzag. In addition, the more serious the consequences of a violent incident, the higher popularity it exhibited on the microblog. The popularity within a week was significantly higher for acts resulting from patients’ dissatisfaction with treatments than for acts resulting from nontherapeutic incidents.

(J Med Internet Res 2020;22(5):e13294) doi:10.2196/13294
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Introduction

Background
At the beginning of 2009, China started a new round of medical and health system reformation. Its guiding ideology was to continuously improve the health level of the whole population and promote social harmony, which has improved, to a great extent, the doctor-patient relationship. However, contradictions between doctors and patients are still prominent, and workplace violence toward medical staff occur frequently. The Chinese Hospital Association reported that the proportion of hospitals experiencing workplace violence increased by 90% from 2008 to 2012 [1]. In 2017 itself, there were as many as 54 violent incidents against Chinese medical staff mentioned on the Sina microblog (a leading microblog website and one of the largest social media platforms in China), which attracted public attention and sparked heated debate. For instance, on December 8, 2017, in Tongshan County People’s Hospital, a patient’s mother hurt a nurse because she was not satisfied with the treatment effect, causing slight bodily injury (signs of abortion) to the medical staff. When the incident was publicized on the Sina microblog, the number of tweets reached 1737 within a week. The frequent outbreak of violent incidents in hospitals and the wide coverage of the incidents by social media have made the doctor-patient relationship even more fraught, which not only reduces the professional security of medical staff [2] but also hinders their professional performance, resulting in a negative impact on patient service and overall health [3-8]. Moreover, violent incidents have a negative impact on the psychological welfare of health care workers who do not want their children to be engaged in health care [9-11].

Workplace violence in the health sector is a worldwide concern, with health care workers being at high risk of being victims [12]. Following the World Health Organization’s definition, workplace violence takes 2 main forms: physical and nonphysical violence. Physical violence includes hitting, slapping, kicking, pushing, choking, grabbing, sexual assault, and other forms of physical contact intended to injure or harm. In contrast, nonphysical violence includes threats, sexual harassment, bullying, and verbal abuse and may be perpetrated by various types of people [13]. There are 2 major sources of workplace violence: coworker initiated and public initiated [14]. In the Chinese health sector, workplace violence is mainly caused by patients and their relatives or friends. Scholars have studied the causes of violent incidents from various perspectives. On the basis of the perspective of social roles, Robinson [15] pointed out that due to the differences in the roles of doctors and patients, their viewpoints and interests differ, which leads to cognitive and motivational bias in the attribution process regarding medical information. From the point of view of social psychology, Feng et al [4] analyzed the mechanisms for the inducement of violent incidents related to doctor-patient conflicts, including psychological frustration, anger, social learning, and so on. From the perspective of patient experience, Hu et al [5] proposed that the experience of a poor physical environment, inadequate information communication, large medical expenses, and the perception and experience of treatment outcomes were direct causes of doctor-patient contradiction. From the perspective of crisis management, Li [6] posited that it was caused by conflicts of interest, the inadequate communication of information, negative slants in public opinion, and so on. Duan et al [16] used content analysis to classify violent incidents and associated them with 6 factors: diagnosis and treatment effects, doctor-patient communication, response speed, medical expenses, privacy protection, and patients’ or their families’ problems.

Objectives
With the development of social media, the microblog has become a key vehicle of public opinion by virtue of its extensive and real-time capabilities for mass communication. Despite the widespread coverage of violent incidents toward medical staff on social media, little empirical research has examined their types and laws of propagation. Although scholars have studied public opinion about violent incidents, they have focused mainly on influencing factors, the dynamic mechanisms of public opinion, and the characteristics of the incidents [17,18]. Some scholars have conducted research on the types and characteristics of microblog communication in light of corporate crisis events [19]. However, due to the particularity of medical services and the diversity of incentives for committing violent acts against medical staff, existing research results cannot effectively guide hospitals and health management departments in managing public opinion about the incidents. In relation to this issue, we took violent incidents against Chinese medical staff as the research object and applied two methods—the self-organizing map (SOM) neural network and function fitting—to conduct a quantitative study. The purpose of this study was to explore the microblog propagation law for violent incidents in China that involve medical staff, to classify the types of incidents, and to provide a basis for rapidly and accurately predicting trends in public opinion and developing corresponding measures to improve the relationship between doctors and patients. We selected 60 cases of violent incidents that led to heated discussions on the Sina microblog from 2011 to 2018 and used crawler software to search the microblog’s web data. Starting from the first post about the incidents, every 2 hours, we recorded the number of additional tweets. We used the SOM to demarcate changes in the number of tweets and used the exponential and polynomial functions in MATLAB R2017a (The MathWorks) to predict and analyze the data to achieve better prediction. For hospitals and health management departments, understanding the communication types and the characteristics of the violent incidents being discussed on microblogs such as the Sina microblog can be helpful to institutions for scientifically predicting the propagation rules of incidents, for effectively managing and guiding public opinion relating to doctors and patients, and for improving the doctor-patient relationship.

Methods

Data Collection and Processing
We used “doctor/nurse was hit,” “doctor/nurse was slapped,” “doctor/nurse was killed,” “doctor/nurse was attacked,” “doctor/nurse was hurt,” and so on as keywords when searching for violent incidents from January 1, 2011, to July 31, 2018,
using the Baidu search engine, and we searched for complete data on the development and outcomes of the target incidents. In total, we collected 403 violent incidents involving Chinese medical staff. According to Duan’s classification criteria, we used the content analysis method to analyze the inducements for 60 violent incidents and grouped them into 6 categories: treatment effect, doctor-patient communication, response speed, medical expenses, privacy protection, and patients’ or families’ own problems [16]. Relying on the crawler software platform of GooSeeker (Shenzhen Tianju Information Technology Ltd), we defined the fetching rules, searched related tweets by keyword, and then collected the website data from the Sina microblog to record the total number of tweets in a week.

As the propagation characteristics of violent incidents against Chinese medical staff on the Sina microblog are not obvious and the degree of influence is relatively low, we considered the total number of tweets of violent incidents on the Sina microblog within a week as the standard and selected 60 typical incidents that drew heated responses and discussion among netizens from 2011 to 2018 as the study samples. The samples covered the 5 direct causes of violent incidents involving medical staff and were representative to some extent. In accordance with the “criteria for human injury evaluation” issued by the Judicial Department in China, the severity of the consequences of violent incidents was classified as “slight bodily injury,” “minor injury,” “serious injury,” “death,” or “serious influence on hospital order” (as listed in Multimedia Appendix 1).

We mainly studied the dynamics of public opinion in the first week after the violent incidents. Therefore, we started to record tweets about the first violent incident reports and then recorded newly added Sina microblog material every 2 hours. We searched 168 hours of data within a week and collected 84 datasets in total. There were differences in the number of tweets for different events, so the data were standardized.

The formula was as follows: adjusted standard value=$100\times(\text{original value}-\min)/(\max-\min)$. Min and max are the minimum and maximum values for each of the 84 datasets about the incidents.

**Network Sample Design**

The SOM is an excellent tool in the exploratory phase of data mining [20]. SOM networks learn to cluster groups of similar input patterns from a high-dimensional input space in a nonlinear fashion to a low-dimensional (most commonly two-dimensional) discrete lattice of neurons in an output layer [21], which was widely applied to classification and prediction [22-27]. The neurons in the competition layer can be one-dimensional, two-dimensional, or multidimensional (as shown in Figure 1 [28]). SOMs are reported to be robust and accurate with noisy data [29].

![Figure 1. A topology diagram of the self-organizing map network.](http://www.jmir.org/2020/5/e13294/)

The SOM method works as follows [30]. Initially, one has to choose the topology of the map. All the nodes are linked to the input nodes by weighted edges. The weights are first set at random and then iteratively adjusted. Each iteration involves randomly selecting an object x and moving the closest node (and its neighborhood) in the direction of x. The closest node is obtained by measuring the Euclidean distance or the dot product between the object x and the weights of all nodes in the map. The neighborhood to be adjusted is defined by a neighborhood function, which decreases over time.

We used the MATLAB programming language to construct the SOM neural network model and employed functions provided by a neural network toolbox to implement the whole learning process, such as training, emulating functions, and so on. According to the data after standardized processing, the input mode of the network was determined as

![Output layer](http://www.jmir.org/2020/5/e13294/)

where $k=1, 2, 3, \ldots, 60 \ (n=84)$, that is, there were 60 sets of samples, each of which contained 84 elements.

**Results**

**Clustering Results**

With the SOM neural network toolkit of MATLAB R2017a, 60 groups of data, containing 84 elements each, were clustered by standardized processing into 8 types. On the basis of the shapes of the trend lines in the graphs, the types of clustering results were named as follows: *bluff*, *waterfall*, *zigzag*, *steep*, *abrupt*, *wave*, *steep slope*, and *long slope* (shown in Figure 2).

By the application of the SOM neural network algorithm, 60 medical incidents against Chinese medical staff were divided
into 8 types, based on the number of dynamic changes in the Sina microblog tweets. In Figure 2, it can be seen that these 8 types of curves generally showed significant differences, albeit similar curves represent similar trends. The types were all named according to the general shapes of the curves. It can be seen from the figures that the microblog transmission curves of each type had distinguishing characteristics (shown in Table 1). The clustering results of the SOM neural network model were good.

Figure 2. A microblog trend map of incidents of the types.

A microblog trend map of incidents of the bluff-type.

A microblog trend map of incidents of the waterfall-type.

A microblog trend map of incidents of the zigzag-type.

A microblog trend map of incidents of the steep-type.

A microblog trend map of incidents of the abrupt-type.

A microblog trend map of incidents of the wave-type.

A microblog trend map of incidents of the steep-slope type.

A microblog trend map of incidents of the long-slope type.

AHMU: Anhui Medical University
TRUTCM: Tianjin University of Traditional Chinese Medicine
### Table 1. Clustering results and curve characteristics.

<table>
<thead>
<tr>
<th>Category</th>
<th>Hot violent incidents with medical staff</th>
<th>Curve characteristics</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bluff type</td>
<td>Yibin Second People’s Hospital, December 17, 2017; Heilongjiang Provincial People’s Hospital, August 15, 2017; Shandong Wendeng Osteopathic Hospital, March 21, 2017; Jixi People’s Hospital, July 11, 2017; Chengdu Infectious Disease Hospital, July 21, 2017; Guan County People’s Hospital, January 14, 2015; Hua’an First People’s Hospital, February 10, 2018; Du Ji people’s Hospital, March 21, 2016</td>
<td>In the first 12 hours or so, there was a peak period of tweet postings. After which, in the 13th hour, the growth rate suddenly declined and then lasted for 6 hours. After that, in the 19th hour, the number of tweets sped up, and the increase lasted for 6 hours or so. Then, it continued to increase at a slower pace. After the 96th hour, the growth rate was almost zero.</td>
</tr>
<tr>
<td>Waterfall type</td>
<td>Fujian Provincial Cancer Hospital, February 7, 2017; Liaocheng People’s Hospital, December 4, 2017; Hong Lan Town Health Centre of Lishui District, April 23, 2017; Ya’an People’s Hospital, January 5, 2017; Nanjing General Hospital of Nanjing Command, January 17, 2017; Shanshi Sengong Hospital, February 1, 2017; Jing’an District Central Hospital, March 4, 2016; Yanhe훙 Central Health Center of Zhongmu County, June 11, 2015; Baoan District people’s Hospital, September 9, 2013; Change People’s Hospital, November 1, 2015; Heping Hospital affiliated to Changzhi Medical College, November 22, 2016</td>
<td>The early growth rate was slow. At around 12 hours, the growth rate of the microblog increased sharply and then gradually slowed down.</td>
</tr>
<tr>
<td>Zigzag type</td>
<td>Jiangsu Provincial People’s Hospital, February 16, 2017; Zoukou Central Hospital, July 12, 2017; Orthopaedic Clinic in Jingjiang City, April 22, 2017; Ruijin Hospital Affiliated to Medical College of Shanghai Jiaotong University, June 27, 2015; Second Affiliated Hospital of Anhui Medical University, November 13, 2012</td>
<td>Growth was rapid in the early stage, and then the growth trend became slow, or even close to 0, followed by a growth phase featuring alternating speeds.</td>
</tr>
<tr>
<td>Steep type</td>
<td>Women and Children Health Hospital of Duanzhou District, August 6, 2017; Shaoxing People’s Hospital, July 17, 2017; Sanhe People’s Hospital, March 21, 2017; Pengshui County People’s Hospital, March 24, 2017; Jiangbei Town Center Hospital of Changhai County, May 17, 2016; Sichuan Orthopaedic Hospital, October 10, 2016</td>
<td>In the early stages, the blog was in an incubation period. Then, there was a peak period of tweets posted between the 24th and 48th hours, after which the growth gradually slowed down. After the 114th hour, the growth rate was almost 0.</td>
</tr>
<tr>
<td>Abrupt type</td>
<td>Traditional Chinese Medicine Hospital of Linshui County, August 5, 2017; Taiyuan Central Hospital, August 5, 2017; Dongguan Changping Hospital, April 17, 2016; Changxing County People’s Hospital, October 4, 2016</td>
<td>The growth rate was slow in the first 30 hours or so, and then, it increased slightly over the next 2 hours or so. Before the 54th hour, the growth rate was almost flat. Then, a peak period of posting occurred between 54 and 72 hours, after which the growth rate gradually slowed down.</td>
</tr>
<tr>
<td>Wave type</td>
<td>Lu’an People’s Hospital, September 1, 2017; Cixi people’s Hospital, June 4, 2017; Guangxi First People’s Hospital, April 6, 2017; Huirun People’s Hospital, June 15, 2017; Tongshan County People’s Hospital, December 8, 2017; Lai Feng County Central Hospital, November 2, 2017; The Second Affiliated Hospital of Zhejiang University School of Medicine, February 20, 2014; Peking University Shenzhen Hospital, February 25, 2014; Shuyang County Nanguan Hospital, April 19, 2014; Jingzhou First People’s Hospital, May 5, 2012; Guangdong Provincial People’s Hospital, May 5, 2016; Qufu People’s Hospital, May 16, 2016</td>
<td>The number of tweets increased gradually over the first 42 hours and then increased suddenly. Then, the growth rate showed a wave-shaped oscillation within 43 to 149 hours. After the 150th hour, the growth rate was almost 0.</td>
</tr>
<tr>
<td>Steep slope</td>
<td>First People’s Hospital of Chengdu, March 23, 2017; Tianjin Third Central Hospital, June 29, 2017; Deyang People’s Hospital, January 3, 2016; Beihang Hospital, February 17, 2014; Shiyang People’s Hospital, February 21, 2015; Chaohu Central Hospital, March 5, 2014; First Affiliated Hospital of Kunming Medical University, June 7, 2015; Hunan Academy of Traditional Chinese Medicine Affiliated Hospital, September 23, 2013; First Teaching Hospital of Tianjin University of Traditional Chinese Medicine, November 29, 2012</td>
<td>The number of tweets increased sharply over the first 6 hours or so. Then, there was a short pause, followed by a gradual and steady increase from the 84th hour to the 101st hour. After the 102nd hour, the growth rate was almost 0.</td>
</tr>
<tr>
<td>Long slope</td>
<td>Xinxiang Second People’s Hospital, November 7, 2017; Siping Central Hospital, October 15, 2017; Nanjing Stomatological Hospital, February 25, 2014; First Affiliated Hospital of Harbin Medical University, March 23, 2012; Wenling First People’s Hospital, October 25, 2013</td>
<td>The growth rate of the tweets was stable and lasted for a long time. After 120 hours, it gradually increased.</td>
</tr>
</tbody>
</table>

### Correlation Analysis Between the Types of Propagation on the Microblog and the Characteristics of the Medical Incidents

The characteristics of the medical incidents against Chinese staff analyzed in this study were the severity of the consequences and the inducements. To explore the relationships between the types of propagation on the microblog and the severity of the consequences of the medical incidents, we conducted a one-way analysis of variance (ANOVA; single factor) considering the types of propagation on the microblog as the independent variables and severity of the consequence of the medical
incidents as the dependent variable. After administering the Shapiro-Wilk test, the dependent variable was normally distributed. The results show that there were significant differences in the severity of the consequences of incidents associated with the different types of propagation ($P=.03$). The severity of the consequences of medical incidents of the long slope type (mean 4.00) was significantly higher than those of the bluff type (mean 2.63), waterfall type (mean 2.73), steep type (mean 2.17), abrupt type (mean 2.5), and wave type (mean 2.58). The severity of the consequences of medical incidents of the steep slope type (mean 3.75) was significantly higher than those of the bluff type (mean 2.63), steep type (mean 2.17), and wave type (mean 2.58). The severity of the consequences of medical incidents of the zigzag type (mean 3.80) was significantly higher than those of the steep type (mean 2.17) and wave type (mean 2.58), as shown in Multimedia Appendix 2.

The abovementioned analysis shows that the severity of the consequences of the medical incidents varies with the type of propagation. The severity of incidents of the long slope type, steep slope type, and zigzag type was higher than that of the other types, and most of the incidents in these categories involved a serious injury or death. Therefore, we classified these incidents as a high-severity group and the other incidents as a low-severity group. We used a one-way ANOVA, with these 2 groups, that characterized the severity of medical incidents as the independent variable and popularity within a week of the incidents as the dependent variable. Popularity was rated on a 6-point scale according to the number of tweets within a week. We coded 6 for a number of tweets above 5000, 5 for a number from 2000 to 5000, 4 for 1000 to 2000, 3 for 500 to 1000, 2 for 100 to 500, and 1 for 0 to 100. The higher the point score, the higher the popularity. Therefore, the dependent variable is continuous. After administering the Shapiro-Wilk test, the dependent variable was normally distributed. The results show that the popularity of high-severity incidents was significantly higher than that of low-severity incidents (high: mean 3.44; low: mean 2.05; $P<.001$). We adopted a one-way ANOVA, with the types of inducement for the incidents as independent variables and popularity within a week as the dependent variable. We found that violent acts resulting from patients’ dissatisfaction with treatment effects garnered popularity within a week that was significantly higher than the popularity of incidents caused by nontherapeutic effects (treatment effect: mean 3.05; nontherapeutic effect: mean 2.15; $P=.02$).

We constructed a cross-tabulation of the inducements of the medical incidents and the types of propagation on the microblog. The chi-square test results show that there was no correlation between them.

### Forecasting Trends in Network Public Opinion Regarding Violent Incidents

Nowadays, microblogs are becoming important carriers of public opinion on the internet about violent incidents against medical staff, and the traditional methods that medical institutions and health management departments use to control public opinion are severely weakened. The dynamic monitoring of trends and changes in microblog discussions can help hospital and health management departments to take timely countermeasures after violent incidents are publicized. At the same time, relevant departments could make use of the data to predict the propagation of microblog discussions of violent incidents, effectively manage and guide public opinion about doctors and patients, and improve the relationship between doctors and patients. On the basis of the study on stock price prediction by Afolabi and Olude [31], we considered 4 types of propagation, including the bluff, waterfall, zigzag, and steep slope types, for the prediction analysis in this study.

### Forecasting Trends in the Spread of Network Public Opinion: Bluff-Type Propagation

The first cluster, consisting of incidents with the bluff-type profile, was selected for the sample. We took the average data of the 8 incidents in the Sina microblog and used the cftool toolkit in MATLAB R2017a to do the exponential function fitting for prediction. We recorded newly added Sina microblog material every 2 hours and searched 168 hours of data within a week, collecting 84 datasets in total. The first 70 of the 84 datasets were selected for fitting. We determined the fitting model and used the last 14 datasets as the prediction results to validate the data. As shown in Figure 3, fit 1 was the fitting curve, and $y$ vs $x$ was the original data point.

The fitting model for the exponential function was

$$f(x_i) = 93.39 \times \exp(0.001092 \times x_i)−112.8 \times \exp(-0.204 \times x_i)$$

where $x_i$ was the data observation point (we took observations every 2 hours) and $f(x_i)$ was the number of related tweets after standardized processing under the observation point. In the fitting of the model, $R^2$ (the coefficient of determination) was 0.985, the sum of squares due to error (SSE) was 377.7, adjusted $R^2$ was 0.9846, and the root-mean-square error (RMSE) was 2.392.

As shown in Table 2, the predicted data values were almost consistent with the actual values, with a maximum relative error of 1.9055% and a minimum relative error of 0.77%. The trend of the data in the forecast section (positions 71 to 84) completely coincided with the actual trend, which shows that the prediction effect of the model for the bluff-type incidents was good.
Table 2. A comparison of the fitting value with the actual value of the bluff-type incidents.

<table>
<thead>
<tr>
<th>Predicted position</th>
<th>Fitting value</th>
<th>Actual value</th>
<th>Relative error (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>71</td>
<td>100.5967</td>
<td>99.8280</td>
<td>0.7700</td>
</tr>
<tr>
<td>72</td>
<td>100.6968</td>
<td>99.8590</td>
<td>0.8390</td>
</tr>
<tr>
<td>73</td>
<td>100.7970</td>
<td>99.8918</td>
<td>0.9062</td>
</tr>
<tr>
<td>74</td>
<td>100.8973</td>
<td>99.9188</td>
<td>0.9793</td>
</tr>
<tr>
<td>75</td>
<td>100.9976</td>
<td>99.9188</td>
<td>1.0796</td>
</tr>
<tr>
<td>76</td>
<td>101.0981</td>
<td>99.9729</td>
<td>1.1255</td>
</tr>
<tr>
<td>77</td>
<td>101.1987</td>
<td>99.9729</td>
<td>1.2261</td>
</tr>
<tr>
<td>78</td>
<td>101.2994</td>
<td>99.9729</td>
<td>1.3268</td>
</tr>
<tr>
<td>79</td>
<td>101.4001</td>
<td>100.0000</td>
<td>1.4001</td>
</tr>
<tr>
<td>80</td>
<td>101.5010</td>
<td>100.0000</td>
<td>1.5010</td>
</tr>
<tr>
<td>81</td>
<td>101.6020</td>
<td>100.0000</td>
<td>1.6020</td>
</tr>
<tr>
<td>82</td>
<td>101.7031</td>
<td>100.0000</td>
<td>1.7031</td>
</tr>
<tr>
<td>83</td>
<td>101.8042</td>
<td>100.0000</td>
<td>1.8042</td>
</tr>
<tr>
<td>84</td>
<td>101.9055</td>
<td>100.0000</td>
<td>1.9055</td>
</tr>
</tbody>
</table>

Forecasting Trends in the Spread of Network Public Opinion: Waterfall-Type Propagation

The second cluster, consisting of waterfall-type incidents, was selected for the sample. We took the average data of the 11 incidents in the Sina microblog for the forecast and made use of the cftool toolkit in MATLAB R2017a to do the polynomial function fitting for prediction. As shown in Figure 4, fit 2 was the fitting curve.

The fitting model of the polynomial function was

\[ f(x_2) = (-1.156e-05)x_2^4 + 0.002763x_2^3 - 0.2373x_2^2 + 8.783x_2 - 22.33 \]

where \( x_2 \) was the data observation point (we made an observation every 2 hours) and \( f(x_2) \) was the value of the number of related tweets after standardized processing under the observation point.

In the fitting of the model, \( R^2 \) was 0.977, the SSE was 1356, adjusted \( R^2 \) was 0.9756, and RMSE was 4.568.

As shown in Table 3, the predicted data values were almost consistent with the actual values, with a maximum relative error of 3.06% and a minimum relative error of 1.3401%. The trend of the data in the forecast section (positions 71 to 84) completely coincided with the actual trend, which shows that the prediction effect of the model for the waterfall-type incidents was good.
Figure 4. A data-fitting diagram of the waterfall-type incidents.

Table 3. A comparison of the fitting value with the actual value of the waterfall-type incidents.

<table>
<thead>
<tr>
<th>Predicted position</th>
<th>Fitting value</th>
<th>Actual value</th>
<th>Relative error (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>71</td>
<td>100.1828</td>
<td>98.8402</td>
<td>1.3401</td>
</tr>
<tr>
<td>72</td>
<td>100.5052</td>
<td>98.9306</td>
<td>1.5666</td>
</tr>
<tr>
<td>73</td>
<td>100.8276</td>
<td>99.0648</td>
<td>1.7483</td>
</tr>
<tr>
<td>74</td>
<td>101.1463</td>
<td>99.1315</td>
<td>1.9919</td>
</tr>
<tr>
<td>75</td>
<td>101.4575</td>
<td>99.2729</td>
<td>2.1532</td>
</tr>
<tr>
<td>76</td>
<td>101.7571</td>
<td>99.2850</td>
<td>2.4294</td>
</tr>
<tr>
<td>77</td>
<td>102.0408</td>
<td>99.2850</td>
<td>2.7007</td>
</tr>
<tr>
<td>78</td>
<td>102.3039</td>
<td>99.3088</td>
<td>2.9277</td>
</tr>
<tr>
<td>79</td>
<td>102.5415</td>
<td>99.4037</td>
<td>3.0600</td>
</tr>
<tr>
<td>80</td>
<td>102.7484</td>
<td>99.9145</td>
<td>2.7581</td>
</tr>
<tr>
<td>81</td>
<td>102.9191</td>
<td>99.9609</td>
<td>2.8743</td>
</tr>
<tr>
<td>82</td>
<td>103.0478</td>
<td>99.9609</td>
<td>2.9956</td>
</tr>
<tr>
<td>83</td>
<td>103.1286</td>
<td>100.0000</td>
<td>3.0337</td>
</tr>
<tr>
<td>84</td>
<td>103.1551</td>
<td>100.0000</td>
<td>3.0586</td>
</tr>
</tbody>
</table>

Forecasting Trends in the Spread of Network Public Opinion: Zigzag-Type Propagation

The third cluster, consisting of zigzag-type incidents, was also selected for the sample. For the forecast, we took the average data of the 5 incidents discussed in the Sina microblog and made use of the cftool toolkit in MATLAB R2017a to do the polynomial function fitting for prediction. As shown in Figure 5, fit 3 was the fitting curve.

The fitting model of the polynomial function was

\[ f(x_j) = 0.0001973x_j^3 - 0.04018x_j^2 + 3.166x_j + 5.273 \]

where \( x_j \) was the data observation point (we made an observation every 2 hours) and \( f(x_j) \) was the value of the number of related tweets after standardized processing under the observation point.

In the fitting of the model, \( R^2 \) was 0.9872, the SSE was 584.7, adjusted \( R^2 \) was 0.9866, and RMSE was 2.977.

As shown in Table 4, the predicted data values were almost consistent with the actual values, with a maximum relative error of 4.441% and a minimum relative error of 0.8448%. The trend of the data in the forecast section (positions 71 to 84) completely coincided with the actual trend, which shows that the prediction effect of the model for the zigzag-type incidents was good.
Figure 5. A data-fitting diagram of the zigzag-type incidents.

Table 4. Comparison of the fitting value with the actual value of the zigzag-type incidents.

<table>
<thead>
<tr>
<th>Predicted position</th>
<th>Fitting value</th>
<th>Actual value</th>
<th>Relative error (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>71</td>
<td>98.1275</td>
<td>97.2985</td>
<td>0.8448</td>
</tr>
<tr>
<td>72</td>
<td>98.5737</td>
<td>97.5108</td>
<td>1.0783</td>
</tr>
<tr>
<td>73</td>
<td>99.0248</td>
<td>98.0012</td>
<td>1.0336</td>
</tr>
<tr>
<td>74</td>
<td>99.4820</td>
<td>98.2928</td>
<td>1.1954</td>
</tr>
<tr>
<td>75</td>
<td>99.9464</td>
<td>98.6039</td>
<td>1.3432</td>
</tr>
<tr>
<td>76</td>
<td>100.4193</td>
<td>98.8007</td>
<td>1.6118</td>
</tr>
<tr>
<td>77</td>
<td>100.9017</td>
<td>99.0006</td>
<td>1.8841</td>
</tr>
<tr>
<td>78</td>
<td>101.3950</td>
<td>99.1359</td>
<td>2.2280</td>
</tr>
<tr>
<td>79</td>
<td>101.9002</td>
<td>99.2251</td>
<td>2.6252</td>
</tr>
<tr>
<td>80</td>
<td>102.4186</td>
<td>99.2435</td>
<td>3.1001</td>
</tr>
<tr>
<td>81</td>
<td>102.9513</td>
<td>99.3665</td>
<td>3.4820</td>
</tr>
<tr>
<td>82</td>
<td>103.4996</td>
<td>99.6064</td>
<td>3.7616</td>
</tr>
<tr>
<td>83</td>
<td>104.0646</td>
<td>99.7724</td>
<td>4.1245</td>
</tr>
<tr>
<td>84</td>
<td>104.6474</td>
<td>100.0000</td>
<td>4.4410</td>
</tr>
</tbody>
</table>

**Forecasting Trends in the Spread of Network Public Opinion: Steep Slope–Type Propagation**

The seventh cluster, consisting of steep slope–type incidents, was selected. For the forecast, we took the average data of the 9 incidents in the Sina microblog and made use of the cftool toolkit in MATLAB R2017a to do the exponential function fitting for prediction. As shown in Figure 6, fit 4 was the fitting curve.

The fitting model of the exponential function was

$$f(x_4) = 85.79 \times \exp(0.002299 \times x_4)-100 \times \exp(-0.1424 \times x_4)$$

where $x_4$ was the data observation point (we made an observation every 2 hours) and $f(x_4)$ was the value of the number of related tweets after standardized processing under the observation point.

In the fitting of the model, $R^2$ was 0.9987, the SSE was 44.51, adjusted $R^2$ was 0.9986, and RMSE was 0.8212.

As shown in Table 5, the predicted data values were almost consistent with the actual values, with a maximum relative error of 3.9058% and a minimum relative error of 1.5555%. The trend of the data in the forecast section (positions 71 to 84) completely coincided with the actual trend, which shows that the prediction effect of the model for the steep slope–type incidents was good.
Discussion

Principal Findings

The theories and methods of public opinion communication are relatively mature, but applications in the field of medical public opinion are relatively few. We believe that this study is the first to apply the theories and methods of public opinion communication to research in medical public opinion and to systematically explore the types of incidents against medical staff and the patterns in which discussions about them propagate on microblogs. Tracking discussions of violent acts against medical staff in China that took place on the internet from 2011 to 2018, we selected 60 cases for our sample that prompted intense discussion on the Sina microblog, used crawler software to collect the data from the web, applied the SOM neural network model to cluster the tweets, mapped changes in the discussion trends over time, and used the polynomial and exponential function methods to analyze and predict communication patterns of public opinion. The results showed that the fit was good.

Our study found that the propagation of web-based public opinion relating to the violent incidents was divided into 8 types: bluff, waterfall, zigzag, steep, abrupt, wave, steep slope, and long slope. Over the first 12 hours or so, the number of tweets in the bluff type of discussion peaked, after which the growth rate declined suddenly in the 13th hour and continued to decline for 6 hours. In the 19th hour, there was an increase in the number of tweets that lasted for 6 hours or so, and then, the growth rate gradually decreased. After the 96th hour, the growth rate was almost 0. For the waterfall-type propagation, the early growth rate was slow. At about the 12th hour, the growth rate increased sharply, then gradually decreased. For the zigzag type of propagation, growth was rapid in the early stage, and then, it decreased and sometimes approached 0, going through a process of alternating slow and rapid growth. For the steep slope–type propagation, there was an early stage incubation period, then a peak period of posting from the 24th hour to the 48th hour, followed by gradually decreasing growth. After the 114th hour,
the growth rate was almost 0. For the abrupt type, the growth rate was slow in the first 30 hours or so, and then, it increased slightly for about 2 hours. Before the 54th hour, the growth rate was almost flat, then it peaked between 54 and 72 hours and after that it gradually decreased. For the wave type, the number of tweets increased throughout the first 42 hours, then the growth rate showed a wave-shaped oscillation within 43 to 149 hours. After the 150th hour, the growth rate was almost 0. For the steep slope type, the number of tweets increased sharply over the first 6 hours or so, followed by a pause, and then by a gradual and steady increase from the 84th hour to 101st hour. After the 102nd hour, the growth rate was almost 0. For the long slope type, the growth rate of the tweets was stable and long lasting, persisting for 120 hours, after which it grew gradually and slowly.

What are the laws of propagation for the different types of violent medical incidents? We attempted to investigate this question with regard to the severity of consequences, the inducements for the incidents, and the popularity of the topic over the course of a week (in terms of the number of tweets). Our study found that the more serious the consequences of a violent incident, such as a serious injury or death, the more attention it drew on the microblog, the faster was its propagation speed, and the longer was its duration. In these cases, the propagation types were mostly of the steep slope, long slope, and zigzag types. In addition, the more serious the consequences of a violent incident, the greater popularity it exhibited on the microblog. Acts resulting from patients’ dissatisfaction with treatment effects led to significantly greater popularity within a week than incidents caused by nontherapeutic effects.

**Managerial Insights**

Our research has important practical implications for both hospitals and governments. Workplace violence toward medical staff happens more often in China than in other countries, which provides multiple opportunities for research on the classification and prediction of incidents and their discussion on microblogs. The findings of this paper provide a new method for hospitals and health management departments in China and other countries to accurately predict communication types and rules of propagation in the discussion of violent incidents and can help relevant departments effectively manage public opinion concerning doctors and patients, ease workplace violence in the health sector, and improve doctor-patient relationships. Specifically, hospitals and health management departments should establish a public opinion monitoring system for doctor-patient relationships. When a violent incident occurs, relevant departments should pay close attention to the relevant tweets and comments and scientifically predict the communication types and rules of propagation based on the causes and severity of the consequences, so as to take effective countermeasures. In the case of incidents that lead to serious consequences, as these incidents would be quickly taken up in public discussion, hospitals and health management departments should promptly investigate the causes and announce the progress and results of the incidents. Some scholars emphasize the necessity to use both traditional media and social media in crisis response for mutual communication [10,32]. In the case of incidents that are caused by patients’ dissatisfaction with treatment effects, which the public often attributes to the low technical ability of medical staff and which easily generate heated discussions and lead to negative impacts on hospitals and staff, hospitals and health management departments should investigate the causes; take responsibility; and, through official channels and in a timely manner, clarify the situation, answer questions, and assuage doubts raised by the public.

**Limitations and Future Research**

Our work has certain limitations that provide directions for future research. In this study, we explored the types and laws of the communication of events on the Sina microblog and analyzed the relationship among the types of communication, the laws of propagation, the causes of events, and the severity of the results. However, this study did not consider factors—such as the hospital type, the response strategies of health management departments and hospitals, and settlement results from judicial authorities—that could have an impact on the propagation of discussions of violent incidents on the microblog. We hope that future scholarly work, while attempting to confirm or refute our key findings, could also complement and expand the abovementioned issues. Future research is thus needed to select more incidents for the prediction analysis and improve the accuracy of the predictions.
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Abstract

Background: In remote areas, connected health (CH) is needed, but as local resources are often scarce and the purchasing power of residents is usually poor, it is a challenge to apply CH in these settings. In this study, CH is defended as a technological solution for reshaping the direction of health care to be more proactive, preventive, and precisely targeted—and thus, more effective.

Objective: The objective of this study was to explore the identity of CH stakeholders in remote areas of Taiwan and their interests and power in order to determine ideal strategies for applying CH. We aimed to explore the respective unknowns and discover insights for those facing similar issues.

Methods: Qualitative research was conducted to investigate and interpret the phenomena of the aging population in a remote setting. An exploratory approach was employed involving semistructured interviews with 22 participants from 8 remote allied case studies. The interviews explored perspectives on stakeholder arrangements, including the power and interests of stakeholders and the needs of all the parties in the ecosystem.

Results: Results were obtained from in-depth interviews and focus groups that included identifying the stakeholders of remote health and determining how they influence its practice, as well as how associated agreements bring competitive advantages. Stakeholders included people in government sectors, industrial players, academic researchers, end users, and their associates who described their perspectives on their power and interests in remote health service delivery. Specific facilitators of and barriers to effective delivery were identified. A number of themes, such as government interests and power of decision making, were corroborated across rural and remote services. These themes were broadly grouped into the disclosure of conflicts of interest, asymmetry in decision making, and data development for risk assessment.

Conclusions: This study contributes to current knowledge by exploring the features of CH in remote areas and investigating its implementation from the perspectives of stakeholder management. It offers insights into managing remote health through a CH platform, which can be used for preliminary quantitative research. Consequently, these findings could help to more effectively facilitate diverse stakeholder engagement for health information sharing and social interaction.
Introduction

Background
The global phenomenon of an aging populations has made health care a universal issue, especially in remote areas. Connected health (CH) has been proposed as a promising solution to manage challenges arising in these remote areas. It aims to reduce isolation, enhance safety, increase efficiency, and diminish costs for remote residents [1]. It acts as an alternative solution to make “aging in place” feasible by connecting infrastructure, devices, and health care stakeholders [2]. In remote areas, CH is needed, but as local resources are often scarce and the purchasing power of residents is usually poor, it is a challenge to apply CH in this setting. In this study, remote areas were defined in 3 categories: mountain areas, isolated islands, and remote townships. In these areas, medical and care services are legally allowed to be practiced remotely according to the law and regulation of the state. There are 48 remote townships that account for 44% of the area in Taiwan, while the 0.36 million residents only account for 1.6% of the total population.

There is evidence that CH can increase access to services across a range of medical specialties without detrimental effects and improve opportunities for professional development [3]. However, most of these measures are temporary responses to government policy, and the sustainability of such services is an issue that must be addressed. Consequently, although technological interventions have improved accessibility, efficiency, and cost-effectiveness, the health status of rural residents remains a matter of concern [4]. Thus, the parameters of effective CH implementation in rural and remote contexts need to be explored to suggest strategies to manage issues appropriately.

Research suggests that the maturity of information communication technology, advances in health care, and the integration of health and social care may offer the fundamental infrastructure to boost the CH ecosystem [5]. Taiwan was selected as an ideal research area as it fulfills these requirements. Therefore, the results of this investigation may inspire those who are attempting to manage the issues of aging populations in a remote setting through a knowledge-sharing perspective.

To understand the obstacles faced in the implementation of CH in remote areas, this study explored the developmental barriers of CH in remote areas based on four representative cases in Taiwan. Geographically, CH in Taiwan has been divided into 4 parts: North, middle, South, and East. Each part has a designated hospital to support other hospitals and health centers in their areas. This study aimed to determine ideal strategies and methods by exploring the unknowns to discover insights for those facing similar issues in applying CH.

In this study, CH is defended as a technological solution that reshapes the direction of health care to be more proactive, preventive, and precisely targeted, and thus, more effective. CH provides great value in managing and preventing chronic diseases that result in tremendous burden on health care and social services. Stakeholder analysis was employed to facilitate strategy formation, as it can generate knowledge about how the characteristics of stakeholders influence decision-making processes as well as the relevant actors’ behavior, intentions, and interrelations.

Theoretical Basis
The challenges of accessing appropriate health services and of recruiting and retaining staff constrain the quality of health care in remote settings [6]. With respect to a proactive approach to current problems and insights into remote health, gaps remain [7]. Possible strategies for these issues include overcoming geographic isolation and facilitating rural and local health responses. This study explored how stakeholder characteristics influence the decision-making process. The literature suggests that the need to balance conflicts of interest and the influence of organizational factors and professional support may impact the quality of health in remote areas [8,9]. Therefore, this study explored perspectives on stakeholder arrangements, including the power and interests of stakeholders and their respective needs in the ecosystem, as shown in Figure 1.
Stakeholder analysis is often employed to facilitate the formation of strategies, as it can generate knowledge about how the characteristics of stakeholders influence decision-making processes as well as the relevant actors’ behaviors, intentions, and interrelations [8]. Courage, creativity, and a capacity to recognize opportunities for change will be key for public health advocates to create political incentives and manage political risks for leaders. Globalization may be helpful for leaders to gain awareness of the necessity of change and innovative strategies in health care [11]. Better insight into how health systems are structured and how they react over time to better adjust to health programs will also affect stakeholder management [12]. Despite considerable research on risk analysis in health politics, only little insight has been gained.

The value of stakeholder analysis in the health promotion domain is its ability to increase our understanding and capacity to participate in and contribute to health policy development by mapping the relevant actors. Once insights into their position and connection in networks are discovered, strategic planning can then be proposed [13].

General agreement among stakeholders may help the health information system advance in meeting the objectives of improving the governance, efficiency, user and provider satisfaction, and long-term fiscal sustainability of the health care system [14,15]. A stakeholder analysis framework is often used to highlight how key relationships with stakeholders may change with the perceived credibility of the organizational leaders and the legitimacy of their actions, as CH is a disruptive innovation in health care services. It is fascinating to explore how small rural health centers and a well-established, federally qualified community health center contribute to managing the risks of health care [16]. The concept of stakeholder management can help us to understand the tasks and structural changes via the legislation of decision makers [10]. Considerable systematic planning for health promotion that addresses people’s lives, work, and leisure can optimize health interventions for specific contextual contingencies and target crucial factors in the organizational context that influence behavior [17].

The rise of the patient-centered concept has increased the complexity of the health care system, which motivates partnerships between the public sector and private actors in stakeholder management [18]. The literature indicates that a situation with a multitude of actors with diverse interests suggests a loosely connected network, for those who attempt to influence policy will need to work with international-level, federal-level, and regional-level actors because they play an important role in bridging and connecting the decentralized regional-level and local-level actors as well as in initiating policy engagement and change [19,20]. Multicriteria decision analysis can add value to the strategic decision-making process in health technology assessment through systematic reviews, as it is more focused on how to engage stakeholders than to explain how to develop the algorithms and methodologies [21]. Analyzing routinely captured health information and giving feedback to clinical staff have been proposed to deliver better outcomes for patients and communities in the CH program [22].

The attempt to identify factors affecting the availability, accessibility, and coordination of services serves to develop and implement culturally sensitive service delivery in remote health care settings. Findings could inform recommendations for the provision of health services to contribute to the broader knowledge of rural and remote health service provision [23]. Access to allied health services is always an issue for people with disabilities living in rural and remote areas. Evidence indicates that CH is a valid option to provide those with disabilities alternative options to receive health care services [24]. Investigation of frail older adults and their stakeholders suggests that an integrated system with a care coordinator to improve connections between services and patients is urgently needed. It is a must to reduce bureaucracy and increase the timeliness of treatment and care. Measures to improve access to health and social care systems for pre-frail and frail patients, as well as their caregivers, must be considered [25]. Also, CH is beneficial for patients with chronic conditions as well as for the frail, by improving access to health care services and allowing them to be monitored at home [26].

Strengthening the rural deployment of stakeholders may attract and motivate graduates to work in rural areas, although the factors influencing recruitment of health professionals are varied [27]. If individual knowledge of successful aging and the associated economic outcomes, such as financial planning for retirement wellbeing, are to be harnessed, stakeholder management can help put pressure on the state to improve the current health insurance system, making it possible to offer a universal social pension that prioritizes people deprived of

Figure 1. A simple stakeholder management model (adapted from Freeman and Reed [10]).
income due to a disability, severely debilitating disease, or lost work opportunity during their younger years [28].

**Research Questions**

This study aimed to determine how geographical isolation and aging in place can be accommodated through CH stakeholder management based on the knowledge of the stakeholders’ identities and their interests and power in remote areas of Taiwan.

**Methods**

An exploratory approach was conducted involving semistructured interviews with 22 participants from 8 remote allied case studies [29]. The interviews explored perspectives on stakeholder arrangements, including the power and interests of stakeholders and the needs of all the parties in the ecosystem [30,31]. To manage health challenges for the aging population, the Taiwanese government divided Taiwan into 4 parts to conduct a pilot study of CH in 1996 (Figure 2). This provided the foundation for the current infrastructure of CH and smart health in Taiwan. Therefore, this study organized research according to this foundation. An exploratory approach was conducted involving semistructured, in-depth interviews with 22 participants in four remote allied case studies: Northern Taiwan, Central Taiwan, Southern Taiwan, and Eastern Taiwan (Figure 2). Northern Taiwan is represented by 1.1 Taoyuan Fu Hsing Township Health Station and 1.2 En Chu Kong Hospital; Central Taiwan by 2.1 Changhua Christian Hospital Telecare Health Service and 2.2 Show-Chwan Hospital; Southern Taiwan by 3.1 Kaohsiung Municipal Hsiaokang Hospital and 3.2 Antai Medical Care Hospital; and Eastern Taiwan by 4.1 Mennonite Christian Hospital and 4.2 Tai Tong Health Center.

This study investigated how geographical isolation and aging in place can be accommodated through CH stakeholder management with reference to, but not limited by, the interview questions outlined in Textbox 1, based on a qualitative method with focus groups.

**Figure 2.** Remote health settings in Northern, Central, Southern, and Eastern Taiwan.

**Textbox 1.** Interview questions used with the focus groups.

1. Who are your stakeholders?
2. How do they influence your business?
3. Do you have cooperative agreements with other organizations?
4. Are these agreements offer you competitive advantages?

**Ethics**

Ethical approval was obtained from the Ethics Committees of Ulster University (reference no RG3 RMcAdam2). Participants gave verbal consent according to the ethical guidelines.

**Participant Selection**

The authors selected 8 allied case studies from 4 geographical areas covering all remote areas in Taiwan based on a literature review and the foundation of the governmental pilot schemes referred to in Figure 2. Participants and institutions were chosen accordingly. The participants included those who were responsible for CH projects; patients were excluded due to ethical concerns. Residence in the four administrative areas based on geographic and rural location was the main criterion for selecting participants, and experience with CH was the second selection criterion. These sampling criteria were chosen in order to include the inputs of major and significant participants with various levels of rural experience and management. Consequently, 8 health institutions with 22 participants that represented all remote areas of Taiwan were selected, as shown in Figure 2 and Table 1.
Table 1. Allied health professionals participating in the study.

<table>
<thead>
<tr>
<th>Geographic area and health care institutions</th>
<th>Role and number of participants</th>
<th>Age (years), range</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. North</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.1 Taoyuan Fu Hsing Township Health Station</td>
<td>1 GP&lt;sup&gt;a&lt;/sup&gt;, 1 nurse, 1 civil servant</td>
<td>40-50 (GP and civil servant), 30-40 (nurse)</td>
</tr>
<tr>
<td>1.2 En Chu Kong Hospital</td>
<td>1 nurse</td>
<td>30-40</td>
</tr>
<tr>
<td>2. Central</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.1 Changhua Christian Hospital (CCH) Telecare Health Service</td>
<td>4 nurses</td>
<td>30-40</td>
</tr>
<tr>
<td>2.2 Show-Chwan Hospital</td>
<td>4 nurses</td>
<td>30-40</td>
</tr>
<tr>
<td>3. South</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3.1 Kaohsiung Municipal HsiaoKang Hospital</td>
<td>1 GP, 1 pharmacist</td>
<td>30-40</td>
</tr>
<tr>
<td>3.2 Antai Medical Care Hospital</td>
<td>1 nurse, 2 GPs</td>
<td>30-40 (nurse), 40-50 (GPs)</td>
</tr>
<tr>
<td>4. East</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4.1 Mennonite Christian Hospital</td>
<td>1 nurse, 1 IT&lt;sup&gt;b&lt;/sup&gt; director</td>
<td>40-50</td>
</tr>
<tr>
<td>4.2 Tai-Tong Health Centre</td>
<td>1 GP, 2 social workers</td>
<td>25-45</td>
</tr>
</tbody>
</table>

<sup>a</sup>GP: general physician.<br><sup>b</sup>IT: information technology.

Data Collection
Following informed consent, researchers conducted face-to-face interviews with 22 participants lasting from 30 minutes to 2 hours. To ensure the significance, validity, and rigor of this qualitative research, several research strategies were conducted regarding the quality of data collection. These protocols include the use of the agile method to allow interviewees’ opinions to be validated and exchanged through a semistructured interview manner. Any differences between the interviews were discussed until consensus was reached. Interviews were audiotaped and transcribed verbatim by an independent typist with subsequent validation by the researcher. Meaningful quotations were adduced to represent important themes. To ensure participant confidentiality, data were de-identified before processing.

Data Analysis
In this study, data were categorized using stakeholder and thematic analyses. Stakeholder analysis is conducted according to the degree of the stakeholders’ ability to affect health care providers’ objectives and health care providers’ ability to affect stakeholders’ objectives. It follows 4 steps to investigate how health institutions influence stakeholders for their interests: (1) identify stakeholders, (2) assess their interests and influence, (3) develop a communication management plan, and (4) engage and influence stakeholders. In the thematic analysis, codes were derived from the data through several steps including data cleaning, data summarizing, data analysis, and data mining. The categorization of data was continually revisited and reviewed until the themes and categories used to summarize and describe the findings were verified and accurately reflected the data. A qualitative data management system, NVivo 12 (QSR International, Melbourne, Australia), was employed to manage the data throughout the process. First, data were cleaned through an integration process to merge different terms with the same meaning. Thus, CH might be called “remote health,” “telehealth,” or “telecare” in the interviews, and these terms were merged according to the actual meaning of the interviewees. Second, the data were summarized, clustered, and categorized based on the interviewees’ meaning. Third, the data were analyzed and extracted according to the interviewees’ meaning at the stage of data mining. For example, some issues were raised by interviewees, but the meanings and root causes of the issues needed to be analyzed.

Results

Participants
A total of 22 participants representing 8 CH groups that covered all the remote areas in Taiwan were involved in this study. The majority of the participants were health professionals such as nurses (12/22, 54%), pharmacists (1/22, 5%), and general physicians (5/22, 22%), accounting for more than three-quarters of the sample. In addition, social workers accounted for approximately 10% (2/22, 9%) of the sample. Information technology professionals and administrators each accounted for 5% of the participants (1/22, 5% each), as shown in Multimedia Appendix 1.

Stakeholder Analysis
Stakeholder analysis was conducted according to the degree of the health care providers’ ability to affect their stakeholders’ objectives and interests. Four steps of stakeholder management were used: (1) identify stakeholders, (2) assess their interests and influence, (3) develop a communication management plan, and (4) engage and influence stakeholders. Due to the complexity of the data, these steps are described in Multimedia Appendices 1-4. The results revealed the identity of the stakeholders of CH in remote areas, how they influence practices, and how associated agreements bring competitive advantages.
The stakeholders for 8 participating health facilitators were identified (Multimedia Appendix 1). These stakeholders included industrial players (software developers, hardware manufacturers, total solution providers, network providers), users and their associates (end users), government sectors, and academic researchers, which collectively constitute an ecosystem of CH. The industrial players included both software developers and total solution providers (eg, Fora Care Inc, Asus Cloud, Huede Technology, and Far EasTone Telecommunications), while some telecommunications companies fell in both categories of network providers and software developers (eg, Far EasTone Telecommunications and Chunghwa Telecom). This fact may suggest that the CH industry is a multidisciplinary domain. What is noticeable is that not all the health facilitators had a telehealth or telecare center; therefore, some had to rely on industrial players to analyze and manage collected data. Compared with public health facilitators, private health facilitators have different attitudes toward government sectors. Although all the end users were from remote areas, they could originate from mountain areas, remote townships, or isolated islands, which differentiates the nature of their health facilitators.

In Multimedia Appendix 2, the assessment of the interests of each CH stakeholder group and the influence of health facilitators is described. Government sectors are concerned with how to identify significant outcomes to increase and promote political publicity. For academic researchers, innovative topics for research and how to explore unknown and novel concepts to contribute to the body of knowledge seem to be of the utmost importance. End users are looking for user-friendly, efficient, and cost-effective solutions to manage their health care according to health facilitators. However, they may care more about their financial health than their physical health. Although most industrial players are interested in increasing sales through developing and perfecting their products and services, the concepts of software developers and hardware manufacturers will vary due to the nature of their businesses. What is noticeable is that the influence on stakeholders determines the power and strategies of health facilitators.

According to the assessment in Multimedia Appendix 2, potential strategies for health facilitators to develop a communication management plan for stakeholders are shown in Multimedia Appendix 3. First, the communication constraints of health facilitators should be determined, followed by identifying the information to be communicated. Finally, the methodology for communications is determined, to facilitate the communications. The challenges for health facilitators include finding the right people to deliver the communication. The participants indicated that information technology professionals usually do not comprehend their requests and even if they do eventually understand them, they may not be able to make relevant decisions. Moreover, it is difficult to include interdisciplinary people who can accommodate supply and demand from various areas in the CH ecosystem. These considerations constrain communication between health facilitators and their stakeholders. Although the intent to fulfill the stakeholders' interests by exchanging resources is helpful, the degree of the bargaining power of stakeholders differs to that of health facilitators. Regarding the information to be communicated, many health facilitators admit that they still struggle. It should be stressed that strategies for increasing the visibility of institutions can facilitate communication with stakeholders.

From the data presented in Multimedia Appendix 3, the benefits of increasing the profile of health facilitators are clear. Regarding the next phase, Multimedia Appendix 4 provides information about how health facilitators can engage and influence their stakeholders according to the developed communication management plan. Then, the actual plans and strategies put in use are included. Health facilitators might influence stakeholders according to their interests. The participants indicated that industrial players offer free CH samples to receive test feedback from remote areas, especially mountain areas, because the features of geographic isolation and the local authority of general physicians (GPs) could significantly contribute to the development of a considerable number of products that could be brought to the market. After health facilitators achieve a solid reputation in the CH ecosystem, many opportunities for cooperation will spontaneously appear. Although the participants suggested that end users are usually concerned about the affordability of CH products and services, GPs may play an important role in educating patients about the value of CH. Other health facilitators, such as nurses, usually offer alternative solutions for patients to consider. Overall, those who have a typical environment or samples for CH to implement have stronger bargaining power when dealing with industrial players.

As mentioned, stakeholders representing government sectors, industrial players, academic researchers, and end users and their associates. The stakeholder analysis is mapped in Figure 3.
Initially, industrial players have relatively high importance, as they possess both technologies and economic benefits. Health providers in remote areas should, therefore, manage these closely. Next, government sectors are essential as they are key for funding the remote services as well as implementing rules and regulations. Remote users and their associates are less powerful in the remote health ecosystem than the parties in the first two categories, as they are usually voluntary and have limited economic strength. They are to be kept informed of any updates. Finally, academic researchers are less influential in affecting health care providers’ objectives. Thus, they play the role of serving as a reference.

Governmental funding is important as we have limited capability to commercialize remote health care in the initial stage…

The main purpose of offering remote health care is to address the social equality of health care rather than earning money.

Although remote areas lack resources, the geographic features can be ideal locations for industrial players to develop and test their products and services.

It is essential to keep connected to the latest health information and progress as well as global trends through academic interactions.

Full Disclosure of Conflicting Interests

Several themes, such as government interests and power of decision making were corroborated across remote services. These have been broadly grouped into the disclosure of conflicts of interest, asymmetric in decision making, and data development for risk assessment. Health care stakeholders are criticized for finding it hard to reach common ground, as they all have different interests. Industrial players tend to emphasize economic benefits rather than ethics and user privacy, while health care providers value security, ethics, and patient rights above all. Government sectors are concerned with political forces, and academic researchers care most about the social impact.

Government is propaganda…they only care about their political achievements.

We care about remote residents’ lives, feelings, and rights to receive care.

The population of remote areas is low; therefore, many businesses tend to ignore residents’ interests as their scale is too small to yield economic benefits.

A successful experience building up remote health models in Taiwan and expanding them worldwide may contribute significant impacts globally.

Although stakeholders in the remote health care ecosystem have various interests, they need to rely on each other to survive. Health providers need government’s support in establishing infrastructure and initial funding; industry’s technologies and services are needed in operating remote offerings alongside academia’s publicity and management’s inputs to increase their reputation and profile-raising. However, health providers in remote areas usually have little negotiating power in pricing and budget. Therefore, the skill of translating risks into opportunities is desirable to obtain benefits.

Big companies offer quality products to our telehealth center for the sake of our hospital; otherwise, they don’t care much about small businesses.

In remote areas, the infrastructure is poor, as the main telecom companies cannot gain profit from building it. It creates a challenge to practicing remote health even though it is essential for residents.

Most of our infrastructure relies on government funding.

Government will be happy to support us as long as the practice can show benefits to their political achievements.

Many main industrial players have difficulty meeting customers’ needs and designing user-friendly products; therefore, they come to us with free products to obtain testing samples in remote settings.

Asymmetry (Irregularity) in Decision Making

Although remote health care focuses on serving rural residents, their capability of decision making mainly depends on health care professionals, industrial players, and government.

Physicians have authority over patients, so their suggestions can strongly influence patients’ decisions.

If no remote infrastructure and services from industrial players, no connected health can be set up,
but unfortunately, remote residents have no word in decision making.

As rural residents often are older, of low socioeconomic status, and poor health status and have limited purchasing power, their interests are safeguarded by government and health professionals. Fortunately, as they live in a democratic society, they can wield influence on the government through voting, which provides incentive for the government to invest in remote infrastructure – to earn political capital.

Although remote residents have little power and influence on the CH setting, their voice is often heard through GPs and other health facilitators: “Remote residents pay the same health insurance fees to the government; however, they hardly enjoy any health benefits due to poor infrastructure. It is unfair to them.”

It takes effort for GPs in remote areas to fight for residents’ rights. In the beginning, outcomes are limited, but little by little, their efforts have produced some fruit.

We have tried to contact the main telecom company; however, they show no interest in building infrastructure here as there are no economic benefits.

Luckily, we obtained support from the Minister, so that we can have some progress in remote services.

Thanks to the attention of the Minister, we got attention through publicity, and industrial people contacted us to discuss cooperation opportunities by offering free products for testing.

Data Development for Risk Management

To advance the remote health decision-making process, there is a need to think strategically about how data can inform risk, as the challenges of delivering CH in remote areas can travel in two directions. The upside of this challenge may generate better outcomes, but conversely, the downsides of the outcomes can be worse than expected. Geographic isolation and poor health resources may be downsides for CH, yet strategic planning about stakeholder management may maximize opportunities for gain, which may provide entrepreneurial opportunities as companies make money by converting challenges to opportunities. What distinguishes challenges and opportunities is therefore central to business success. Some challenges are having an adverse or positive effect on an organization’s profits from overseas activities. Talent that can integrate and facilitate resources to optimize the interests of CH’s stakeholders is required.

Practicing CH in remote areas does offer many opportunities. There are many examples, including boosting the development of high technologies, offering indications for health care policy making, and shortening the gaps in health implementation.

Our experience with CH in remote areas has not only contributed to many publications but also raised the profile of our hospital.

The successful experiences of practicing CH may be the best advertisement and marketing strategy for our hospital.

Taiwan’s geographic features are significant in practicing CH, as it is a representative case study…if CH devices can serve in such a challenging setting as Taiwan’s remote areas, there will be no issues in using it all over the world.

To move forward, a new decision paradigm is needed with the flexibility to consider new insights and scientific information. This approach would not create an environment in which the discussion of risk based on the information is avoided. Currently, although most state and federal regulations are not designed to protect individuals, they protect the public without defining what the public is or how many individuals constitute the public. As part of a new paradigm, researchers and policymakers should carefully consider whether current federal regulations are in fact designed to adequately protect individuals, especially those in vulnerable subpopulations. Any procedural change is an opportunity to engage stakeholders on how these regulations are structured to address these populations and in what contexts. Finally, the paradigm should incorporate evaluation in the decision-making process, as assessing the impact of a decision is vital to the success of future decision making.

Discussion

Principal Findings

This study aimed to identify how geographical isolation and aging in place can be accommodated through CH stakeholder management based on identification of the stakeholders and their interests. We determined the interests of stakeholders and strategies that health facilitators can employ. Industrial players look for participants to test their products and a CH environment to comprehensively develop products for better sales. Governments seek political achievement, and academic researchers pursue interesting topics and data to have an impact society. Offering benefits that can fulfill stakeholders’ interests will help to overcome the challenge of resource shortages in remote areas. However, it is not a “one-size-fits-all” solution. Health facilitators should recognize their competitive advantages to differentiate their strengths from those of others. Once their uniqueness can meet their supplier’s need, they are able to exchange benefits to address their shortages.

Compared with current and past literature, our findings offer further insights into stakeholder engagement. The knowledge foundation of this study was developed from a current understanding of stakeholders’ perspectives from the literature. The importance of the identification of stakeholders in electronic health has been reported [32,33]. Based on this, the concept of the co-creation and co-design of a health facility with stakeholders has been discussed [34,35]. Perspectives on a patient-centric model include an increase in technology adoption [36]. Strategies for successful implementation of technology for aging in place have been studied [37]. Person-centeredness, clinician acceptability, and informatics feasibility have been achieved and ensured through technology applications [35].

Regarding the research context, most previous literature has focused on the health care system in Western or developed countries where remote areas are numerous and internet infrastructures are better developed [4,38-41]. These countries
encounter the challenges of an aging population earlier than developing or underdeveloped countries. In contrast, stakeholder perspectives have not been extensively studied in some regions in Asia that are experiencing a similarly aging population and are interested in developing CH. Taiwan can be seen as a typical case; its rate of aging and degree of advanced technology are as high as those in Western countries [3,42-44]. Additionally, Taiwan has representative remote areas and developed health care performance [3,43]. Therefore, stakeholder engagement in CH should be of interest to improve the challenges with resource shortages in remote areas. Moreover, Taiwan has an integrated health and care system, which can facilitate health information sharing and social interaction more effectively [45].

Possible Bias in Participant Selection
Bias should be prevented to ensure the validity and value of research. However, it is difficult to avoid bias due to its complex factors. Bias can occur from the research environment, participants, and even the researchers themselves. Some researchers may intentionally influence participants to obtain the results expected. Moreover, some bias from researchers occurs unconsciously, which makes it more difficult to prevent. This phenomenon is especially present in qualitative research because qualitative research relies more on the experience and judgment of the researcher. Also, the type of data collected is subjective and unique to the person or situation. Therefore, it is much harder to avoid bias in qualitative research than in quantitative research.

Recognizing that bias exists in all research may be a good start to avoid bias. Then, the researcher should be informed about potential bias so he or she can avoid bias as much as possible. Before the research has been conducted, design bias can occur. Omission bias from selection or sampling may also occur during the research. If the study is not well planned, inclusive bias can occur when researchers look for quick solutions and convenient options.

To avoid bias, the researcher first checked the guidance for qualitative research. Second, the interview plan was discussed with the supervisor at various times to maintain the objectiveness of the interview questions. Indirect and open-ended questions were asked to allow information to flow more freely. Third, all the interviews were recorded and analyzed without personal preference. Finally, independent reviewers were invited to review the research to help maintain objectivity in the research.

Validity
In terms of the validity of the data analysis, this study followed rigorous qualitative research principles to ensure the credibility, transferability, and reliability of the data [29]. The triangulation approach was employed as a testing method to examine the validity of research [30,31]. It helps to capture different dimensions of the same phenomenon. In this study, research data triangulation and investigator triangulation were adopted to test the validity and reliability of research. In the research data triangulation, the interview questionnaires were discussed using the Delphi method with 8 focus groups and analyzed using NVivo software. In the investigator triangulation, multiple investigators, such as health professionals and experts, were invited to evaluate and review the data for selective perception and illumination blind spots in an interpretive manner to understand multiple ways of seeing the data.

Strengths
This study addressed a topic that had previously not been well studied so that it may offer insight for future projects on CH in rural areas. Different from other case studies in which the research focused mainly on developed countries, this study considered a region between developed countries and developing countries in order to discover methods for accommodating the resource shortage in remote areas. This study considered Taiwanese CH as a case study, as it meets all the CH preconditions and essential requirements. Not only are advanced technology and medicine present but the ecosystem for boosting CH is also complete and comprehensive in Taiwan. Recently, Taiwan integrated social care with its health department, to become a health and social welfare department. Chronic conditions are prevalent due to an aging demographic. Geographically, Taiwan has populations in urban areas and in many remote areas and isolated islands. Moreover, it is a mixture of public and private health care systems. These features suggest that if CH practice can be successfully applied in Taiwan, it is likely also to suit other countries around the world.

Limitations
A limitation of this study is that only one case study approach was used, making it difficult to generalize the findings due to a limited sample size. Generic principles and popular interpretations are not easily formed because the purpose of the study was to analyze problems rather than obtain summarized or statistical data. Consequently, certain inductions might be arbitrary and subjective. In addition, technical limitations and researcher bias may be an issue because a standard data analysis method was not used; therefore, the data interpretation and presentation of evidence are influenced by the researcher’s choice, which may affect the results of the study. Further generalization is likely to require additional case studies for different potential contexts, which could include diverse case studies that may show cultural differences and influences.

Future Research
The outcomes of this qualitative research can serve as preliminary quantitative research on the degree of the influence of health facilitators on stakeholders’ interests. Alternatively, the optimization of two or multiple objectives using a quantitative method can be applied to discover the optimal interests of all stakeholders in future work.

Conclusions
This study contributes to current knowledge by exploring the features of CH in remote areas and investigating its implementation from the perspectives of stakeholder management. Methods to accommodate geographic isolation and aging in place through CH stakeholder management are discussed based on the identification of the stakeholders and their interests and power in remote areas of Taiwan. The results offer insights for managing remote health through a CH platform, which can be used as preliminary quantitative research. Consequently, these findings could help more effectively
facilitate diverse stakeholder engagement for health information sharing and social interaction.
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Abstract

Background: Gift giving from patients to physicians, which is prohibited in traditional clinical settings in China, has been found to occur in online health communities. However, there is debate on the validity of online gifts since physicians gain an economic benefit. Moreover, the potential impact of these gifts, particularly with respect to the financial value of the gift, on the online consultation service quality remains unexplored.

Objective: The aim of this study was to explore the impact of gift price on the quality of physicians’ online consultation service. Insight into this impact is expected to help resolve existing debate on the appropriateness of the gift-giving practice in online consultations.

Methods: A dataset of 141 physicians and 4249 physician-patient interactions was collected from the Good Physician Online website, which is the largest online consultation platform in China. Based on social exchange theory, we investigated how gift price affects the quality of physicians’ online consultation service and how this impact changes according to the physician’s service price and number of all gifts received. Manual annotation was used to identify the information support paragraphs and emotional support paragraphs in the answers of physicians. The quality of the information support paragraphs, rather than the complete answer, was used to test the robustness of our model.

Results: Gift price had a positive impact on the quality of physicians’ online consultation service (β=4.941, P<.01). This impact was negatively mediated by both the physician’s service price (β=−9.245, P<.001) and the total number of gifts they received (β=−5.080, P<.001).

Conclusions: Gift price has a positive impact on physicians’ online behavior, although the impact varies among physicians.

Introduction

Background
Gift exchange, including giving, receiving, and reciprocating, is generally defined as the circulation of goods to promote ties and bonds between individuals [1]. Generally, gift giving has benefits for emotional expression and relationship building in interpersonal communication [2]. However, gifts exchanged between physicians and patients have been viewed as a form of illegal and unethical payment [3], which can potentially weaken the trust and deteriorate these relationships [4]. Hence, it has been forbidden for physicians to receive gifts from patients in China [4].
However, the practice of online gift giving has emerged with the development of online health communities. Online gifts were initially launched to provide patients with a channel to express gratitude to physicians, and debates about the validity of gifts in online health communities have sparked given the potential for bringing financial benefits to physicians. Some patients consider that online gift giving in online health communities represents a form of extortion with a bribe to a certain degree [5,6], whereas users of some online platforms regard it as a form of respect by acknowledging the knowledge labor of physicians [7]. In addition, physicians express different attitudes with respect to receiving online gifts. Approximately 70% of physicians stated that online gift giving is reasonable, 25% stated that it may make people uncomfortable, and 3% disapproved of this practice overall [7]. The root of these debates is the possible impact of the financial value of the gift on the quality of physicians’ online consultation service, which remains unclear.

In addition to these debates, online gifts have also attracted the attention of some scholars. Zhao et al [8] studied physician-patient interactions on the online health community Good Physician Online and confirmed that online gifts from patients could improve physicians’ online response rate. However, this study did not delve into the possible effects of the gift price. Gift giving, as a form of social exchange [9], follows the rules of social exchange theory (SET). Therefore, the aim of this study was to use SET to empirically explore how patients’ gift-giving behaviors affect physicians’ online consultation service quality from the perspective of gift price, which could help to resolve existing debates.

The deprivation-satisfaction proposition [10] in SET, which is based on the marginal diminishing effect [11] in economics, holds that the more people that receive a certain reward, the lower the perceived value of subsequent or similar rewards will be. Therefore, we considered that the total number of gifts a physician receives may have a negative moderating impact on the relationship between gift price and the physicians’ online consultation service quality. Finally, comparison level theory, also included in SET, holds that individuals will consider an acceptable outcome at a comparative level according to their previous experiences, which could affect their perception and judgment of subsequent outcomes. Similarly, the physicians’ service price might be considered the comparison level, which could affect their perception of the gift price. Thereby, we surmised that a physician’s service price might also have a negative moderating effect on the impact of gift price on the quality of their online consultation service. More specifically, this study addressed the following three research questions: (1) how does gift price affect the quality of physicians’ online consultation service? (2) how does the impact of gift price on the quality of physicians’ online consultation service differ for physicians with different service prices? and (3) how does the impact of gift price on the quality of physicians’ online consultation service differ for physicians receiving different numbers of online gifts?

Related Research

SET is one of the most influential conceptual paradigms for understanding workplace behavior [12]. This theory can be traced back to at least the 1920s [13,14], bridging such disciplines as anthropology [15,16], social psychology [10,17,18], and sociology [19]. Although different views of social exchange have emerged, it is widely accepted that social theory involves a series of interactions that generate obligations [20], and these interactions are usually perceived as interdependent and contingent on the actions of another person [19].

Along with rapid development of the internet, online communities have become popular platforms for carrying out routine activities of daily life. Online interaction is an important part of the online community. Such interactions represent social exchanges between participants, which occur in a network context [21]. Therefore, many human behaviors on online communities have been studied in the context of SET. For example, some scholars have focused on purchase intention [22,23], online trust [24,25], and the information contribution intention of consumers in the marketing field [26], along with aspects of self-disclosure [27], reciprocal intention of knowledge [28], and member commitment [29].

Social exchange behaviors in online health communities mainly occur between physicians and patients. Researchers have traditionally explained user behaviors in these communities based on SET, such as the knowledge sharing intention [30], influence factors of providing social support [31], and the motivation of physicians to participate in online health communities [32]. Moreover, gift giving is a form of social exchange, and some researchers have also studied the influencing factors of gift-giving frequency in social network services based on SET [33]. However, less attention has been paid to gift-giving behaviors in online health communities. Therefore, the aim of the present study was to explore gift-giving behaviors in online health communities based on SET.

Hypotheses Development and Research Model

Gift Price and Quality of Physicians’ Online Consultation Service

Reciprocity, an important prerequisite for continuous exchange, refers to the fact that one has an obligation to return another’s favor [17,34]. Moreover, reciprocity is not only the basis of gift exchange but is also the impetus for the flow of gifts [35]. In addition, the law of equality sets norms for social exchange according to the proportion of pay and return in the process [19]. Generally, interpersonal relationships can only be maintained based on the principles of reciprocity and equality [10].

Individuals are generally motivated to interact with others when they expect positive results [36]. Likewise, patients’ gift-giving behaviors in online health communities reflect their expectations for positive results such as higher quality of consultation services and more harmonious physician-patient relationships. However, a physician’s participation in an online health community is a social exchange process of professional capital for social and economic returns [32]. Therefore, a social exchange process
could form through patients giving gifts and physicians reciprocating. According to the principles of reciprocity and equality, a physician may provide an online consultation service with relatively higher quality according to the price of the gift that they received. Therefore, we proposed hypothesis 1: gift price has a positive impact on the quality of physicians’ online consultation services.

**Moderating Role of Gift Number**

The marginal diminishing effect principle [37] posits that the value of a commodity depends on the perceived utility value by people. From this theory, the value of the marginal units of a commodity will decrease with an increase in the number of this commodity. Moreover, Homans’ [10] deprivation-satisfaction proposition, according to the marginal diminishing effect, holds that the more people that receive a certain reward, the lower the perceived value of subsequent or similar rewards will be.

The reason for this marginal diminishing effect is that from the perspectives of physiology and psychology, both satisfaction and stimulation will decline with each newly added consumption unit [38]. Similarly, early gifts can bring more pleasure and stimulus to physicians. However, as the number of gifts gradually increases, physicians may regard the gift-giving behaviors of patients as a normal part of their interactions. Thus, we hypothesized that physicians’ perceived value of gifts would gradually decline as the number of gifts they receive increases. Thus, hypothesis 2 is that the number of gifts that physicians receive negatively moderates the impact of gift price on the quality of physicians’ online consultation service.

**Moderating Role of Physicians’ Service Price**

Comparison level theory [18] was initially developed to study people’s assessments of interpersonal relationships, indicating that people will assess a relationship by comparing it with a known comparison level, which could be determined from one’s previous relationships or similar relationships [18]. Specifically, whether a relationship is attractive or satisfactory can be determined by comparing it with the comparison level.

In online consultations, physicians may first receive a consulting fee and thus form a comparison level. When they receive a gift during this process, they may compare the price of the gift with the comparison level. Therefore, a physician’s satisfaction with the gift price would be lower when their service price is higher. Furthermore, the positive impact of gift price on the quality of the physician’s online consultation service will be weaker when their service price is higher, and vice versa, leading to hypothesis 3: service price negatively moderates the relationship between gift price and the quality of physicians’ online consultation services.

Based on the above hypotheses, we constructed the research model that is summarized in Figure 1.

**Methods**

**Research Context**

Founded in 2006, Good Physician Online (haodf.com) is the largest online consultation service platform in China. By December 2018, 580,000 physicians from 9379 regular hospitals were participating on the website [39]. Good Physician Online is also the most popular platform for online gift behaviors, and the number of gifts that physicians receive can reach up to several thousand. Hence, we selected this website as the data source for our research.

The main online consultation services provided by physicians in Good Physician Online include written consultation, telephone consultation, and appointment service. In a written consultation, patients need to first pay before they are able to communicate with physicians through text or pictures if necessary. In addition, patients can also purchase online gifts for physicians on the platform to express emotions. Representative examples of the physician-patient interaction and gift-giving behavior are shown in Figure 2.
Figure 2. Examples of physician-patient interactions representing gift-giving behavior.

Data Collection
To eliminate the effects related to seeking consultations for different diseases, we collected data for physicians who only treat diabetes for the following reasons. First, diabetes is one of the most common chronic diseases. According to the 8th edition of the Global Diabetes Map released by the International Diabetes Federation, approximately 425 million adults worldwide were suffering from diabetes in 2017, including 114 million in China, ranking first in the world [40]. Second, diabetes, as a typical chronic noncommunicable disease, has the characteristics of a long onset, complicated etiology, and high difficulty to cure. Therefore, patients with diabetes are more likely to establish long-term and stable online interactions with physicians.

To empirically validate our research model, we developed a crawler targeting physicians who mainly treat patients with diabetes on the Good Physician Online website from October 12 to 13, 2018. The dataset included the personal information of the physicians and the physician-patient text dialogs during consultations. Finally, 141 physicians were included in the dataset, and the number of gifts that were exchanged in the consultations was 4249.

Variables and Empirical Model
Medical service quality has long been a primary focus of scholars in the medical field, including in an online health context. However, a standardized scientific measure of medical service quality in online contexts has not yet been developed. Many studies have focused on the assessment of online health information quality and thus proposed some mature evaluation methods and indicators [41-43]. Based on these methods, some scholars have established the evaluation criteria of online medical consultation services from the perspectives of linguistic characteristics and information quality [44]. However, such evaluation criteria are generally used in assessments of expert consultation because medical information is considered to be professional. Therefore, such evaluation criteria were not considered suitable for the large sample data used in our study.

In the field of electronic commerce, longer reviews often include more product details, which can reduce the uncertainty of product quality [45]. Likewise, a physician’s answer is the main determinant of his or her service quality because online consultation services in online health communities are mainly carried out in the form of patients providing a question and physicians providing an answer. Furthermore, the average word count of a physician’s answer in a dialog represents each answer’s information content in the dialog. Therefore, we used the average word count to measure the quality of physicians’
online consultation services (Phy_Answer) as the dependent variable of our model.

The independent variable was the gift price (Gift_Price): Good Physician Online provides gifts with different prices, in the range of 1 to 200 yuan, for patients to choose from.

In addition, the following two moderating variables were included in the model: (1) service price (Service_Price), as patients need to pay for physicians’ online consultation services, and (2) gift number (Gift_Number), which represents the total number of online gifts that physicians received.

Finally, we introduced the following control variables. The first was physicians’ language styles (Phy_Style), which was based on the average word count of each physician answer to control for differences caused by physicians’ different language styles. The second control variable was the complexity of patient questions (Ques_comp), since the severity of diseases could affect the complexity of questions, which was also controlled based on the average word count of each patient question in a dialog. The title (Title) was also controlled for in the model. Physicians’ titles represent their professional ability and offline reputation, and there are three types physicians that participate in Good Physician Online: chief physicians, associate chief physicians, and attending physicians. Since most of the physicians using the website are chief physicians, we combined the other two categories and used hospital level as a dummy variable to measure physicians’ titles (see Table 1). The hospital level (Hospital_Level) was further controlled, which is evaluated by the comprehensive popularity of a physician. Finally, patient number was considered as the number of patients that a physician is caring for, which represents the physician’s workload. All of the variables mentioned above are defined in Table 1. In addition, we used multiple linear regression to test the model in SPSS software (SPSS Inc, Chicago, IL, USA), and took the logarithmic value of the patient number, gift price, service price, and gift number to stabilize the variance. Our empirical models are summarized as follows:

\[
\begin{align*}
\text{(1) Phy_Answer} &= \alpha_1 \times \text{Gift_Price} + \alpha_2 \times \text{Gift_Number} + \alpha_3 \times \text{Service_Price} + \alpha_4 \times \text{Control} + \epsilon_j \\
\text{(2) Phy_Answer} &= \alpha_1 \times \text{Gift_Price} + \alpha_2 \times \text{Gift_Number} + \alpha_3 \times \text{Service_Price} + \alpha_4 \times \text{Gift_Number} \times \text{Gift_Price} + \alpha_5 \times \text{Service_Price} \times \text{Gift_Price} + \alpha_6 \times \text{Control} + \epsilon_j
\end{align*}
\]

where \(i\) denotes a dialog and \(j\) denotes a physician. \(\alpha_j\) are the coefficients to be estimated. Control, represents the control variables for physician \(j\), and \(\epsilon_j\) is the standard error.

### Table 1. Descriptions of model variables.

<table>
<thead>
<tr>
<th>Variables and symbols</th>
<th>Variable types</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Control variables</strong></td>
<td></td>
</tr>
<tr>
<td>Phy_Style</td>
<td>Counting variable</td>
</tr>
<tr>
<td>Ques_comp</td>
<td>Counting variable</td>
</tr>
<tr>
<td>Title</td>
<td>Binary variable (Title is chief physician: 1, otherwise: 0)</td>
</tr>
<tr>
<td>Hospital_Level</td>
<td>Binary variable (Hospital level is A: 1, otherwise: 0)</td>
</tr>
<tr>
<td>Recommendation</td>
<td>Counting variable</td>
</tr>
<tr>
<td>Patient_number</td>
<td>Counting variable</td>
</tr>
<tr>
<td><strong>Independent variables</strong></td>
<td>Counting variable</td>
</tr>
<tr>
<td>Gift_Price</td>
<td>Counting variable</td>
</tr>
<tr>
<td>Service_Price</td>
<td>Counting variable</td>
</tr>
<tr>
<td>Gift_Number</td>
<td>Counting variable</td>
</tr>
<tr>
<td><strong>Dependent variable</strong></td>
<td>Counting variable</td>
</tr>
<tr>
<td>Phy_Answer</td>
<td></td>
</tr>
</tbody>
</table>

### Results

**Descriptive Statistics and Correlations**

Descriptive statistics and correlations for the key variables used in the analysis are presented in Multimedia Appendix 1. The results showed a correlation between gift price and the quality of physicians’ online consultation service. In addition, correlations between the independent variable and control variables were relatively weak, which helped to yield more stable results.

**Empirical Results**

The empirical results of the model are summarized in Table 2, demonstrating support for all three of our hypotheses.

Model 1 shows the fitting degree of control variables and the dependent variable (adjusted \(R^2=0.04, \text{ F Change}=17.003, \))
P<.001). In Model 2 (adjusted $R^2=0.051$, F Change=14.907, $P<.001$), gift price had a significant positive impact on the quality of physicians’ online consultation services, which supports hypothesis 1. In model 3 ($R^2=0.059$, F change=15.079, $P<.001$), we added the interaction term of gift number and gift price based on model 2, showing that gift number plays a negative role in regulating the relationship between gift price and the quality of physicians’ online consultation service, which supports hypothesis 2. Similarly, the results of model 4 (adjusted $R^2=0.063$, F change=16.613, $P<.001$) showed that service price negatively moderates the relationship between gift price and the quality of physicians’ online consultation service, supporting hypothesis 3.

Table 2. Model test results.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Model 1</th>
<th>Model 2</th>
<th>Model 3</th>
<th>Model 4</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\beta$ (SE)</td>
<td>$P$ value</td>
<td>$\beta$ (SE)</td>
<td>$P$ value</td>
</tr>
<tr>
<td>Intercept</td>
<td>117.974 (26.243)</td>
<td>&lt;.001</td>
<td>85.143 (27.589)</td>
<td>.002</td>
</tr>
<tr>
<td>Phy_Style</td>
<td>1.119 (0.172)</td>
<td>&lt;.001</td>
<td>1.075 (0.175)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Ques_comp</td>
<td>0.257 (0.057)</td>
<td>&lt;.001</td>
<td>0.250 (0.058)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Title</td>
<td>-3.732 (2.945)</td>
<td>.21</td>
<td>-4.325 (2.946)</td>
<td>.14</td>
</tr>
<tr>
<td>Hospital_Level</td>
<td>-3.558 (3.680)</td>
<td>.33</td>
<td>-2.167 (3.721)</td>
<td>.56</td>
</tr>
<tr>
<td>Recommendation</td>
<td>-15.597 (7.536)</td>
<td>.04</td>
<td>-14.559 (7.511)</td>
<td>.05</td>
</tr>
<tr>
<td>Patient_Number</td>
<td>-5.166 (1.877)</td>
<td>.006</td>
<td>3.496 (3.124)</td>
<td>.26</td>
</tr>
<tr>
<td>Gift_Price</td>
<td>N/A</td>
<td>N/A</td>
<td>4.941 (1.523)</td>
<td>.001</td>
</tr>
<tr>
<td>Service_Price</td>
<td>N/A</td>
<td>N/A</td>
<td>-4.852 (1.812)</td>
<td>.007</td>
</tr>
<tr>
<td>Gift_Number</td>
<td>N/A</td>
<td>N/A</td>
<td>-5.282 (2.165)</td>
<td>.02</td>
</tr>
<tr>
<td>Gift_Number*Gift_Price</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Service_Price*Gift_Price</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
</tbody>
</table>

*aN/A: not applicable; the variable was not included in the model.

Robustness Check

The quality of the information support paragraphs, instead of the complete answer, was used to test the robustness of our model. Specifically, we used the average word count of a physician’s answer to measure the quality of the physician’s online consultation service, but ignored the content included in the answer. However, online consultation services provided by physicians generally include two parts: information support and emotional support [46], which are the main functions in online health communities [47]. Therefore, we divided every answer of physicians into these two parts by manual annotation and explored the impacts of gift-giving behaviors on these components separately.

First, an expert was invited to define information support and emotional support according to related knowledge and real data. Information support was defined as the provision and exchange of information related to medical technology and medical process, such as diseases (diagnosis, prescription, treatment, and notes during treatment), hospitalization, registration, and others. In other words, information support refers to physicians answering professional questions and providing information. Emotional support was defined as expressions that are clearly not related to medical technology from physicians such as gratitude, sympathy, comfort, support, encouragement, respect, courtesy, and responsibility. Care, supervision, active greetings, and offering active solutions to problems from physicians are all examples of emotional support; other cases should be judged flexibly according to the context. We then selected two graduate students with professional backgrounds to annotate 18,392 physician answers manually based on these definitions. The consistency check showed that the kappa value of information support was 0.85, whereas that of emotional support was 0.78. Finally, inconsistent data were annotated again by the expert. Descriptive statistics and correlations for all variables are shown in Multimedia Appendix 2. These results reflect that physicians typically pay more attention to patients’ information needs (mean 38.870) than to their emotional needs (mean 3.595).

Therefore, we decided to use the information support of physicians to check the robustness of our model, and empirical results are presented in Table 3.

We found a significant positive impact between gift price and the information support of physicians (Model 1: $R^2=0.025$, F Change=11.086, $P<.001$; Model 2: $R^2=0.033$, F Change=9.767, $P<.001$; Model 3: $R^2=0.035$, F change=9.457, $P<.001$; Model 4: $R^2=0.038$, F change=10.297, $P<.001$). Moreover, both gift number and service price negatively moderated the impact of gift price on physicians’ information support. Hence, these three results are consistent with the main model, indicating that our model is robust. We also found that gift price positively affected the emotional support of physicians, but there was no moderating effect of gift number and service price (Model 5: $R^2=0.071$, F change=20.913, $P<.001$; Model 6: $R^2=0.071$, F change=18.298, $P<.001$).
Third, service price negatively moderates the relationship between gift price and the quality of physicians’ online consultation service. The gift price in Good Physician Online ranges from 1 to 200 yuan, accounting for about one quarter of the service price on average. In addition, the service price could be used as the comparison level for physicians when they judge the value of gifts because patients always pay for the consultation service. The gift price in Good Physician Online is inversely related to their comparison wage rates [50] and confirmed that workers’ reported satisfaction levels were inversely related to their comparison wage rates [50] and confirmed that workers’ reported satisfaction levels were inversely related to their comparison wage rates [50] and confirmed that workers’ reported satisfaction levels were inversely related to their comparison wage rates [50] and confirmed that workers’ reported satisfaction levels were inversely related to their comparison wage rates [50] and confirmed that workers’ reported satisfaction levels were inversely related to their comparison wage rates [50] and confirmed that workers’ reported satisfaction levels were inversely related to their comparison wage rates [50] and confirmed that workers’ reported satisfaction levels were inversely related to their comparison wage rates [50] and confirmed that workers’ reported satisfaction levels were inversely related to their comparison wage rates [50] and confirmed that workers’ reported satisfaction levels were inversely related to their comparison wage rates [50] and confirmed that workers’ reported satisfaction levels were inversely related to their comparison wage rates [50] and confirmed that workers’ reported satisfaction levels were inversely related to their comparison wage rates [50] and confirmed that workers’ reported satisfaction levels were inversely related to their comparison wage rates [50] and confirmed that workers’ reported satisfaction levels were inversely related to their comparison wage rates [50] and confirmed that workers’ reported satisfaction levels were inversely related to their comparison wage rates [50] and confirmed that workers’ reported satisfaction levels were inversely related to their comparison wage rates [50] and confirmed that workers’ reported satisfaction levels were inversely related to their comparison wage rates [50] and confirmed that workers’ reported satisfaction levels were inversely related to their comparison wage rates [50] and confirmed that workers’ reported satisfaction levels were inversely related to their comparison wage rates [50] and confirmed that workers’ reported satisfaction levels were inversely related to their comparison wage rates [50] and confirmed that workers’ reported satisfaction levels were inversely related to their comparison wage rates [50] and confirmed that workers’ reported satisfaction levels were inversely related to their comparison wage rates [50] and confirmed that workers’ reported satisfaction levels were inversely related to their comparison wage rates [50] and confirmed that workers’ reported satisfaction levels were inversely related to their comparison wage rates [50] and confirmed that workers’ reported satisfaction levels were inversely related to their comparison wage rates [50] and confirmed that workers’ reported satisfaction levels were inversely related to their comparison wage rates [50] and confirmed that workers’ reported satisfaction levels were inversely related to their comparison wage rates [50] and confirmed that workers’ reported satisfaction levels were inversely related to their comparison wage rates [50] and confirmed that workers’ reported satisfaction levels were inversely related to their comparison wage rates [50] and confirmed that workers’ reported satisfaction levels were inversely related to their comparison wage rates [50] and confirmed that workers’ reported satisfaction levels were inversely related to their comparison wage rates [50] and confirmed that workers’ reported satisfaction levels were inversely related to their comparison wage rates [50] and confirmed that workers’ reported satisfaction levels were inversely related to their comparison wage rates [50] and confirmed that workers’ reported satisfaction levels were inversely related to their comparison wage rates [50] and confirmed that workers’ reported satisfaction levels were inversely related to their comparison wage rates [50] and confirmed that workers’ reported satisfaction levels were inversely related to their comparison wage rates [50] and confirmed that workers’ reported satisfaction levels were inversely related to their compar
that widely exists in several aspects of human society. For further explanation of these interaction effects, see Figure 3.

**Figure 3.** Interaction effects of gift number and service price.

Finally, both information support and emotional support could be enhanced by physicians when they receive gifts with higher prices. However, compared with patients’ emotional needs, physicians in online health communities tend to pay more attention to their information needs.

**Theoretical Implications**

Our study contributes new knowledge in several key ways. First, despite previous research about the impact of online gifts in social networks and live broadcast platforms [33,52-55], few scholars have paid attention to the gifts provided in online health communities. Furthermore, research related to gift-giving behaviors in an online health community verified that online gifts from patients could improve the speed of physicians’ answers during the consultation [8], but ignored the potential effect of gift price. Our study is among the first to use real data to empirically examine the effect of gift price in an online health community, which is a universally beneficial sector.

Second, SET was proposed in the 1960s and has since been widely applied in various fields. In recent years, SET has often been used to explain user behaviors in online contexts [22,56-58]. Our study further adds to this literature by verifying that the physician-patient interaction is also a form of social exchange.

Third, scholars have long highlighted the importance of emotional support [59], but few studies have empirically investigated this assumption. Our study revealed the actual situation of information and emotional support in the online medical field using a manual annotation approach. In addition, the text of physician-patient interactions contains an abundance of valuable information, which has inspired us to adopt a text mining analysis in future research.

**Practical Implications**

The original intention of online gifts in online health communities is to provide patients with a channel to express gratitude to physicians. However, this channel has been questioned since its launch from an ethics perspective because physicians can receive economic benefits from this practice. Although patients purchase gifts voluntarily, they may still feel embarrassed and uncomfortable [5]. Moreover, some physicians have recommended refusing gifts from patients under the pressure of public opinion and professional ethics [60,61]. All of these questions motivated our reflections about the validity of online gifts in online health communities.

The results of our study indicate that gift price has a significant positive impact on the quality of physicians’ online consultation service, and the impact is stronger for physicians that receive fewer gifts or a lower service price. These conclusions could provide practical guidance for patients, but such speculation is beyond the scope of this study. Furthermore, we do not encourage sending gifts with higher prices to physicians as this may lead to unhealthy gift-giving trends in online health communities and undermine online physician-patient relationships. Thereby, we propose some suggestions from the perspective of platform management. First, compared with service price, the gift price in some online health communities is sufficiently high to affect the interactions between physicians and patients; thus, we recommended lowering the gift price or narrowing the price range to mitigate this impact. Second, we suggest that more value should be placed on the function of emotional expression. Specifically, patients could be granted more permissions such as sending images or voice messages when they write their greetings associated with gifts. Third, in addition to online gifts, other free channels for emotional expression could be provided to relieve the discomfort of patients.

Finally, the results of our robustness check revealed that physicians pay more attention to patients’ information needs rather to their emotional needs when they provide online consultation services. However, emotional support is more effective than information support in alleviating patients’ poor conditions in online health communities [62]. Therefore, we recommend that physicians could attach more importance to patients’ emotional needs during online consultations, which could contribute to achieving a better treatment effect and improved patient satisfaction.

**Limitations and Future Research**

Several limitations and prospects of this study must be considered. First, we focused on only one context, which helps us improve the internal validity but may also reduce the generalizability of our findings. Therefore, future research should be performed to validate our results in other contexts. Second, there is no available mature criterion to measure online medical service quality. In this study, we used both the word
count and content of physicians’ answers to measure service quality. However, it is still difficult to fully represent the actual quality of physicians’ services. In the future, we will continue to explore new ways to measure the quality of physicians’ online medical services. Third, the possible cumulative effect of gifts was ignored in our study, which could also be explored in future research. Fourth, multiple methods should be used to understand the true significance of these key findings, such as a quality study.

Conclusions
Despite the original intention of online gifts as offering a new channel for patients to thank physicians, people remain suspicious of the validity of online gifts. Our study offers a better understanding of the impact of online gifts and contributes to settling existing disputes in this field. We found that the quality of physicians’ online consultation service could be affected by the price of gifts received from patients, which implies that online gifts are more than a simple channel for patients to express their emotions. However, we hold that it is important to consider online gifts from an objective and rational perspective since online gifts in online health communities are still new. We believe that this paper can help provoke new ideas and perspectives about the validity of online gifts in online health communities.
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Abstract

Background: Research on the use of video-mediated technology for medical consultations is increasing rapidly. Most research in this area is based on questionnaires and focuses on long-term conditions. The few studies that have focused on physical examinations in video consultations indicated that it poses challenges for the participants. The specific activity of wound assessment through video in postsurgery consultations has not yet been studied. Furthermore, a comparative analysis of face-to-face and video settings on the moment-to-moment organization of such an activity is original.

Objective: The aim of this study was to examine the impact of video technology on the procedure of postsurgery wound assessment and its limits.

Methods: We recorded 22 postoperative video consultations and 17 postoperative face-to-face consultations. The primary purpose of the consultation was to inform the patient about the final pathology results of the resected specimen, and the secondary purpose was to check on the patient’s recovery, including an assessment of the closed wound. The recordings were transcribed in detail and analyzed using methods of conversation analysis.

Results: The way that an assessment of the wound is established in video consultations differs from the procedure in face-to-face consultations. In the consultation room, wound assessments overwhelmingly (n=15/17) involve wound showings in the context of surgeons reporting their observations formatted with evidentials (“looks neat”) and subsequently assessing what these observations imply or what could be concluded from them. In contrast, wound assessments in video consultations do not tend to involve showing the wound (n=3/22) and, given the technological restrictions, do not involve palpation. Rather, the surgeon invites the patient to assess the wound, which opens up a sequence of patient and physician assessments where diagnostic criteria such as redness or swollenness are made explicit. In contrast to observations in regular consultations, these assessments are characterized by epistemic markers of uncertainty (“I think,” “sounds...good”) and evidentials are absent. Even in cases of a potential wound problem, the surgeon may rely on questioning the patient rather than requesting a showing.

Conclusions: The impact of video technology on postoperative consultations is that a conclusive wound assessment is arrived at in a different way when compared to face-to-face consultations. In video consultations, physicians enquire and patients provide their own observations, which serve as the basis for the assessment. This means that, in video consultations, patients have a fundamentally different role. These talking-based assessments are effective unless, in cases of a potential problem, patient answers seem insufficient and a showing might be beneficial.

(J Med Internet Res 2020;22(5):e17791) doi:10.2196/17791
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video consultation; remote consultation; physical examination; assessment; patient-physician relationship; conversation analysis
Introduction

Video consultations are generally found promising for use in the medical domain, especially due to advantages such as remoteness, convenience for patients and informal caregivers, and reduced anxiety [1-4]. However, the implementation of video consultations into real-world settings is complex. Most research in this area focuses on long-term conditions and is based on questionnaires to elicit patient and clinician experiences, reporting both positive and negative experiences with video consultations. The experiences often seem to depend on the context (eg, a long-term condition in which the clinician and patient have a pre-existing relationship, and on whether both parties are confident in dealing with technical issues [5,6]). Adaptation to the context can be accomplished by involving the patient in the choice of consultation modality. In a comparative study on video versus face-to-face consultations in follow-up care after colorectal cancer surgery, video consultations based on patient preference were shown to be equivalent to face-to-face consultations in terms of patient satisfaction and perceived quality of care [7]. The type of patients that might be most suitable for video consultations is unclear, but it is recognized that patients’ reasons and ability to use video consultation may change over time and with experience [8]. One of the advantages of the video format is that it affords visual access, which at least in theory enables physicians to visually assess what patients show. Nevertheless, physical examination has been regarded as problematic in the video setting [9]. Patients’ self-examinations in front of the camera, such as measuring weight, blood pressure, heart rate and rhythm, and oxygen saturation, appeared to be challenging in various respects [10]. One of the challenges was that patients had to do a physical examination while simultaneously making it visible to the clinician. Hence, visual access may not be just an advantage; it can also create new problems.

Conversation analytical studies of medical video consultations are beginning to uncover microlevel dimensions and challenges of video-mediated consultations [10-12], sometimes explicitly in comparison with copresent consultations [13]. Pappas and Seale [11,12] analyzed medical video consultations with a primary care physician or nurse and a patient at one end of the connection and a consultant (a medical specialist) at the other. The professional who was with the patient and, therefore, had direct perceptual access to the patient’s body, assessed the patient’s foot and used the visual channel to demonstrate the assessment to the physician on the other end [12]. Seuren et al [10] identified various challenges of video consultations in secondary care related to instructions for patients to self-measure oxygen levels and manipulate the camera and the body to capture what should be viewed by the physician.

A key domain of interest to medical video consultations is the physical examination, which requires the physician’s visual access to the patient’s body. Visual access is an affordance [14] of video-mediated interactions, despite the “fractured ecologies” [15] of the patient and the physician inherent to the interaction. It has been found that, by doing physical examinations, the remote physician transposes observational authority to the patient’s site [12]. Relatedly, examination conducted by patients themselves may enhance their autonomy with regard to their own health [10]. Hence, physical examination in video consultations may have the potential to instigate a shift in the physician-patient relationship or, more broadly, in the way that medicine is practiced.

When physicians examine patients, they may communicate the findings of their observations to the patient [16-18]. Simultaneously with the act of examination, physicians may produce talk that is subordinated to the examination, which is called online commentary. There is usually no mutual gaze and no response from the patient due to a lack of shared access to the object of evaluation (eg, a physician inspecting a patient’s ear). Alternatively, patients may be invited to provide an initial self-assessment as long as they have access to the object of examination.

There are two primary formats for communication along with physical examination, namely, reports of observations and assessments of what is observed [16,19]. In cases of an observation report (eg, “I don’t see”), the conclusions such as “[looks good]” should be drawn by the patient. With assessments of what is observed (eg, “that looks good”), it is the physician who presents a conclusion. Essentially, the power of both formats lies in the physician’s epistemic “ecological advantage” [16] to be able to perceptually (seeing, hearing, feeling) assess the state of the patient’s body. The criteria or “codes” for the evaluation that are discursively constructed in the interaction serve as an apparatus of the physician’s professional vision [20]. The ecological advantage, thus, encompasses rights with regard to both the examination and constructing observation in certain assessment categories.

Assessments are evaluations of objects and events in talk-in-interaction [21]. Assessments can be elicited both by verbal actions (eg, questions, prior assessments) and by embodied conduct or experience (cf [21,22]). Goodwin and Goodwin [23] discern assessments on distinct levels of organization, with assessment activities as one such level. Assessment as an activity refers to multiple participants jointly producing an assessment in multiple turns, using intonation, overlap, intensifiers, nods, and other resources. Relevant to such assessment activities is that the participants have differential access to the assessable, which is reflected in their talk. For instance, saying “that sounds good” attends to the fact that the assessable was available through a coparticipant’s description [23]. Displaying agreement on or producing concurring assessments is important in assessment activities. The same speaker can repeat an assessment; although, subsequent assessments may display diminished participation and, thus, bring the activity to a close. Overall, an activity of assessment is a structure that participants collaboratively bring to a climax and then withdraw from.

A specific occasion for the occurrence of assessments are “informative showings” [24], which involves showing something “new” such as the current state of the wound and a recipient who is informed by the showing. In the medical context, a showing enables the physician’s professional vision [20] as a basis for assessment rather than just that visual perception that is achieved by the showing (cf [25-27]).
The question this paper addresses is how assessments of a surgical closed wound are collaboratively produced in video consultations where the physician lacks direct perceptual access to the assessable, which is available in the face-to-face setting. This question provides insights to the ways that video technology as a mode of communication affects clinical practice.

**Methods**

The data consist of 39 video recordings of follow-up consultations after abdominal cancer surgery, including 17 copresent consultations (average length 13 minutes and 40 seconds) and 22 video consultations (average length 12 minutes and 20 seconds). The data were collected in the context of a study comparing the conversational organization of video-mediated consultations with regular consultations at the outpatient clinic during the first postoperative consultation after discharge [13]. The first postoperative consultation was chosen because of the potentially considerable burden of a visit to the outpatient clinic, and thus, video consultations had a potential advantage in this phase. The inclusion criteria were patients ≥18 years of age who had received abdominal cancer surgery. The exclusion criteria were an inability to give informed consent and a lack of proficiency in Dutch. A total of 39 patients participated (21 female and 18 male) often accompanied by one or more family members and 3 male surgeons who were experienced in video consulting before the start of the study. The type and complexity of the surgery was comparable for all patients; although, some were laparoscopic operations, which involved three or four small incisional wounds for the trocars, rather than one large wound. At discharge, the patients were informed about the follow-up consultation scheduled approximately 2 weeks after the operation. The goal of the follow-up consultation was explained as discussing the final pathology results and checking on recovery. The results sometimes involved bad news but were mostly brought on as a confirmation of what was expected. The question about recovery, including the wound assessments, usually came as a second order of business for the consultation [13]. The patients were offered follow-up consultations through video or as a regular consultation at the hospital. After they chose either of these options, they were informed about the study and asked to participate. They all gave their consent; although, 1 patient experienced in video consulting before the start of the study.

In the next section, we discuss five illustrative cases of wound assessments, two in the copresent setting and three in the video setting, that are representative of our findings.

**Results**

### Wound Assessment

We found that in the copresent setting, wounds were generally assessed on the basis of a showing of the wound. On the contrary, in the video-mediated setting, showings were rare. **Table 1** provides an overview of the occurrence of wound assessment, wound assessment including showing, and no wound assessment.

<table>
<thead>
<tr>
<th>Group</th>
<th>Showing-based wound assessment, n (%)</th>
<th>Talk-based wound assessment, n (%)</th>
<th>No wound assessment, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Copresent (n=17)</td>
<td>15 (88)</td>
<td>1 (6)</td>
<td>1 (6)</td>
</tr>
<tr>
<td>Video-mediated (n=22)</td>
<td>3 (17)</td>
<td>12 (51)</td>
<td>7 (32)</td>
</tr>
<tr>
<td>Total (N=39)</td>
<td>18 (46)</td>
<td>13 (33)</td>
<td>8 (21)</td>
</tr>
</tbody>
</table>

In the following section, we first analyzed the face-to-face default method and then the default video-mediated communication (VMC) method. We found no communicative differences between laparoscopic wounds and other wounds. The two assessment procedures were mostly initiated by the physician who enquires about how the wound is healing. We also discuss one video consultation where the wound assessment is initiated by a patient who reports a potential problem. This allows for an in-depth understanding of the intricacies of wound assessment through video.
The Face-to-Face Default Method: Showing-Based Wound Assessments

Showing-based wound assessments are characterized by a relatively stable structure. It is initiated by the physician asking whether the wound(s) are healing well. The patient’s answer is a tentatively positive evaluation of the wound, upon which the physician expands the sequence with a request to show the wound or an invitation to undress behind the curtain for a physical examination. During the showing or examination, the physician produces observation reports using evidentials and evaluations (“looks neat,” “looks uneventful”). The evaluations tend to be rather brief with general descriptors like “neat,” “good,” and “uneventful.” The excerpt in Figure 1 is an example of a copresent showing-based wound assessment. The physician is enquiring about the patient’s recovery, having asked about fever and illness (data not shown) and then about the wounds (line 1).

Figure 1. Excerpt 1. Regular consultation number 25 (video time: 5:50).

The showing-based wound assessment activity begins with the physician’s yes/no-question (line 1), asking whether the small wounds healed well. The patient confirms with an epistemic downgrade (“according to me” line 2), thus, making an independent assessment by the surgeon a relevant next action. The request to show the wound “can you briefly pull up the shirt” (line 3) displays a relatively high entitlement [34], thus, building on the structure of wound assessment as projected by the patient’s previous turn. The patient complies immediately (see line 3 and Figure 2), aligning with the activity. As soon as the wound is visible, the physician reports that it “looks neat” and confirms the patient’s initial evaluation (“yeah” line 5). Note that the physician uses an evidential (“looks”) to present a conclusion rather than an observation report, later rephrased as “looks uneventful” (line 9), which is produced softly and, thus, displays diminished participation and an orientation to activity closing [23].

Figure 2. Screenshot for excerpt 1 (video time: 5:59).
Giving visual access in the showing-based assessment activity does not need to be requested explicitly, as it was in Figure 1. The activity structure in the copresent setting allows for more subtle collaborative orientation to the relevance of showing as can be seen in Figure 3.

Figure 3. Excerpt 2. Regular consultation number 36 (video time: 7:37).

When asking how the wound is healing (line 2), the physician points at the patient’s belly, indirectly orienting to the show-ability of the wound. After a single-item positive assessment by the patient’s partner (line 3) and one from the patient (line 4), the patient rises to initiate a showing (Figure 4). Hence, he expands the initial positive assessments allowing the physician to independently self-assess the wound and arrive at a concurring assessment. That is, the patient’s claim about the showable wound makes the showing relevant as a way of facilitating independent access (cf [24]). As the showing is emerging nonverbally, the physician produces a checking question (“yeah?” line 5), which elicits an epistemically downgraded assessment from the patient’s partner (“we do think so” line 6) and an upgraded one from the patient’s daughter who sits off-camera (“really pretty” line 7). The physician then receives the now perceptually available wound as newsworthy (“oh” [35]; line 8), touches the belly just over the scar with two fingers (Figure 5), and assesses the wound using the same lexical form as the patient (“looks neat”). Hence, the structure of a wound-assessment activity in the consultation room is opened with a physician question and expanded with a showing, which leads to a concurring assessment by the physician. The physician assessment is formatted with an evidential (“looks”), displaying direct access to the assessable.

Figure 4. Screenshot 1 for excerpt 2 (video time: 7:38).
The VMC Default Method: Talk-Based Wound Assessments

The VMC default method is a talk-based assessment, which is characterized by a different structure and different epistemic marking compared to showing-based assessments. These sequences also typically begin with the physician asking whether the wound is healing well. **Figure 6** is an example of a talk-based wound assessment typical for the video setting.

The assessment activity opening question received a positive assessment from the patient, in this case with the epistemic upgrade “a hundred percent” (line 2), which formulates the confirmation as an extreme case and, thus, legitimizes it [36]. The physician does not continue with a showing request nor does the patient initiate a showing. Rather, the physician poses a subsequent question to verify the patient’s answer. This question explicates two diagnostic criteria for wound assessments, namely, “redness” and “swollenness,” and makes relevant a confirmation of the absence of these symptoms from the patient. The patient then responds with multiple “no’s,” responding to not only the immediately preceding question but to the physician’s course of action, checking recovery [37]. This is elaborated with a more explicit assessment by the patient (“can’t name anything”), which again legitimizes the multiple sayings of “no” (cf [36]). The physician accepts and evaluates this answer (“perfect”), and then explicitly closes the “recovery” sequence with a qualified assessment: “.hh u::hm (. ) WELL that sounds all really very WELL.” Note that this qualification displays the differential access [23] by the patient and physician to the wound (“sounds”), and acknowledges the patient’s evaluation(s) as the epistemic basis for this closing assessment. Hence, a talk-based wound assessment in VMC is an assessment activity similar to a showing-based assessment, but it involves questioning rather than showing. Furthermore, its climax assessment reflects differential access and is, thus, epistemically weaker than in a showing-based assessment.

Even when patients produce slightly less overtly rhetoric wound assessments than “hundred percent,” showings are not oriented to relevant next actions. This can be seen in **Figure 7**, in which the patient reports a potential minor problem with the wound (“only near my navel”).
In response to the activity-opening question (line 1), the patient first confirms, produces a general description of what can be seen on the body (“bruises are gone (.) almost”), and then gives an explicit verbal confirmation that the wounds are healing well. This is elaborated with a formulation of the visual observation of the wounds as the epistemic basis of this claim (“you almost don’t see them anymore some you can’t see anymore” line 6). Note that the patient uses the impersonal “you,” designing this claim as objective rather than as epistemically marked as her own observation.

The patient then expands the positive assessment with a minor problem (“only near my navel” line 9, “that one is still a bit” line 12) although this is contrasted with an overall positive assessment (“but the rest is gone” line 12), which proposes a closing of the assessment. The physician responds with the qualified assessment “well that is all NICE to Hear,” not orienting to the minor problem report but treating the patient’s wound assessment as relatively unspecific (“all”) and as news that he had no direct independent access to. The presented conclusion that follows (“so uh yeah then it did all go WELL”) is built on this general, positive news receipt and covers the whole surgery process, thus, moving out of the activity of wound assessment.

In summary, talk-based wound assessment sequences include the specification of diagnostic criteria (“redness,” “swollenness”), perceptual basis (“some you don’t see anymore”), or reference to a location on the body (“near my navel”). These may be elicited by the physician or volunteered by the patient. Generally, in such VMC talk-based assessments, physicians arrive at qualified wound assessments, marking them as epistemically grounded in the patient’s evaluation rather than in their own observation or examination.

**Patient-Initiated Wound Assessments in VMC**

In the examples so far, the assessment sequences were initiated by the physician enquiring about the wound. However, wound assessments may also be initiated by patients rather than physicians with a report or question addressing some sort of trouble with regard to the wound. Although wound (or location) showings do occur (n=3/22 of video consultations), even patient-initiated sequences, which make a wound assessment relevant, may unfold as talk-based assessments in video consultations. In such cases, the interaction tends to be stretched over several sequences. The possibility of showing the wound is disregarded, despite the fact that visual access is available through the video connection. Figure 8 shows an example of a lengthy talk-based wound assessment in a video setting. In response to the question about how the patient is doing (line 1), she reports pain related to the wound as a first concern (cf [13]), which opens up the wound assessment activity.

To begin with, the patient refers to the viewable wound in her presentation of the problem (lines 4-5), which creates an opportunity for the physician to request a showing (a so-called “touched-off” showing [38]). However, rather than requesting that the patient show the wound, he accepts this initial problem report (“yeah (0.2) okay” line 7), which arguably projects history taking as a next activity [39]. Nevertheless, the physician does not take a turn, remains silent for 0.9 seconds, and then produces a continuer (“mhmm” line 9), creating a context for the patient to elaborate on the complaint. In the silence that follows (0.7 seconds), the patient does not continue, and the physician initiates the talk-based assessment activity. Hence, the initial problem report by the patient seems to create an interactional limbo in the structure of the assessment activity in which an opportunity to request a showing has passed.
The physician, asking whether the patient also sees something at the wound, orients to the viewability and, thus, potential show-ability of the wound. The patient denies something can be seen, and the physician expands by making explicit what could be seen, namely, redness (line 15). This further question also receives a “no,” but is then elaborated on with an account that implicitly proposes a scale of redness indicating the wound is not “extra red” (line 19). “Not extra red or so” implies the wound is (a bit) red, which may be a flag for trouble to the physician. Saliently, the patient produces this assessment without direct visual access (ie, she is not simultaneously inspecting the wound). Moreover, it is marked with an epistemic downgrade (“I find” line 19), thus, designing this observation as not only rooted in her earlier observation but also as subjective (or “subject-side” [40]). A showing could have resolved these issues, but this is not what happens. Rather, the physician checks whether the complaint is about the largest wound (line 21) and indicates roughly where this is located on the patient’s belly (line 22). In this way, again, a viewable (location on the belly) is talked about without being shown. After the participants have reached an agreement about which wound is being discussed (line 27 and 29), the physician launches another diagnostic
question: “[and and] do you see- or do you feel that it is swollen there or not?” The seeing as a source of observation is redirected to feeling regarding the diagnostic criterion of “swollenness” (line 30). Hence, the patient is not invited to look “through the doctor’s eyes,” but to touch “on behalf of the physician.” This implies showing is now less relevant, as a showing might be perceptually inadequate to assess swollenness.

From this point onward, the patient reports tactile observations including that it is “not swollen there” (line 32), followed by a further potentially troublesome description “it’s a bit (...) hard” (line 36), which introduces yet another category. Nevertheless, the sequence is collaboratively closed with an orientation to the problem as minimal (“that’s all actually” line 43) and, thus, not in need of further discussion. The physician then starts a new but related sequence on the patient’s activities during the past weeks (data not shown), which eventually leads to his wound and pain assessment as “innocent” (line 45) with multiple disfluencies and hedges (“uh’s,” “at first really”), and an epistemic downgrade (“I consider that”). Hence, a talk-based assessment in cases of potential trouble may reside in talk to avoid a showing request. It includes the explication of multiple diagnostic criteria and may involve reference to various sensorial observations by the patient, and it eventually leads to a qualified wound assessment.

Discussion

Principal Results

Our primary finding is that video consultations differ from copresent consultations with regard to wound assessment. Talk-based wound assessment is the dominant trajectory in video consultations, while showing-based wound assessment is the dominant method in copresent consultations. Both trajectories are generally initiated with an informing question by the physician, but the subsequent steps differ. The activity continues with either a showing or examination of the wound, or with one or more questions enquiring the absence of specific diagnostic criteria (eg, redness, swollenness). Showing-based assessments work toward evidentially grounded general assessments (“neat,” “good,” “uneventful”), while talk-based assessments arrive at qualified assessments, which display a lack of direct access to the assessable (“sounds,” “I consider that”). Hence, wound assessments in video consultations are grounded in patient assessments, which implies a shift in clinical practice from primacy of the doctor’s gaze to the patient’s evaluation of how the wound(s) are healing. Even in cases of potential wound trouble in video consultations, physicians may rely on talk and avoid requesting a showing of the wound despite its apparent relevance. Such talk-based assessment sequences can be stretched substantially, with physicians bringing up multiple questions to enquire about symptoms and observations from the patient, both visual and tactile. Hence, despite the possibility of visual access and the interactional relevance, the participants displayed an orientation to avoid a showing in video consultations.

Comparison With Prior Work

We may speculate about the reasons for the avoidance of showing closed surgical wounds in video consultations. A general reason could be that asking a patient to undress or show part of the nude belly or torso while being in the private sphere (usually the living room) with others potentially present and showing part of the nude body on camera are delicate things to do. In contrast, the hospital’s consultation room is marked with a clinical setup and assets (eg, physician wearing white coat, curtain, examination table, medical instruments), creating a context where showing the body and physical examinations may become relevant or may be expected by patients or physicians. Possibly, as participants’ experience with video interactions evolve, showing practices may occur more naturally. The avoidance of showings and, thus, direct visual access by the physician in video consultations implies that the “ecological advantage” [16] of physical examination may not or does not naturally apply to the video setting.

This means that physicians have less authority in diagnosing the wound and that patients are instead more agentive and epistemically amplified compared to face-to-face consultations. Similarly, Seuren et al [10] suggested that physical examination in video consultations may enhance patient autonomy, as patients become more active participants in the examination, having to handle instruments (eg, to measure oxygen in blood) or modify the camera. Nevertheless, physicians’ qualified assessments indicate a degree of uncertainty as a result of the restrictions of the medical armentarium inherent to the medium (eg, the impossibility of palpation) and reliance on patient reports and observations (cf [12]). This might explain why prior studies on physicians’ perspectives on applicability of video consultations revealed an anticipated need for physical examination as the main reason for not opting for video consultations [1,6]. The question is, however, under which conditions is it necessary to conduct a physical examination. In the majority of cases, talk-based assessment was sufficient to assess wound-healing, which implies the early postoperative phase is a context in which video consultations appear effective.

Limitations

A limitation of our study is that we cannot exclude that the patients who chose a hospital consultation were more insecure about their recovery, including the wound(s), than those who opted for a video consultation. In that case, our findings could not only be explained by the medium of communication. However, in examining the data, we found multiple cases of patients in the hospital setting who did not present any insecurity with regard to their recovery, and we also found cases of potential insecurity (ie, patient reporting pain) in the video data. Another limitation is that the observed phenomenon may be related to the specific goal of the consultation. In our data, the reason for the consultation was the news delivery of the pathology results, and an examination of the wound was not explicitly announced. However, in the face-to-face consultations, showings and the physicians’ invitations to “have a look” were utterly unproblematic. Nevertheless, it is possible that in video consultations where the goal of the interaction is more closely linked to examination, medically relevant showings are more common and are also volunteered by patients (cf [10,12]). Patients may even close the curtains or do the video consultation from their bedroom. Hence, medical assessment practices are
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likely to further evolve with participants’ growing familiarity with video-mediated interactions.

Conclusions
Overall, it has become clear that video-mediated and copresent medical interactions differ with regard to assessments of medical assessables such as wounds. It was particularly the comparative perspective that yielded new insights, providing evidence of normative orientations with regard to showing that intersect the medical dimension of the talk and the medium of communication. This underscores the relevance of the communication channel for the organization of institutional talk-in-interaction [41] and shows that juxtaposing equivalent interactions through different media is worthwhile, particularly when the choice for the one or the other medium is an “emic” choice for both the patient and—in a different way—the physician. New communicative affordances such as patients sharing images of their body parts with their phones are likely to further affect medical interactions.

A practical implication of our study is that physicians may have to do “extra work” in video consultations to facilitate showing-based assessments. Furthermore, they should consider under which circumstances (eg, closed wound inspection) a hospital visit is more suitable than a video consultation. Another practical implication is that talk-based assessment seems to reduce the physician’s medical authority, as it ascribes more authority to the patient. This reliance on patient observation and judgement is in line with increased self-management as a form of patient empowerment in video consultations [10,42], which is generally regarded as beneficial. It nevertheless seems important that practitioners are aware of potentially shifting authority.

Acknowledgments
We would like to thank Christian Licoppe for a data session at Télécom Paristech and the participants of data sessions at Copenhagen University and at King’s College London for their valuable input to the analysis of our data. We are also grateful to Willem van de Heuvel and the computer and information sciences MA students for their initial transcriptions of the videos, Anita Pomerantz for her feedback on an earlier version of the manuscript, and to two anonymous reviewers for their valuable comments.

Conflicts of Interest
None declared.

Multimedia Appendix 1
Transcription conventions.
[PDF File (Adobe PDF File), 104 KB - jmir_v22i5e17791_app1.pdf ]

References


Abbreviations

VMC: video-mediated communication
Original Paper

Video Consultations Between Patients and Clinicians in Diabetes, Cancer, and Heart Failure Services: Linguistic Ethnographic Study of Video-Mediated Interaction

Sara E Shaw¹, PhD; Lucas Martinus Seuren¹, PhD; Joseph Wherton¹, PhD; Deborah Cameron², MLitt; Christine A'Court¹, MD; Shanti Vijayaraghavan³, MD; Joanne Morris³, PhD; Satyajit Bhattacharya³, FRCS; Trisha Greenhalgh¹, MD

¹Nuffield Department of Primary Care Health Sciences, University of Oxford, Oxford, United Kingdom
²Faculty of Linguistics, University of Oxford, Oxford, United Kingdom
³Barts Health NHS Trust, London, United Kingdom

Corresponding Author:
Sara E Shaw, PhD
Nuffield Department of Primary Care Health Sciences
University of Oxford
Radcliffe Observatory Quarter
Woodstock Road
Oxford, OX2 6GG
United Kingdom
Phone: 44 1865617830
Email: sara.shaw@phc.ox.ac.uk

Abstract

Background: Video-mediated clinical consultations offer potential benefits over conventional face-to-face in terms of access, convenience, and sometimes cost. The improved technical quality and dependability of video-mediated consultations has opened up the possibility for more widespread use. However, questions remain regarding clinical quality and safety. Video-mediated consultations are sometimes criticized for being not as good as face-to-face, but there has been little previous in-depth research on their interactional dynamics, and no agreement on what a good video consultation looks like.

Objective: Using conversation analysis, this study aimed to identify and analyze the communication strategies through which video-mediated consultations are accomplished and to produce recommendations for patients and clinicians to improve the communicative quality of such consultations.

Methods: We conducted an in-depth analysis of the clinician-patient interaction in a sample of video-mediated consultations and a comparison sample of face-to-face consultations drawn from 4 clinical settings across 2 trusts (1 community and 1 acute care) in the UK National Health Service. The video dataset consisted of 37 recordings of video-mediated consultations (with diabetes, antenatal diabetes, cancer, and heart failure patients), 28 matched audio recordings of face-to-face consultations, and fieldnotes from before and after each consultation. We also conducted 37 interviews with staff and 26 interviews with patients. Using linguistic ethnography (combining analysis of communication with an appreciation of the context in which it takes place), we examined in detail how video interaction was mediated by 2 software platforms (Skype and FaceTime).

Results: Patients had been selected by their clinician as appropriate for video-mediated consultation. Most consultations in our sample were technically and clinically unproblematic. However, we identified 3 interactional challenges: (1) opening the video consultation, (2) dealing with disruption to conversational flow (eg, technical issues with audio and/or video), and (3) conducting an examination. Operational and technological issues were the exception rather than the norm. In all but 1 case, both clinicians and patients (deliberately or intuitively) used established communication strategies to successfully negotiate these challenges. Remote physical examinations required the patient (and, in some cases, a relative) to simultaneously follow instructions and manipulate technology (eg, camera) to make it possible for the clinician to see and hear adequately.

Conclusions: A remote video link alters how patients and clinicians interact and may adversely affect the flow of conversation. However, our data suggest that when such problems occur, clinicians and patients can work collaboratively to find ways to overcome them. There is potential for a limited physical examination to be undertaken remotely with some patients and in some
conditions, but this appears to need complex interactional work by the patient and/or their relatives. We offer preliminary guidance for patients and clinicians on what is and is not feasible when consulting via a video link.

International Registered Report Identifier (IRRID): RR2-10.2196/10913

(J Med Internet Res 2020;22(5):e18378) doi:10.2196/18378
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Introduction

Background

There is a significant push from decision makers across the world to make better use of digital technologies, including video consultations [1-3]. Virtual media such as Skype (Microsoft Corporation), FaceTime (Apple Inc), and Attend Anywhere (Attend Anywhere) are increasingly being used for web-based communication between patients and clinicians. In outpatient departments, drivers include addressing high nonattendance rates and rising costs. Patients are often keen to use video consultations given the potential for reduced time and travel, especially for tertiary care [4-6]. The coronavirus disease 2019 (COVID-19) pandemic has provided significant additional pressure to deliver video-mediated services, rapidly and at scale, to reduce face-to-face social contact and help to reduce the spread of the disease.

Published research on video outpatient consultations has been summarized in several recent reviews [7-10]. These show great potential for video consultations in terms of acceptability, safety, and effectiveness in patients considered clinically eligible across a range of conditions, such as diabetes [11-15], ophthalmology [16], cancer [17,18], chronic kidney disease [19], spinal cord injury [6,20,21], chronic obstructive pulmonary disease [22,23], mental health conditions [24,25], Down syndrome [26], cerebral palsy [27], chronic pain [18,28,29], therapies (eg, speech and language therapy [30-32]), support after premature birth [33], support of patients in care homes [34], and plastic surgery [35].

Much of this literature uses either experimental methods, classifying service models primarily by the technology used and secondarily by the task or clinical work supported by that technology, or questionnaires and semistructured interviews, typically with small samples, to assess feasibility and acceptability. There is limited evidence on costs [36]. Patients have expressed some concerns about privacy and security and ease of use of the technology [37,38]. Some studies have reported less enthusiasm for video consultations among older people [39,40]. Qualitative studies have reported concerns over technical issues such as pixilation or audio quality and quality of care, for instance, because of the lack of physical examination [9,38,41,42].

There has been limited research focused specifically on the dynamics of video-mediated interaction in health care consultations and the ways in which communication might be altered by the use of video. To date, only 8 studies have examined such interaction in video consultations, with only one analyzing video recordings at both ends of the consultation.

Ekberg et al [30,43] looked at the use of virtual media to support cognitive behavioral therapy and speech and language therapy, finding that in both cases, practitioners were able to adapt consultations and communication accordingly. In a series of studies on video-mediated vascular and cardiology consultations, Pappas et al [44-46] explored video consultations in which the patient, supported by a general practitioner (GP) or nurse, consulted remotely with a specialist from their GP practice. They found that clinical assessment and decision making worked well and that the video medium supported collaborative discussion and shared care. However, professionals needed to adapt their interaction to accommodate the video medium (eg, switching between consultative and interprofessional talk, while manipulating camera angle) so as to ensure ongoing patient involvement [44-46]. A previous study by our team compared video consultations of diabetic and postoperative cancer patients with matched face-to-face consultations and provided an overview of what is gained and what is lost when clinicians and patients interact remotely for instance, finding that the overall length of a video consultation is shorter and there are more breaks in the conversation compared with an equivalent face-to-face encounter [9,47]. Stommel et al [48] studied openings of postsurgical video consultations, revealing small but significant interactional differences, with more prosocial talk at the start of video consultations, and the role of companions in a video consultation, revealing that they are mostly off-screen, invisible to the clinician, and rarely involved in the interaction [49].

There is a growing body of evidence outside of health care that highlights the ways in which video calling might alter interaction [50]. Early studies on video-mediated interaction highlighted how technology could be detrimental to conversational flow [51-53]. In face-to-face interaction, people can see and hear actions as they are produced, but in video-mediated interaction, they see and hear them milliseconds later, a phenomenon known as latency. Such delays seem small but are meaningful in conversation as they interfere with the system of rules that participants use to determine who gets to talk at which point in the conversation (turn-taking [54]) and address problems such as misunderstandings (repair [55]). By preventing participants from adequately applying these rules, video technology can affect the quality of interaction and user experience. Other studies raise questions about if technical failures, such as hearing no sound or new types of interruption, for instance, a family member entering the room, impact the interaction [56-58]. Such evidence has yet to be considered in relation to video consultations in health care.
In summary, although the evidence on video consultations indicates that they are feasible, safe, and effective in health care, the evidence on interaction in such consultations is limited. Only a handful of studies have considered the impact of the video medium on the microdynamics of interaction in medical consultations [36]. The result is that little is currently known about how different communication strategies, types of communication (speech, bodily conduct, gaze, and posture), the material properties of technology, and/or the quality of web-based connection shape interaction in video consultations in health care.

We studied interaction in video consultations in four clinics in two National Health Service (NHS) trusts (one acute and one community). The Qualitative Analysis of Remote Consultations (QuARC) study built on several years’ work by our team looking at the national-level context for video consultations, the organizational context supporting adoption and implementation, and microlevel interactions between patients and clinicians [9,47,59]. The QuARC study combined data from 2 previous studies—the Virtual Online Consultations-Advantages and Limitations (VOCAL) study, a National Institute for Health Research (NIHR)—funded study of diabetes and cancer clinics in East London using Skype, and the Oxford Telehealth Qualitative Study (OTQS), a Wellcome Trust-funded study of specialist community heart failure teams in Oxford using Skype or FaceTime—and conducted detailed interactional microanalysis across video consultation data.

Aims, Objectives, and Research Questions

As set out in the QuARC study protocol [10], the aims of the study were to identify and analyze the communication strategies through which remote consultations are accomplished and to produce guidance for patients and clinicians to improve the communicative quality of video consultations. Specifically, our objectives were (1) to conduct a secondary analysis of a multimodal dataset of 37 remote consultations with diabetes, antenatal diabetes, cancer, and heart failure patients and their clinicians using a combination of ethnographic and microanalytic approaches to investigate how interaction is affected by mediation via Skype or similar apps and (2) develop guidance for patients and clinicians in conducting remote consultations.

Our research questions were as follows:

1. What are the (often implicit or unspoken) communication strategies through which technology-mediated consultations for diabetes, cancer, and heart disease are successfully accomplished?
2. How do patients and clinicians negotiate misunderstandings in technology-mediated consultations, and what strategies are more effective?

3. What can we learn from a detailed linguistic analysis of real-life remote consultations to guide other clinicians and patients interested in or actively using Skype and other video platforms for medical consultations?

Methods

We have previously published a detailed study protocol [10]. This section provides a summary along with an update on the analytic approach.

Study Design and Approach

A mixed methods design was used to study video consultations in 4 contrasting clinical settings (diabetes, antenatal diabetes, cancer, and heart failure patients) across 2 NHS trusts (Oxford and London). The study was informed by linguistic ethnography, which uses both linguistic and ethnographic approaches to understand how social and communicative processes operate in a range of settings and contexts, combining video and audio recordings of consultations, interviews, and observations from 2 previous studies (VOCAL and OTQS, detailed above) to examine in detail how patient-clinician interaction is shaped by use of Skype and FaceTime.

Project Management and Governance

This study was delivered by a core working group (SS, LS, DC, JW, and TG) and supported by an independent steering group with a lay chairperson and cross-sector stakeholder representation, including patients, NHS stakeholders, and national-level decision makers.

Both studies from which data were drawn received ethical approval for a detailed analysis of video recordings of video consultations. VOCAL was approved by the National Research Ethics Service Committee London–City Road and Hampstead in December 2014 (14/LO/1883) and QOTQS by the South Central–Berkshire Research Ethics Committee in September 2015 (15/SC/0553). All participating staff and patients in both studies gave their informed consent to be audio and video recorded during consultations and for the data to be used for research purposes.

Setting

The study took place at 2 NHS trusts in London and Oxford, each of which explored the use of video consultation services. Table 1 provides an overview of the clinical settings in which recordings of consultations took place. The diabetes service in London had an established video consultation service, whereas the other 3 were piloting or setting up video consultations at the time of the respective studies. Video consultation services in heart failure and antenatal diabetes ceased at the end of the respective studies. Further details on each of the settings can be found in publications from VOCAL [9,47] and OTQS (C Papoutsi et al, unpublished data, 2020).
Table 1. Summary of the four clinical settings in which video consultations took place.

<table>
<thead>
<tr>
<th>Clinical setting</th>
<th>Population</th>
<th>Clinical provision</th>
<th>Staff</th>
<th>Video consultation service</th>
</tr>
</thead>
<tbody>
<tr>
<td>Diabetes services (London)</td>
<td>Adult/young; adult patients (18-80+ years), with high prevalence of type 2 diabetes in ages 16 to 25 years, plus significant risk factors (eg, poverty, diet, or ethnicity)</td>
<td>Integrated community diabetes service, with consultants providing 6-monthly reviews and ongoing support from diabetes nurse specialists</td>
<td>Lead diabetologist, 5 consultant diabetologists, and 6 specialist nurses</td>
<td>Established in 2010 because of typically low engagement with traditional service models, poor health outcomes, increasing use of unplanned care via A&amp;E; delivered largely by lead diabetologist (who offered virtual consultations to all adult/young adult patients as an alternative to follow-ups), with other staff slowly coming on board; using Skype (consumer version) on desktop at the time of the study</td>
</tr>
<tr>
<td>Antenatal diabetes services (London)</td>
<td>Expectant mothers (around 350 per year) with gestational diabetes</td>
<td>Outpatient consultations (including preappointment tests and checks) combined with optional weekly telephone clinic (for those needing close monitoring); key medical information (eg, blood sugar readings) stored in patient-held maternity folder</td>
<td>3 diabetes consultants, 3 obstetricians, 2 nurses, and 1 midwife</td>
<td>Piloted as part of the VOCAL study, with video consultations led by 1 consultant and using Skype (consumer version) on a clinic desktop</td>
</tr>
<tr>
<td>Hepatobiliary and pancreatic cancer surgery services (London)</td>
<td>Patients with pancreatic/liver cancer who had major surgery and a prolonged postoperative phase; diverse demographic, living up to 200 miles from clinic</td>
<td>Tertiary service, with clinic run once per week, 2 to 3 patients were typically seen for postoperative cancer follow-up</td>
<td>1 consultant surgeon, 2 specialist registrars, 1 clinical nurse specialist, and nurse assistants</td>
<td>At the start of the VOCAL study, the clinic had begun to introduce virtual consultations to spare selected patients unnecessary travel, run in a shared hospital space alongside other clinical services, and using Skype (consumer version) on a clinic desktop</td>
</tr>
<tr>
<td>Heart failure service (Oxford)</td>
<td>Heart failure patients (typically 65+ years) with reduced ejection fraction, many unable to get to clinic (owing to frailty or severe symptoms)</td>
<td>Community outreach service delivered by heart failure specialist nurses working with the hospital-based heart failure service, local general practitioners, other community services, social services, and ambulatory assessment units</td>
<td>5 specialist heart failure nurses</td>
<td>Piloted at the time of the OTQS study to evaluate if video consultations could help deploy limited resources safely, efficiently, and effectively without loss of patient or staff satisfaction. Heart failure specialist nurses were equipped by their employing trust with iPads with SIM cards to enable real-time access to patients’ records, enabling the use of Skype or FaceTime</td>
</tr>
</tbody>
</table>

*aA&E: accident and emergency.

bVOCAL: Virtual Online Consultations-Advantages and Limitations.

cOTQS: Oxford Telehealth Qualitative Study.

Sampling and Data Collection

We collected data over 30 months (VOCAL, 2015-2017; OTQS 2016-2017). The data sources are summarized in Table 2, with further details below.

Our dataset consisted of 37 video recordings of consultations (Table 2) from the VOCAL and OTQS studies. The goal of sampling in both studies was to capture the breadth of experience of video consultations, seeking maximum variety in clinical, social, ethnic, and personal circumstances (Table 3) and in health and information technology literacy. It was a precondition of ethical approval that clinicians could exercise judgment about which patients to invite to the study.

Exclusion criteria were no 3G internet access at home, lack of familiarity with the technology, clinical inappropriateness (eg, in London, the need for direct physical examination), inability to give informed consent, and comorbidity preventing participation (eg, severe visual impairment). In the diabetes clinic, which included a high proportion of limited English speakers, bilingual health advocates trained in the use of remote consulting were available, so limited English was not an exclusion criterion there. In the antenatal diabetes and cancer surgery clinics, those who were comfortable with a family member interpreter were included, but a remote interpreting service was not available. In the heart failure service, all participating patients were native English speakers.

To enable comparison, we collected 28 audio recordings of matched face-to-face consultations (Table 2). Participants were selected on the basis that the type of consultation was similar to those conducted remotely (eg, routine follow-up cancer appointments) and that the consultant would consider such cases suitable for a video consultation.
Table 2. Overview of data and analysis of the Qualitative Analysis of Remote Consultations study.

<table>
<thead>
<tr>
<th>Type of data</th>
<th>Data description</th>
<th>First order interpretation</th>
<th>Higher order interpretation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Consultation data</td>
<td>Video recordings and screen capture (at patient end and clinician end) of 37 virtual consultations (12 diabetes, 6 antenatal diabetes, 12 cancer, and 7 heart failure); audio recording of 28 face-to-face consultations (7 diabetes, 6 antenatal diabetes, 6 cancer, and 9 heart failure)</td>
<td>What is said and done in consultations (video and face-to-face); unfolding interaction and strategies for communication; how technology is used in consultations (video and face-to-face); and how participants felt</td>
<td>How people interact and communicate, how people create and maintain order and coherence in consultations together, and how video technology shapes, enables and constrains this; the relevance of different channels (verbal, visual, gesture, or gaze); and how these all shape the actions of users</td>
</tr>
</tbody>
</table>

Contextual data

- Accounts of 26 patients before/after the appointment (19 from VOCAL\(^a\) and 7 from OTQS\(^b\)) and 35 staff involved in delivering video consultations (28 from VOCAL and 7 from OTQS) combined with field notes from before/after face-to-face and video consultations at patient and clinician end
- Documents (16 from VOCAL; 7 from OTQS) (eg, operating procedures and meeting minutes)
- Researcher field notes about people and technologies delivering video consultations; including diagrams of how people, technologies, and clinical work interact
- Demographic data

Key interactions and interdependencies; key organizational routines and how these are changing over time; and accounts of clinical work and how this is shaped or reshaped through use of video consultations
- Basic patient information, including age, gender, and ethnicity

Social structures (eg, professional standards and definitions of excellence; what actors know and how they interpret the strategic terrain) and assumptions built into the technology about, for example, capability of users, how people interact, privacy and consent, the nature of clinical work, and how all these interact
- Background and context to detailed micro-analysis

\(^a\)VOCAL: Virtual Online Consultations—Advantages and Limitations.
\(^b\)OTQS: Oxford Telehealth Qualitative Study.

Table 3. Overview of consultations in the Qualitative Analysis of Remote Consultations dataset.

<table>
<thead>
<tr>
<th>Clinic</th>
<th>Total recorded</th>
<th>Male or female</th>
<th>Age (years), median (range)</th>
<th>Ethnicity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Diabetes (video)</td>
<td>12</td>
<td>5 male, 7 female</td>
<td>23 (21-50)</td>
<td>White British (5); white other (2); black Caribbean (1); Asian Bangladeshi (1); Asian Indian (3)</td>
</tr>
<tr>
<td>Diabetes (face-to-face)</td>
<td>6</td>
<td>3 male, 3 female</td>
<td>26 (21-58)</td>
<td>White British (2); black Caribbean (1); Asian Bangladeshi (2); Asian other (1)</td>
</tr>
<tr>
<td>Antenatal diabetes (video)</td>
<td>6</td>
<td>6 female</td>
<td>34 (30-37)</td>
<td>White British (1); black Caribbean (1); Asian Bangladeshi (1); Asian other (3)</td>
</tr>
<tr>
<td>Antenatal diabetes (face-to-face)</td>
<td>6</td>
<td>6 female</td>
<td>33 (26-36)</td>
<td>White British (0); black Caribbean (1); Asian Bangladeshi (3); Asian Indian (1); Asian other (1)</td>
</tr>
<tr>
<td>Cancer (video)</td>
<td>12</td>
<td>4 male, 8 female</td>
<td>74 (55-85)</td>
<td>White British (9); white other (1); black Caribbean (1); Asian Indian (1)</td>
</tr>
<tr>
<td>Cancer (face-to-face)</td>
<td>5</td>
<td>3 male, 2 female</td>
<td>69 (45-75)</td>
<td>White British (2); black Caribbean (2); Asian other (1)</td>
</tr>
<tr>
<td>Heart failure (video)</td>
<td>7</td>
<td>3 male, 4 female</td>
<td>67 (33-87)</td>
<td>White British (7)</td>
</tr>
<tr>
<td>Heart failure (face-to-face)</td>
<td>9</td>
<td>1 female, 8 male</td>
<td>60 (56-78)</td>
<td>White British (9)</td>
</tr>
</tbody>
</table>

Video consultations for the VOCAL study were recorded by a researcher (JW) using a small digital camcorder with a wide-angle lens. For the OTQS study, they were recorded by a researcher (CA/TG) using a small digital camcorder and a handheld iPad (Apple Inc). Face-to-face consultations were audio recorded using a digital Dictaphone. We captured clinician and patient interaction with the videoconferencing software using a commercially available screen-capture software tool (ACA Systems) to record screen images showing on each party’s computer screen as a video file. This was run directly from a USB memory stick.
Each end of the consultation resulted in 2 digital files: 1 screen capture and 1 video. We synchronized these into 1 file using video editing software, meaning that the video of the computer screen could be played exactly in parallel with a video of the patient looking at the screen, and then aligned the patient and clinician ends (an example screenshot is shown in Multimedia Appendix 1). In several cases (Table 4), the consultation was recorded only at one end. This was either because the patient did not wish to be filmed in their home but was happy to be filmed from the clinic or because it was not practically possible to arrange for recording to take place at both ends.

<table>
<thead>
<tr>
<th>Video recording</th>
<th>Cancer</th>
<th>Diabetes</th>
<th>Antenatal diabetes</th>
<th>Heart failure</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dual clinic, dual home</td>
<td>4</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>7</td>
</tr>
<tr>
<td>Dual clinic, single home</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>3</td>
<td>5</td>
</tr>
<tr>
<td>Single clinic, dual home</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>5</td>
</tr>
<tr>
<td>Single clinic, single home</td>
<td>3</td>
<td>1</td>
<td>3</td>
<td>1</td>
<td>8</td>
</tr>
<tr>
<td>Dual clinic, no home</td>
<td>2</td>
<td>7</td>
<td>0</td>
<td>0</td>
<td>9</td>
</tr>
<tr>
<td>Single clinic, no home</td>
<td>1</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>3</td>
</tr>
<tr>
<td>Total</td>
<td>12</td>
<td>12</td>
<td>6</td>
<td>7</td>
<td>37</td>
</tr>
</tbody>
</table>

### Theoretical Approach

We used 2 complementary theoretical approaches that see communication as a dynamic interaction that emerges moment by moment, which allowed us to examine the role of technology in shaping interaction. First, we used the **ethnography of communication** [61] to produce systematic and richly contextualized descriptions of the communicative genres, events, and practices that are observed in a particular culture to identify the key features of video consultations and attend systematically to contextual factors (eg, lack of spatial proximity and restricted visual field) that may produce differences with face-to-face consultations. Second, we used conversation analysis (CA) [62] to guide the fine-grained examination of the patterning of interaction, (ie, how consultations are managed by participants moment by moment). We focused on the linguistic, bodily, and contextual resources used by participants to create and maintain order and coherence and how different modes and channels of communication, such as the verbal and visual, shape actions (eg, physical examination).

### Analysis

As is usual in linguistic ethnography, the analysis combined **zooming in** on an interaction to understand how video consultations are successfully conducted, with **zooming out** to the clinic and wider organization to understand the context in which they take place. This process began with repeated viewings of video recordings among the team, which included representation from linguistics, sociology, psychology, and medicine with the aim of identifying “recurrent and stable details of talk-in-interaction” [62]. From this, we identified 4 questions for an in-depth study:

1. How do patients and clinicians open and close video consultations?
2. How are physical examinations accomplished in video consultations?
3. How do patients and clinicians address problems with the technology?
4. How is turn-taking affected by the video-mediated setting?

For the first 2 questions, we built collections of all openings, closings, and physical examinations, respectively. For the third question, we built a collection of cases in which the technology failed (eg, there was no audio) or where a failure in the technology was addressed (eg, a patient says his image is frozen). For the fourth question, we built a collection of cases where the patient and clinician struggled with smooth turn-taking, and so had repeated overlapping talk and/or stopped talking. Silences and overlapping talk are common in all conversations [54]; hence, not all cases of overlap and silence in our data were necessarily a result of the video medium. We therefore (1) only included consultations recorded at both patient and clinic ends, allowing us to determine that latency (ie, the transmission delay between one participant saying something and the other hearing it) was an issue, and (2) focused on points in the conversation where speaker transition should take place, but the latency caused problems.

In line with CA [63,64], we transcribed data using Jeffersonian and Mondada systems (Multimedia Appendix 2), employing a range of symbols and conventions to capture what participants say, how they say it (eg, pauses and volume), and accompanying nonverbal communication (eg, gaze and head movement). Guided by the principles of sequence organization and turn design [65,66], we then examined each case (eg, individual opening) to determine the actions that participants performed, how these actions were organized in the consultation [67,68], and the communication practices that participants used to make
these actions recognizable. We then searched for patterns and commonalities across each collection to distinguish between communication strategies that were relevant for single instances and those used more systematically, for instance, the ways in which clinicians use different opening questions. In other words, we identified the norms and conventions that participants appeared to rely on in video consultations.

Finally, once we had a solid appreciation of the patterns of communication across collections, we identified areas where there was trouble, such as potential misunderstandings, and grouped these into key challenges. At this point, we zoomed out to our contextual data with the aim of better understanding how and why such challenges occur (eg, the way in which Skype technology is set up on computers and what this requires of clinicians when they open video consultation) and how they are negotiated.

Patient and Public Involvement

Patients and their caregivers were key to the research. We set up a dedicated patient advisory group (PAG) in 2015 to enable patients to review documents and give feedback on their experiences and to incorporate patient feedback within the respective studies. We have since set up a standing group, Patients Active In Research on Digital health, who, along with the PAG, have reviewed emerging findings (including anonymized video clips) from the QuARc study and provided feedback on developing guidance on video consultations. Finally, we worked with a design company to co-design guidance and an accompanying animation that involved 2 workshops with a total of 50 members of the public, followed by a review of materials via email. This process was critical in developing both content and design of these outputs (eg, guiding us not only to focus on how to do a video consultation but also to include technical setup).

Results

Overview of Findings

We found that for this highly selective group of patients and clinicians, the use of video technology typically (but not always) enabled effective consultations that followed the conventional organization of a consultation [68]. Patients and clinicians adapted quickly and easily to the video-mediated context, transferring communication strategies from face-to-face communication to successfully complete web-based consultations. For example, in video consultations, the webcam is positioned above the screen, making mutual gaze impossible, but participants had no problem positioning their head and shoulders in front of the camera and looking at the screen to show that they were engaged and directing their attention to their coparticipant.

Clinicians managed to start consultations in the same way as a face-to-face consultation by asking, for instance, “How are you today?” and inviting patients to provide updates on their condition since the last consultation [69]. Patients responded in the conventional way, either reporting no problems or highlighting recent changes (eg, high blood sugars). When clinicians were engaged in other activities, such as updating the patient’s record, they made this clear by saying, for instance, “If I go silent, I’m writing. Okay?” Closing of consultations was straightforward, and followed the same pattern as face-to-face consultations, with the clinician checking if the patient had any further questions and then closing down the discussion, arranging a follow-up as needed, and saying goodbye.

The use of video calling (30 Skype, 7 FaceTime) was a novel form of communication for many users (particularly for older participants, Table 3). Younger patients appeared particularly comfortable with the technology, but even those with less technological affinity had few problems using the technology once they had some assistance, for instance, from a carer. When clinicians and users initially made contact, we observed that in many cases, consultations were characterized by surprise, amusement, and a sense of informality. This often continued into the consultation, with participants sometimes joking, generally, and about the use of video. It was striking that those clinicians who were new to the video medium felt quite distracted by having their own image appear on the screen for the first time—working out how to minimize or ignore it was an important step in re-establishing a formal, professional focus.

It was when we began to look at these issues in detail that we became interested in how it is that people interact effectively via video. Across the 37 video consultations in our dataset (12 hours and 21 min of total consultation time), we identified 3 key challenges that (some but not all) participants faced when doing video consultations: (1) establishing a connection and starting a video consultation, (2) dealing with disruption to conversational flow caused by technical issues with audio or video, and (3) conducting a physical examination via video. We describe each of these below, along with the communication strategies used to negotiate them. We present data extracts illustrating the analysis in the figures below (full transcriptions following CA conventions are included in Multimedia Appendix 3).

Challenge 1: Establishing a Connection and Starting a Video Consultation.

The start of a video consultation is a crucial time when the patient and clinician seek to establish a technical connection and determine if this is good enough for the consultation to go ahead. This process was not always straightforward. The combination of consultation and contextual data in our study enabled us to distinguish between preopenings involving steps to establish a connection and openings involving greetings like hello, followed by how are you? type questions [69] that signal the start of the clinical consultation.

Before a video consultation can get started, steps must be taken at both ends to enable the patient and clinician to establish a connection. For some participants, this opening sequence could be stressful, as they sought to ensure that the relevant equipment was in place and the technical connection was working to enable the clinical element of the consultation to begin. Depending on the technology, participants needed to first identify each other via their web-based user name (ie, exchanging remote addresses) and exchange phone numbers and/or email addresses (also, at the clinic end, ensure that internal procedures, standards,
software functionality, and administrative systems are in place to support the consultation; refer to Greenhalgh et al [70] for further details). The clinician would then usually dial the patient, who, by answering, would show that they were ready for the consultation. On the whole, preopenings ran smoothly. In some cases, participants experienced trouble, including outdated software that required on the spot updates (n=2), lost passwords (n=2), or misunderstandings about which platform to use (n=1). The problem was typically resolved by one participant (usually the clinician) calling the other by telephone, finding a solution, and then restarting the video connection.

Once a connection was established, opening greetings at the start of a video consultation were critical, not only in prompting conversation but also in indicating that participants could see and hear one another. It was at this point when technological issues, such as limited audio, were acknowledged and addressed. When clinicians and patients were familiar with the technology and potential problems, openings ran smoothly, and problems were quickly resolved. However, when one or more participants were not familiar with the technology, this could quickly lead to confusion and delay (often related to issues of breakdowns and latency, discussed below).

Take the example in Figure 1, which was taken from the start of a postoperative cancer consultation in which the patient’s relative did not turn on the camera when she answered the doctor’s video call; in the middle of line 1, when the daughter says answer, the doctor appears on their screen (screenshot, Figure 1).

**Figure 1.** Example of a clinician and patient establishing a connection at the start of a Skype consultation. Da: daughter; Dr: doctor; Ns: nurse.

```
01 Da: ch. did I just answer wrong?
02 Dr: (no)
03  (3.0)
04 Ns: [(           )
05 Da: [there’s the doctor mum.
06 Dr: (          )
07  (3.9)
08 Dr: hello?
09  (.)
10 Da: hi,
11  (0.4)
12 Ns: hi. [(we) can’t see you?]
13 Dr: [hi.   
14  (0.4)
15 Dr: [we can hear you but we]
16 Da: [you can’t see us?]
17 Dr: can’t see you; can you see
18 us?
19  (0.2)
20 Da: I can see you?:
21 hold on,
22  (1.4)
23 Dr: you need to (. ) turn your
24 camera on?
25 Ns: (oh)
```

In this example, the patient and clinician have already done the work of preopening, the patient has been invited to a video consultation, with Skype addresses and video appointment times confirmed to enable that to happen, and phone numbers confirmed ensuring an alternative means of communicating. Once a connection is established, the patient and clinician do not greet each other but instead query the connection and confirm at the patient’s end that they can see the doctor. Then, 2 periods of silence follow (3.0 and 3.9 seconds, respectively). During this time, the doctor is unsure what is happening: by not greeting, the patient and her daughter do not provide the doctor with evidence that they have a working video connection meaning that, for the doctor and nurse at the other end, it is not clear if there is a problem with the connection or video. The doctor’s hello with its strong rising pitch (line 8) is not a greeting, but a means of testing if the patient and/or daughter can hear him—a practice that we found repeatedly when there was a problem with the connection and participants wanted to see if they could still hear each other. When the daughter is heard to have responded with hi (line 10), this provides evidence that they can hear, that the connection works, and that the problem is purely visual (as the nurse points out in line 12). The daughter moves to turn the camera on, the doctor confirms that they can now see, and the consultation begins. Unlike in a face-to-face consultation, it is only at this point that the doctor asks how are you, signaling the start of the clinical consultation and enabling the social rituals of being a doctor and being a patient to begin.

**Challenge 2: Dealing With Disruption to Conversational Flow**

The technology used in video consultations is intended to facilitate interaction. In our dataset, there were only 10 (of 37) consultations in which participants experienced no problems...
with the audio or video. In the other 27 consultations, we identified 49 instances in which a breakdown in audio and/or video disrupted the conversational flow. In 25 of these consultations, we had recordings at both ends (ie, clinician and patient; Table 3), allowing us to identify 151 cases in which latency disrupted interaction.

Such disruptions are significant as they not only disrupt conversational flow but also potentially impact the quality and outcome of consultations (Table 5). We provide a detailed analysis of the breakdowns and latency below.

**Table 5.** Frequency and duration of breakdowns and latency issues in video consultations.

<table>
<thead>
<tr>
<th>Type of problem</th>
<th>Frequencya</th>
<th>Duration (range)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Audio or video breakdown at the start of a consultation</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No sound at the start</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unsolved: clinician calls the patient on the phone using Skype for video</td>
<td>3</td>
<td>6.5 to 9.5 min</td>
</tr>
<tr>
<td>Solved: after disconnecting and reconnecting, the sound works</td>
<td>2</td>
<td>53 to 127 seconds</td>
</tr>
<tr>
<td>No video at the start</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unsolved: camera does not work and participants make do with audio only</td>
<td>1</td>
<td>5 min and 5 seconds</td>
</tr>
<tr>
<td>Solved: either participant had forgotten to turn on the camera</td>
<td>8</td>
<td>6.8 to 22.3 seconds</td>
</tr>
<tr>
<td><strong>Audio or video breakdown during a video consultation</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Garbled sound: the quality of the sound suddenly degrades, causing a problem with audibility, the consultation is halted, participants check when the audio works, and then resume the consultation</td>
<td>24</td>
<td>3.7 to 56.8 seconds</td>
</tr>
<tr>
<td>Bad audio throughout: the quality of the audio is poor because of technical problems, causing frequent noise or low volume</td>
<td>3</td>
<td>Continuousb</td>
</tr>
<tr>
<td>Video cutout: the video briefly cuts out on one side, before automatically resuming; may happen because of an incoming call</td>
<td>2</td>
<td>1.4 to 8.4 seconds</td>
</tr>
<tr>
<td>Bad video throughout: the quality of the video is poor because of a bad internet connection, causing the image to blur, freeze, or even cut out completely</td>
<td>1</td>
<td>Continuousb</td>
</tr>
<tr>
<td><strong>Breakdown in connection during a video consultation</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Automatically solved: the connection cuts out briefly, but resumes automatically; participants briefly discuss and check if the connection works before resuming</td>
<td>2</td>
<td>6.1 to 15.4 seconds</td>
</tr>
<tr>
<td>Requiring reconnection: the connection is dropped completely and participants have to redial to get the connection back</td>
<td>3</td>
<td>43.5 to 71.9 seconds</td>
</tr>
<tr>
<td><strong>Latency</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Brief overlap: participants talk at the same time, but either drops out after 1 or 2 syllables of overlapping talk</td>
<td>122</td>
<td>Up to 0.5 seconds</td>
</tr>
<tr>
<td>Competition for turn: participants talk in overlap for a while, using multiple explicit strategies to figure out whose turn it is</td>
<td>29</td>
<td>0.5 to 10.5 seconds</td>
</tr>
</tbody>
</table>

aReporting the number of problems we identified in the dataset relating to latency and breakdowns.

bIt is not possible to report exact duration as there were problems, either with audio or video, throughout. This results in continuous issues.

**Breakdowns**

Breakdowns in audio and/or video quality occurred at different times in video consultations and with variable duration and impact (Table 5). At the start of consultations, we identified 5 cases with no audio and 9 cases with no video. In the 5 cases with no audio, 3 were in the cancer service (because of technical problems caused by interference with other devices) and involved the clinician taking up to 9.5 min to try to solve the problem before calling the patient by phone and using video calling merely for the visual connection (once the other devices were identified, such interference was resolved), 1 involved the clinician disconnecting and reconnecting twice and using the inbuilt testing service (taking 2 min and 7 seconds), and 1 involved the patient disconnecting and then reconnecting (53 seconds). Audio breakdowns were only observed in Skype consultations.

Problems with the video connection at the start of consultations were typically the result of the patient or clinician not turning on their camera (8 cases). In 1 case, the clinician could not get the camera to work and, after just over 5 min, decided with the patient that they would proceed with an audio-only consultation.

Problems during consultations were often (but not always) disruptive. We found 24 cases where there was a minor problem with the audio resulting in, for instance, soft or garbled talk (Table 5). These lasted up to 57 seconds but were typically resolved in less than 10 seconds, with participants waiting for audio to be restored. The patient or clinician then pointed out that they had not heard something, and the other participant...
then repeated their last sentence before continuing with the consultation.

In 4 consultations, the quality of the hardware or a slow internet connection caused persistent problems with audio (n=3) or video (n=1). In 2 cases, one with a low volume on the patient’s end, the other with a repeated *frozen image* of the patient, participants attempted to solve the problem initially and then agreed to *make do*. In the other 2 cases, the audio frequently suffered from noise or distortions. For 1 consultation, this led to repeated minor problems (n=13), with each party repeatedly unable to hear, and halting the consultation to seek clarification. In the other, a postoperative cancer consultation, there was distortion making it hard to hear, resulting in a misunderstanding about the medication dose. In the extract in *Figure 2*, the doctor recommends that the patient shift to a higher dose formulation of Creon (pancreatic enzyme replacement)—25,000 instead of 10,000 units; however, the patient mishears and the level of disruption to the audio then limits opportunities for the patient to indicate that they have not understood, what conversation analysts refer to as limited *repair space* [55,71].

*Figure 2.* Example of significant disruption to a Skype consultation due to audio problems. Pt: patient.

```
01 Dr: one suggestion,
02 (0.9)
03 Dr: you’re taking the ten thousand
04 capsules, [isn’t it.
05 Pt: yes.
06 (.)
07 Dr: they are also available at twenty-five
08 thousand.
09 (2.3)
10 so (0.4) so you could take (0.2) just
11 one capsule with light (. ) meals,
12 and then two [or three for big meals.
13 Pt: [ah.
14 (0.4) Start of audio
15 uhm at the ( ) they do not uhm
16 make (0.2) five (thousand) ones.
17 [uh (you) can only get ten thousand
18 Dr: [hm
19 Pt: ones. ( ) have to- yes.
20 I (could)- (. ) I could (lower) the dose.
21 ()
22 ()
23 [yeah
24 Dr: [you c- you could- End of distortion
25 ask your GP the next time you
26 [get the (creon),
27 Pt: [mm hm,
```

In this example, the clinician’s recommendation to change to a 25,000-unit strength capsule is indistinctly audible at the patient’s end, but the patient appears to mishear and to understand that the consultant wants her to start taking 5000-unit strength capsules (line 17). She indicates that she understands with “ah I see” (lines 13-14), but then points out that Creon is not available in 5000-unit strength (lines 16-17), revealing her misunderstanding. The clinician then has the opportunity to rectify the problem [72], but audio distortion, caused at least in part by the microphone at the patient’s end, means that the doctor appears to have trouble making out what the patient is saying and to assume that she heard correctly, recommending that the patient ask her GP for a change in unit strength (lines 24-26). The technical breakdown means that he does not notice that the patient misheard and so continues with the misunderstanding unnoticed and unresolved.

We found 2 cases in which the video was temporarily disrupted on one end of the consultation. In each case, the problem was quickly and automatically resolved (*Table 5*).

In 5 cases, the connection cut out completely: in 2, the connection was quickly and automatically restored, and in 3, participants had to reconnect themselves.

**Latency**

Spoken conversation is characterized by a turn-taking system, a set of rules participants use to determine whose turn it is to talk. This system serves to minimize both silence and overlapping talk in a conversation, the principle being 1 speaker at a time [54]. Research has shown that participants in a conversation favor direct responses (each person taking over immediately when the other has finished speaking) [73]. Delays in turn-taking and significant overlap usually indicate that there is a communication problem [74]. In our dataset, we found that short periods of latency (up to approximately 200 milliseconds) were tolerated or ignored, but that more significant latency...
(approximately 500 milliseconds and above) interfered with this system, resulting in silence and overlapping talk or interruption.

The 151 cases of significant latency that we found were unevenly distributed across our dataset, with 67 instances in 21 consultations in which problems were resolved in less than 10 seconds and another 84 instances in only 4 consultations in which problems were not only more frequent but typically took longer to fix. In 1 of the 4 consultations, there were 47 instances of latency.

Of the 151 cases of latency, 122 were quickly resolved with 1 participant dropping out (ie, stopping talking) after 1 or 2 syllables of overlapping talk (Table 5), and the conversation quickly resumed with minimal impact on flow. In the remaining 29 cases (23 of which were from the 4 consultations with repeated instances of latency), problems were more disruptive and took longer to fix. Here, participants actively competed for the right to talk, resulting in complete sentences overlapping. Latency resulted in longer exchanges in which participants had to work out whose turn it was to talk, which regularly took between 0.5, 10.5 seconds. Conversations were resumed by participants saying something like sorry or go on and/or repeating the last thing the other person said.

Consider the example in Figure 3, from a heart failure consultation in which the patient is talking to a specialist heart failure nurse about their back problems. Latency in the connection makes the discussion challenging. As the patient tells the nurse about his back problem and the restrictions it places on his day-to-day life (column 1, line 15), the nurse seemingly interrupts to offer a solution (line 16) before the patient has resumed his story. This supposed interruption is a result of latency. As can be seen from the nurse’s end (column 2), from her point of view, she does not begin to talk in the middle of the patient’s turn (line 16), but actually starts her turn before the patient (line 15). Due to the latency in the call, she cannot know that the patient has already begun talking again; similarly, the patient cannot realize that the nurse has begun to offer a solution to his presented problem. The result is overlapping talk. Both also deal with different problems: from the patient’s perspective, the nurse interrupts him; from the nurse’s perspective, it is the other way around. However, the latency means that neither of them can know this. Eventually, both then stop talking, and it takes a series of silences and repair sequences (eg, the patient’s sorry, and the nurse’s yeah go on) before the patient can resume his narrative (line 22).

In the 29 cases where latency caused disruptions to conversational flow, participants relied on the same communication strategies they use in face-to-face conversation to try to negotiate the problem. However, latency also caused problems when using these strategies. For example, in Figure 3, the nurse tells the patient to go on (line 21), and the patient then resumes his talk as is usual when face-to-face but, because of latency in the connection, the nurse does not realize that the patient has resumed his talk. The nurse then repeats part of his talk (line 23) as an additional strategy to give him the turn, causing the patient to again stop talking (line 22) and confirm before definitively resuming his talk (line 26).

Figure 3. Example of latency disrupting conversational flow in a video consultation for heart failure. Ns: nurse; Pt: patient.

<table>
<thead>
<tr>
<th>What the patient heard</th>
<th>What the nurse heard</th>
</tr>
</thead>
<tbody>
<tr>
<td>(ie, recorded at the patient’s end)</td>
<td>(ie, recorded at the nurse’s end)</td>
</tr>
<tr>
<td>01 Pt: uhm I told you about playing</td>
<td>Pt: uhm I told you about playing</td>
</tr>
<tr>
<td>02 croquet? as you know I</td>
<td>croquet? as you know I</td>
</tr>
<tr>
<td>03 played croquet last year;</td>
<td>[played croquet last year;</td>
</tr>
<tr>
<td>04 .h[hh this year .h I’m</td>
<td></td>
</tr>
<tr>
<td>05 Ns:</td>
<td>[yeah,</td>
</tr>
<tr>
<td>06 Pt: struggling to complete</td>
<td>Pt: .h[hh this year I’m</td>
</tr>
<tr>
<td>07 one round.</td>
<td>struggling to complete</td>
</tr>
<tr>
<td>08 (0.5)</td>
<td>one round.</td>
</tr>
<tr>
<td>09 without having to sit d[own.</td>
<td>Ns: are you really;</td>
</tr>
<tr>
<td>10 Ns: [are</td>
<td>Pt: without having to sit down.</td>
</tr>
<tr>
<td>11 you really;</td>
<td>(0.6)</td>
</tr>
<tr>
<td>12 Pt: yeah.</td>
<td>Pt: [yeah.</td>
</tr>
<tr>
<td>13 (0.5)</td>
<td>Ns: [(hm)</td>
</tr>
<tr>
<td>14 uhm I’m gonna keep on at</td>
<td>and is i[t a p o s-]</td>
</tr>
<tr>
<td>15 it, I’ve got a-]</td>
<td>Pt: [I’m gonna keep on at, I’ve-</td>
</tr>
<tr>
<td>16 Ns: [and is i]t a pos-</td>
<td>(1.9)</td>
</tr>
<tr>
<td>17 (1.0)</td>
<td>Pt: sorry,</td>
</tr>
<tr>
<td>18 Pt: sorry,</td>
<td></td>
</tr>
<tr>
<td>19 (1.5)</td>
<td>Ns: g- yeah go on;</td>
</tr>
<tr>
<td>20 .hh[h</td>
<td>(0.5)</td>
</tr>
<tr>
<td>21 Ns: [yeah go on;</td>
<td>Ns: y’r gonna keep on,</td>
</tr>
<tr>
<td>22 Pt: I’ve g[ot-</td>
<td>(0.2)</td>
</tr>
<tr>
<td>23 Ns: [y’r gonna] keep</td>
<td>Pt: I’ve got- (1.0) yeah I’ve got</td>
</tr>
<tr>
<td>24 on,</td>
<td>a .hh competition at (place</td>
</tr>
<tr>
<td>25 (0.4)</td>
<td>name) tomorrow.</td>
</tr>
<tr>
<td>26 Pt: yeah I’ve got a .hh</td>
<td></td>
</tr>
<tr>
<td>27 competition at (place</td>
<td></td>
</tr>
<tr>
<td>28 name) tomorrow</td>
<td></td>
</tr>
</tbody>
</table>
Challenge 3: Conducting Physical Examinations Via Video

Clinicians and patients are concerned about the appropriateness and safety of conducting physical examinations in a video consultation [75,76]. Data from the heart failure service (including 7 video and 9 face-to-face consultations combined with contextual data about the setting; Table 2) provided a unique opportunity to examine what is possible in terms of physical examination in routine heart failure reviews between specialist heart failure nurses working from a community hospital and patients in their homes. Typically, in a face-to-face consultation, heart failure nurses measure weight, blood pressure, oxygen saturation, and heart rate and rhythm; they also assess edema (fluid build-up in the soft tissues), usually by examining the lower legs, and listening to the patient’s chest with a stethoscope for signs of fluid overload or infection. With the exception of listening to the chest, the same examination can be attempted remotely, using a blood pressure monitor put on by the patient or relative (perhaps incorporating an irregular heartbeat indicator to estimate whether atrial fibrillation is present) and getting the patient or a relative to gently press on the lower leg (digital pressure) to produce an indentation (pitting) that is indicative of edema.

These examinations appeared to be very straightforward when the clinician and patient were colocated. However, in the remote setting, the same physical examinations presented specific challenges: (1) adequate design of instructions to guide video examinations (nurses had to explain tasks using lay language and check that instructions were being followed), (2) accommodation of the patient’s desire for autonomy (on the part of nurses and relatives) in the light of opportunities for involvement in their own physical assessment, and (3) conducting a physical examination while simultaneously making it visible to the nurse (patients and relatives needed adequate technological knowledge to operate a device and make the examination visible to the nurse as well as basic biomedical knowledge to follow nurses’ instructions). We have presented a detailed analysis of these challenges and the strategies used to attempt to overcome them in a separate paper [77].

Heart failure patients tend to be elderly, and many have poor exercise tolerance, mobility problems, or comorbidities, making attendance at the clinic potentially difficult. For the 9 patients in our sample attending the consultation in person, physical examinations were all successfully conducted by the clinician with minimal assistance from attending carers. For the 7 consulting by video, all participants (clinicians, patients, and, sometimes, relatives) had to employ novel communication strategies to collaboratively negotiate the challenges of achieving a satisfactory physical examination in the remote setting. Participants relied on a range of unspoken assumptions about the technology and their respective knowledge and understanding of medical procedures and the meaning of measurements. Clinicians and patients ran into unforeseen problems, either with the procedure (eg, the patient put a blood pressure meter incorrectly) and/or the technical process (eg, video quality prevented full visual assessment). Although complex, in 5 consultations, these problems were resolved with patients and/or their relatives asking the clinician for feedback or instructions and working with them to successfully complete the examination.

There were 2 consultations in which it was not possible to complete an attempted physical examination. In both instances, this was because the patient or relative was not able to hold the phone or tablet and test for edema at the same time. Take the example in Figure 4, of a heart failure patient and her daughter, in which they have been instructed by the clinician to examine the patient’s right leg for edema; the daughter attempts to aim the camera at the patient’s leg while at the same time trying to monitor the screen, as can be seen in the top 2 screenshots. This does not work adequately, and the nurse is not able to get a view of the patient. When she finally—after minutes of moving around—manages to aim the camera at the patient’s leg (screenshot c, Figure 4), she is instructed by the nurse to press into the patient’s leg. She lets go of the tablet with one hand and loses control (screenshot d, Figure 4), the result being that the camera is no longer aimed at the patient’s leg. The nurse thus cannot assess if the patient has edema, and following this failed attempt, they agree to stop the examination. It is also worth noting that the patient end of the examination takes place in a living room that was not designed for clinical examinations. The sofa is much lower than a seat in a clinic, there is no examination couch, and the lighting in the home and on the tablet is not designed to provide the level of illumination considered standard for a clinical examination.
Figure 4. Heart failure patient and relative attempting examination for edema.

The 86-year-old patient shown in Figure 4 knows the nurse well and has seen her before in the clinic and at home. Having recently lost her husband, she had not been well and was admitted to the hospital with pneumonia. She deteriorated, resulting in close management by her GP and the specialist heart failure nurse. This story of acute deterioration in an older patient with multimorbidity is typical of the 16 patients with heart failure in our sample. Similar to the patient in Figure 4, those consulting via video were also doing so from a space (typically a living room) that was not designed for clinical examinations in which chairs were often too low, there was no examination couch, lighting was limited to standard bulbs, and there were often personal objects (eg, lamps or ornaments) that might impede movement or be knocked over. Hence, although 5 of the 7 remote examinations were completed, many found the process physically, practically, and technically challenging.

Most were familiar with the technology from a clinic visit but had not necessarily practiced either in this kind of assessment or in using multiple devices to aid the process, especially in an environment that had not been designed with clinical assessment in mind. Unlike in face-to-face consultations, success was often dependent on the type of technology (smartphone, tablet, or laptop), the presence of a third party who could assist the patient, the patient’s mobility, and the technological competence of the participants. Participants often reflected that it might be easier to perform a remote physical examination the second time as they were now aware of the problems they might encounter.

Discussion

Principal Findings

Our study has shown that, at least for this group of patients and clinicians, interaction in the majority of video consultations is effective. Observation and recording of video consultations, combined with theoretical sensitivity to the ways in which technology mediates communication in clinical consultations, has enabled us to do the following. First, we have shown that when participants experience technical or operational issues in video consultations (eg, when experiencing a problem connecting due to latency), they generally find a way to negotiate these, falling back on tried and tested rules of communication transferred from face-to-face situations. Familiarity with technology helps. Second, in a small proportion of consultations, technical interruptions before or during consultations may require workarounds such as using a standard telephone line to overcome lack of audio, and, in a few cases, it may threaten the quality of communication and clinical safety. Third, we have shown that in the minority of cases where significant latency occurs, clinicians and patients do not always hear the same thing at the same time. Finally, we have revealed that video consultations necessitate patients (and potentially carers too) to take an active role in understanding and manipulating the technology (eg, to change what the other party can see) and their surroundings (eg, adjusting lighting). For those consultations involving a remote physical examination, this involves a complex process of giving and receiving instructions and ensuring visual presence.

Strengths and Limitations

Careful analysis of verbal and nonverbal interaction, combined with a focus on social context, has enabled a robust understanding of the role played by language and social interaction in video consultations. Such detailed analysis takes time. Although we were fortunate to have data from 2 separate and fairly large qualitative studies, these comprised a relatively limited range of consultations in only 4 clinical conditions. Only 1 of these, heart failure, involved remote physical examinations.

CA is an established methodological technique for studying social interaction that allowed us to systematically identify challenges and to then generate and analyze relevant collections across our dataset. This is a key strength of our study. When the original studies were designed, we did not set out to examine
1 of these challenges—latency. This meant that the dataset we analyzed did not allow us to determine the precise timings of all instances of latency. When selecting data to analyze the impact of latency on conversational flow we therefore focused on cases where both participants talked in overlap following a point where turn transition could have taken place (eg, after a question) [54]. Future studies of latency in video consultations should ensure a comparison of recordings from both ends at every point.

Our dataset included video and audio recordings of consultations using Skype and FaceTime because these were the platforms being used at the time. Neither of these platforms was specifically designed for clinical consultations, and it may be that next-generation video consultation software (eg, Attend Anywhere) or more advanced peripheral technologies, such as noise-canceling microphones, may produce less in the way of breakdowns in conversations. We recommend that any future published studies of video interactions include details of the specific technologies used.

Comparison With Other Studies

To our knowledge, our study is one of the first to apply linguistic ethnographic approaches to the study of video-mediated consultations in health care. As such, it represents a significant addition to the existing literature, which has been dominated by trials and focused on issues of feasibility and acceptability and has also included some conventional CA without linguistic ethnography [44,46]. It extends our previous research on this dataset of video-mediated consultations, which include a multilevel analysis of the policy, organizational, and interactional aspects (using the Roter interaction analysis system) [9,47], and an in-depth analysis of physical examinations via video [77].

Our research confirms findings from our own and other studies that there are interactional differences between video and face-to-face consultations and potential for collaborative decision making via video [30,43,44,48,49,78]. Our study also corroborates that people tolerate some silence in conversation but work to minimize it [57] and that delays of 0.5 to 1 second can cause significant problems [52,53]. We have added to this, providing a detailed account of the frequency and duration of breakdown and latency issues specific to video consultations, showing that, in line with studies of how overlapping talk is negotiated in face-to-face conversations [79,80], participants have strategies for dealing with these problems.

Previous work has shown that speakers typically rely on what phenomenologists refer to as reciprocity of perspectives [81], meaning that both parties assume that the other hears and sees what they hear and see. Any differences, as far as speakers can be aware, are assumed to be irrelevant until proven otherwise [82]. Our study is the first to explore the relevance of this in video consultations in clinical settings, with 29 cases identified in which participants acted as if there were no delays and were not aware that there was a delay. This meant not only that it took them longer to solve the problem of overlapping talk but also that when they used conventional strategies for solving overlapping talk, this could lead to new problems (Figure 3).

This has potentially significant implications for quality and safety, for instance, when communicating medication dosage.

Meaning of the Study

Our findings suggest that care is needed on the part of health care providers, commissioners, and policy makers in rolling out this new service model. Our own study and that of others has shown that video consultations appear to be largely safe and effective (albeit in a small sample of clinics and clinicians, and with patients identified by clinicians as suitable for a video consultation) [8,9,83], follow the conventional format of a face-to-face consultation, and any interactional challenges tend to be overcome. However, there is also a potential for significant problems, for instance, around miscommunication of dose or diagnosis, or misunderstandings because of technological breakdown.

Until recently, video consultations have tended to be an optional extra for many working in health services. The specter of COVID-19 has rapidly changed the landscape [84]. Clinicians and patients face a high risk of infection if they consult face-to-face, meaning that video consultations have significant advantages, both in cases where patients or clinicians are self-isolating because of symptoms of COVID-19 and where patients with other conditions are being seen remotely in an effort to reduce infection risks. In short, with a rapidly spreading disease, the pressure is on to reduce the number of people consulting face-to-face. Rolling out such a service at speed is, in some ways, similar to what we have studied in that many consultations are likely to involve dealing with routine, nonacute issues in a range of conditions with already known patients.

Before the COVID-19 pandemic, resources to support video consulting tended to be ad hoc and limited. In most cases, clinicians and patients were conducting video consultations without guidance for what works for which patients, clinical condition, or stage of diagnosis. That remains the case at the time of publication with, if anything, increased uncertainty about how video consultations can best be used as workflows are rapidly reorganized during the COVID-19 crisis. This lack of guidance means that clinicians and patients can run into unforeseen problems and communicative challenges that they may not know how to negotiate or easily resolve. Some problems potentially go unnoticed (eg, inadequate lighting misrepresents the patient’s condition in a remote physical examination), which poses potential risks to the patient.

Guided by the findings from this and previous studies and in collaboration with patients (see above), we have developed a suite of freely available resources for patients and clinicians (available online [85] and summarized in Multimedia Appendix 4). This includes guidance on setting up and running video consultations for patients and clinicians, sets of frequently asked questions, downloadable leaflets and posters, and an animation. Our original intention, before the COVID-19 epidemic, was to provide a generic resource that could support patients or clinicians in setting up and running a video consultation. This remains the case. However, guided by emerging evidence, we have adapted guidance to ensure accessibility and relevance for those using video calling during and beyond the COVID-19 pandemic.
Unanswered Questions and Future Research

Communication in video consultations is under-researched. Further qualitative work is needed to examine interactional issues across a broader range of settings, conditions, and populations to inform the development of video consultations and to support patients and clinicians who choose to use them. This includes other kinds of remote physical examination for other conditions and with other types of patients (including those like older people or those with frailty who typically need more health care consultations but have limited experience of video technology).

Questions remain about the extent of latency, its often subtle effects [80], and the implications of how overlapping talk is understood differently by each participant. Further work is needed to consider a wider range of overlapping talk and to gain detailed understanding of how latency affects conversational flow and may cause misunderstandings in video consultations.

There have been significant advancements in technology in recent years, enabling both standalone platforms (eg, Skype) and those dedicated to video consultations (eg, Attend Anywhere). Future studies should examine what, if any, technical and interactional benefits the latter bring, including improved peripherals (eg, better screens or webcams) and use of companion devices (ie, multiple devices in combination).

Conclusions

Video consultations are interactionally different from face-to-face consultations. The use of video technology has the potential to change the way in which patients and clinicians interact, particularly when problems with audio or video interrupt the usual flow of interaction or where a physical examination is required. The use of evidence-based guidance, combined with training and support, can help clinicians and patients to more quickly identify and work through technical problems and avoid the potential for significant misunderstanding. Such resources are likely to be essential if video consultations are to be delivered at scale.

Acknowledgments

The authors thank the staff and patients who participated in the VOCAL and OTQS studies and members of the study steering groups, especially Mrs Jenni Bowley, who chaired these. The authors also thank Chrysanthi Papoutsi, who collected some of the data at the clinician end of consultations in the OTQS study. This study was funded by the NIHR Research for Patient Benefit program (grant reference number PB-PG-1216-20012). The views expressed are those of the author(s) and not necessarily those of the NIHR or the Department of Health and Social Care. Development of guidance on doing a video consultation and the accompanying animation for patients was additionally supported by a Wellcome Trust Senior Investigator Award to TG (grant reference WT104830MA) and a Health Foundation grant (to support the extension of video consultations in England, scale-up improvement award to TG, SS, JW, and NHS partners). SS and TG are partly funded by the NIHR Biomedical Research Centre (BRC), Oxford, United Kingdom (grant reference number NIHR-BRC-1215-20008).

Authors’ Contributions

SV had the original idea of introducing virtual consultations at Barts Health and established the service as a pilot in 2010. CA introduced video consultations at Oxford University Hospitals Trust, piloting the service in 2016. CA is a clinical academic and cardiovascular lead for the Oxfordshire Clinical Commissioning Group. SB and SV are consultants, and JM is a senior project manager at Barts Health. All were involved in refining study design, facilitating access to the study sites, data collection, and patient engagement in the respective OTQS (Oxford) and VOCAL (Barts Health) studies. TG was the chief investigator of the OTQS and VOCAL studies. SS had the initial idea for combining data from VOCAL and OTQS and was the chief investigator for this study and (as such) its guarantor. She was involved in all aspects of study design, data collection and analysis, and writing; she drafted the first version of the paper. JW is a senior academic involved in all aspects of the research. He led ethical applications for VOCAL and OTQS, on the meso- and microelements of the VOCAL study and on data collection for OTQS. DC is a senior academic with expertise in sociolinguistics, and LMS is a postdoctoral researcher specializing in CA. Both contributed methodological perspectives on the analysis of language and communication. LS led microanalysis of video consultation data. All authors have reviewed and approved the final manuscript.

Conflicts of Interest

None declared.

Multimedia Appendix 1

Screenshot of Transana workspace.
[DOCX File , 289 KB - jmir_v22i5e18378_app1.docx ]

Multimedia Appendix 2

Transcriptions conventions for conversation analysis.
[DOCX File , 15 KB - jmir_v22i5e18378_app2.docx ]
References


Abbreviations

BRC: Biomedical Research Centre
CA: conversation analysis
COVID-19: coronavirus disease 2019
GP: general practitioner
NHS: National Health Service
NIHR: National Institute for Health Research
OTQS: Oxford Telehealth Qualitative Study
PAG: patient advisory group
QuARC: Qualitative Analysis of Remote Consultations
VOCAL: Virtual Online Consultations-Advantages and Limitations
Digital Care for Chronic Musculoskeletal Pain: 10,000 Participant Longitudinal Cohort Study

Jeannie F Bailey¹, PhD; Vibhu Agarwal², PhD; Patricia Zheng¹, MD; Matthew Smuck³, MD; Michael Fredericson³, MD; David J Kennedy¹, MD; Jeffrey Krauss²,³, MD

¹Department of Orthopaedic Surgery, University of California, San Francisco, San Francisco, CA, United States
²Hinge Health, Inc, San Francisco, CA, United States
³Division of Physical Medicine & Rehabilitation, Stanford University, Palo Alto, CA, United States

*these authors contributed equally

Corresponding Author:
Jeffrey Krauss, MD
Hinge Health, Inc
465 California St
14th Floor
San Francisco, CA, 94104
United States
Phone: 1 628 208 0776
Email: jeff.krauss@hingehealth.com

Abstract

Background: Chronic musculoskeletal pain has a vast global prevalence and economic burden. Conservative therapies are universally recommended but require patient engagement and self-management to be effective.

Objective: This study aimed to evaluate the efficacy of a 12-week digital care program (DCP) in a large population of patients with chronic knee and back pain.

Methods: A longitudinal observational study was conducted using a remote DCP available through a mobile app. Subjects participated in a 12-week multimodal DCP incorporating education, sensor-guided exercise therapy (ET), and behavioral health support with 1-on-1 remote health coaching. The primary outcome was pain measured by the visual analog scale (VAS). Secondary measures included engagement levels, program completion, program satisfaction, condition-specific pain measures, depression, anxiety, and work productivity.

Results: A total of 10,264 adults with either knee (n=3796) or low back (n=6468) pain for at least three months were included in the study. Participants experienced a 68.45% average improvement in VAS pain between baseline intake and 12 weeks. In all, 73.04% (7497/10,264) participants completed the DCP into the final month. In total, 78.60% (5893/7497) of program completers (7144/10,264, 69.60% of all participants) achieved minimally important change in pain. Furthermore, the number of ET sessions and coaching interactions were both positively associated with improvement in pain, suggesting that the amount of engagement influenced outcomes. Secondary outcomes included engagement levels, program completion, program satisfaction, condition-specific pain measures, depression, anxiety, and work productivity.

Conclusions: These results support the efficacy and scalability of a DCP for chronic low back and knee pain in a large, diverse, real-world population. Participants demonstrated high completion and engagement rates and a significant positive relationship between engagement and pain reduction was identified, a finding that has not been previously demonstrated in a DCP. Furthermore, the large sample size allowed for the identification of distinct pain response subgroups, which may prove beneficial in predicting recovery and tailoring future interventions. This is the first longitudinal digital health study to analyze pain outcomes in a sample of this magnitude, and it supports the prospect for DCPs to serve the overwhelming number of musculoskeletal pain sufferers worldwide.

(J Med Internet Res 2020;22(5):e18250) doi:10.2196/18250
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Introduction

Background
Chronic musculoskeletal pain has vast global prevalence [1] and annual costs in the hundreds of billions of dollars in the United States [2,3]. Musculoskeletal disorders are debilitating and may contribute to the opioid epidemic, as they are the most common noncancer indication for an opioid prescription in the United States [4-6]. Nonsurgical care, including exercise, education, and behavioral health, is universally recommended as the first-line treatment for the majority of chronic musculoskeletal conditions [7] given that it can achieve similar outcomes to surgery with reduced cost and lower risk [8,9]. However, conservative care has significant barriers to effective implementation and requires higher patient engagement to be successful [10,11]. Notably, conservative care administered in a clinical setting is also costly, and ongoing monitoring is often infeasible. Given the growing burden of chronic musculoskeletal pain, a scalable and effective mode of conservative care delivery is needed.

Digital health interventions have the potential to improve conservative care outcomes for chronic musculoskeletal pain by increasing patient engagement through electronic delivery of interventions. This approach can better enable patients to take a proactive role in their treatment and learn to self-manage their chronic pain symptoms. With the ubiquity of smartphones, low-cost sensor technology, and advanced analytical approaches to assess complex health care data, the prospect of digital technology for improved patient care is apparent and is reflected in the growing number of clinical trial protocols and review papers on the topic [12]. Digital therapies are shown to be effective for improving outcomes associated with conditions requiring self-management and behavioral change, such as type 2 diabetes [13], hypertension [14], and insomnia [15]. In addition, patient willingness to seek surgical treatment is shown to decrease following participation in a digital care program (DCP) [16]. Chronic pain, although often difficult to diagnose and treat clinically, is also shown to improve with the aid of digital therapy [10]. For chronic musculoskeletal pain specifically, the DCP in this study was previously evaluated in two randomized control trials and demonstrated effectiveness for improving pain and disability associated with knee pain [17] and low back pain [18]. Although these previous musculoskeletal pain studies show potential for a digital therapeutic approach to improve outcomes, they are limited in sample size (<200 subjects) and real-world effectiveness has yet to be shown. In this study, we assessed engagement and subject-reported outcomes over a 12-week period following enrollment in the DCP in a sample of over 10,000 users with chronic knee or back pain.

Objectives
This study had two objectives. First, we sought to determine whether the DCP is scalable and effective in a large sample of real-world patients. Given the magnitude of the chronic musculoskeletal pain population, scalability is one of the greatest potential benefits of a DCP, so the efficacy of a DCP in a large sample of real-world patients is important to assess. Key questions include if high levels of engagement can be sustained and if efficacy demonstrated in smaller randomized control trials is maintained in the larger real-world population. On the basis of results from the smaller randomized control trials, we hypothesized that the DCP would improve subject-reported pain over a 12-week period and that engagement with the DCP would be a necessary factor for improvement. A scalable digital intervention for engaging patients with safe conservative therapies for lasting self-management would have the potential to reduce the economic burden and improve the quality of life for a large population of patients.

Second, we sought to analyze the large dataset generated from the DCP to generate novel insights into patient recovery trajectories, which would create an opportunity to develop personalized interventions for individual patients. Little is known about the patient-specific response and rate of improvement for chronic musculoskeletal pain between clinical visits. Patients are typically assessed by clinicians during initial evaluations and, then, at follow-up appointments that may be weeks or months apart. A DCP enables regular (eg, weekly) collection of subject-reported outcomes throughout the recovery process. Statistical modeling methods can then be applied to these large longitudinal datasets to assess the rate of change in outcomes and if baseline data can predict recovery response. In this study, we used statistical modeling on a large longitudinal sample to evaluate nonlinear changes in pain over time and predict subject-specific pain response groups (rapid vs gradual) from baseline demographic data. Understanding how pain improves over time would inform our knowledge of pain recovery, identify variables associated with recovery, and allow for better care of patients unlikely to have rapid pain responses.

Methods

Study Design
This was a retrospective cohort study of consecutively recruited participants. Employees and their dependents at 30 participating employers across the United States were invited to complete a web-based application to participate in the Hinge Health DCP. Employees were diverse and included both office and service-based roles such as data analysts, manual laborers, truck drivers, catering staff, and outdoor instructors. Participants with low back or knee pain were recruited through email, direct mail, and posters. The trial was approved by the Western Institutional Review Board and complied with all ethical regulations. Participants provided informed consent and completed the intervention remotely. Each participant participated in 1 of 2 digital care pathways: 1 for chronic knee pain and the other for chronic low back pain. The only differences between the 2 pathways were the specific exercise regimens and some condition-specific education materials (eg, anatomy and surgical options). To mitigate the risks of selection bias, we included all
participants who had registered in the Hinge Health program by the cutoff date (May 6, 2019). We were able to verify that the study sample provided adequate power (after correcting for intrusor clustering effects, a sample size of 10,000 gave us a power of 0.97 to detect a 5-point change in our primary outcome with a type I error rate of 0.01). A summary of the key attributes of the cohort is provided in Table 1.

Inclusion criteria to qualify for participation in the DCP included being ≥18 years and not >80 years at the time of enrollment, having at least 12 weeks of back or knee pain, and having a baseline visual analog scale (VAS) score for pain greater than 0. Additional inclusion criteria for this study included starting the DCP, defined as completing at least one exercise session or reading 1 educational paper in the first 2 weeks following registration. Participants were excluded during registration by completing a screening questionnaire, which rejected patients with red flag symptoms, including signs of fracture, joint instability, infection, cancer, and cauda equina syndrome. Thus, this study included all consecutively qualified participants who enrolled in the DCP between February 6, 2017, and May 6, 2019, meeting the above inclusion and exclusion criteria.

Table 1. Demographics and outcome measures (N=10,264).

<table>
<thead>
<tr>
<th>Variables</th>
<th>Baseline Overall</th>
<th>Baseline Back pain (n=6468)</th>
<th>Baseline Knee pain (n=3796)</th>
<th>Final Overall</th>
<th>Final Back pain (n=6468)</th>
<th>Final Knee pain (n=3796)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>43.57 (11.14)</td>
<td>42.58 (10.91)</td>
<td>45.26 (11.33)</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>BMI, mean (SD)</td>
<td>30.25 (7.42)</td>
<td>29.76 (7.11)</td>
<td>31.09 (7.84)</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Gender</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female, n (%)</td>
<td>5132 (50.00)</td>
<td>4981 (48.53)</td>
<td>5388 (52.49)</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Measures, mean (SD)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pain (VASb)</td>
<td>45.13 (22.42)</td>
<td>45.81 (22.16)</td>
<td>43.98 (22.81)</td>
<td>14.24 (15.31)</td>
<td>14.23 (15.12)</td>
<td>14.33 (15.59)</td>
</tr>
<tr>
<td>PHQ-9c</td>
<td>3.05 (5.34)</td>
<td>3.35 (5.49)</td>
<td>2.54 (5.04)</td>
<td>1.85 (3.97)</td>
<td>2.12 (4.12)</td>
<td>1.43 (3.38)</td>
</tr>
<tr>
<td>PHQ-9d</td>
<td>12.01 (4.61)</td>
<td>11.99 (4.56)</td>
<td>12.06 (4.73)</td>
<td>5.05 (5.72)</td>
<td>5.10 (5.73)</td>
<td>4.95 (5.70)</td>
</tr>
<tr>
<td>GAD-7e</td>
<td>3.93 (5.50)</td>
<td>4.39 (5.69)</td>
<td>3.15 (5.08)</td>
<td>2.21 (3.83)</td>
<td>2.48 (3.99)</td>
<td>1.77 (3.51)</td>
</tr>
<tr>
<td>GAD-7f</td>
<td>11.49 (4.10)</td>
<td>11.56 (4.13)</td>
<td>11.32 (4.04)</td>
<td>4.78 (5.05)</td>
<td>4.84 (5.01)</td>
<td>4.65 (5.12)</td>
</tr>
<tr>
<td>One-year surgery likelihood (0-100)</td>
<td>12.67 (21.55)</td>
<td>9.07 (17.89)</td>
<td>18.80 (25.51)</td>
<td>4.14 (12.44)</td>
<td>2.88 (9.26)</td>
<td>6.26 (16.1)</td>
</tr>
<tr>
<td>WPAIg</td>
<td>31.74 (26.79)</td>
<td>34.12 (26.37)</td>
<td>27.54 (27.02)</td>
<td>11.45 (15.60)</td>
<td>12.24 (15.58)</td>
<td>10.17 (15.57)</td>
</tr>
<tr>
<td>KOOS—painb</td>
<td>N/A</td>
<td>N/A</td>
<td>15.23 (6.66)</td>
<td>N/A</td>
<td>N/A</td>
<td>10.04 (5.81)</td>
</tr>
<tr>
<td>Modified von Korff</td>
<td>N/A</td>
<td>15.95 (5.03)</td>
<td>N/A</td>
<td>7.75 (5.44)</td>
<td>N/A</td>
<td></td>
</tr>
</tbody>
</table>

aN/A: not applicable.
bVAS: visual analog scale.
cPHQ-9: patient health questionnaire 9-item scale.
dThe mean and SD of the scores in depressed (PHQ-9>5) subjects.
eGAD-7: generalized anxiety disorder 7-item scale.
fThe mean and SD of the scores in anxious (GAD-7>5) subjects.
gWPAI: work productivity and activity impairment.
hKOOS—pain: knee injury and osteoarthritis outcome score—pain subscale.

Digital Care Program
Following registration, participants received a tablet computer via mail with the Hinge Health app installed, along with 2 Bluetooth wearable motion sensors with straps and instructions to be placed above and below the painful region during the in-app exercise therapy (ET). In the lower back program, a sensor was placed on the posterior lower back and anterior chest, and for the knee program, a sensor was placed over the anterior tibia and thigh. Sensors utilized standard accelerometer and gyrometer technology (InvenSense MPU-6050, TDK Electronics, Tokyo, Japan) and were used to objectively monitor compliance and performance of exercises. ET sessions comprised light-intensity stretching and strengthening exercises commonly used in clinical practice. The ET sessions were administered using animations and instructional videos to demonstrate how to perform each exercise. While performing the exercise, the app then displayed real-time graphics showing the position of the user’s relevant body parts based on the wearable sensors and indicated if the exercise was within the
desired range of movement (see Multimedia Appendices 1 and 2).

Participants were assigned a personal coach and communication was performed via text message, email, or in-app messaging throughout the DCP. Health coaches completed certification through a coaching school approved by the National Board for Health & Wellness Coaching. Coaches attempted to interact with participants via their preferred communication method at least weekly. Phone calls with the coach were also offered to participants up to 3 times during the DCP. Each participant was also placed on a peer support team of 20-30 participants that utilized a discussion forum within the app, as previous qualitative research showed this to be an important feature [19].

All app participation was completed remotely, at times and places chosen by the participant. Each week, participants were instructed to complete at least three sessions of sensor-guided ET, read 2 education papers, and log their symptoms at least twice. Participants were able to complete more ET sessions or read more education papers if desired. Behavior change topics were addressed through education papers and brief interactive modules, and focused on common cognitive behavioral therapy topics, including catastrophizing, active coping methods, and fear avoidance. Additional behavior change mechanisms used in the program included goal setting and tracking. Finally, participants were encouraged to engage in 3 aerobic exercise activities per week and perform up to 4 brief modules based on cognitive behavioral therapy between weeks 3 and 9. Each participant also maintained access to treatment as usual. The app was developed, owned, and sponsored by Hinge Health, Inc.

Outcomes

The primary outcome was VAS pain for the question “Over the past 24 hours, how bad was your [back/knee] pain?” from 0 (none) to 100 (worst imaginable). This was asked weekly during the 12-week period immediately after an ET session, and participants also had the option to report VAS unprompted, for a total of up to 2 pain scores per week. Our definition of a minimally important change in VAS pain was a 30% or 20-point decrease from baseline. Secondary outcomes included the patient health questionnaire 9-item scale (PHQ-9, 0-27) for depression, the generalized anxiety disorder 7-item scale (GAD-7, 0-21) for anxiety, the work productivity and activity impairment (WPAI) scale, the knee injury and osteoarthritis outcome score—pain subscale (KOOS—pain, 100-0) for knee pathway participants, the Modified von Korff scale (MvK, 0-100) for back pathway participants [20,21], and surgery likelihood (“What do you think are the chances you’ll have [back/knee] surgery in the next year, in %?”). These secondary outcomes were collected at baseline, 6-weeks, and 12-weeks. Other baseline measurements obtained at week 0 consisted of participants’ age, gender, and BMI. Participants’ engagement with the DCP was measured by recording the number of ET sessions completed, the number of coaching interactions, and the number of education papers read. Each coaching interaction was further categorized as participant-to-coach or coach-to-participant; phone calls with a coach were not recorded as an interaction. Program satisfaction was asked at week 12 (“On a scale of 0-10, how likely is it that you would recommend the Hinge Health program to a friend or colleague?”, 0-10).

Statistical Analysis

The distribution of gender and BMI in the knee and back pathways were compared using 2-sided Fisher’s exact test and Mann-Whitney test, respectively. The association of baseline variables with program completion status was modeled using a logistic regression model and Wald’s confidence intervals for the odds ratios (ORs) estimated. Exploratory analyses visualized the relationship between overall pain reduction over the course of the DCP and the total number of ET sessions (grouped in equi-sized bins assuming an average of 35 ET sessions for program completers). VAS pain trends were modeled using piecewise linear regression splines. Intersubject variability in the rate of change was modeled through random effects and used a first-order auto-regression correlation structure to model within-subject correlation in residuals. Optimal knot locations for the spline were determined by a cross-validation procedure that evaluated model fit on a grid of knot locations. The fixed effects were estimated using a linear mixed-effects model (Multimedia Appendix 3). Significance (P value) evaluation was based on Wald t values with a Satterthwaite correction. For pain-response subgroup analysis, a Gaussian mixture model was fitted to the estimated spline coefficients to discover clusters corresponding to subgroups within the cohort, each with a distinct pain reduction trend. Adjusted ORs were computed to understand the association between participants’ characteristics and the representative pain reduction trends for each subgroup. Finally, classification algorithms were trained to distinguish the 3 response groups based on the participants’ demographic and baseline measurements alone, and performance was evaluated using 5-fold cross-validation. All analyses were performed using R statistical computing software.

Results

Participant Demographics and Digital Care Program Completion

Of the 10,264 DCP participants, 6468 self-reported back pain and were enrolled in the back-pain pathway and 3796 self-reported knee pain and were enrolled in the knee-pain pathway. The average age was 43.6 years, and the average BMI was 30.25. The proportion of female participants in the DCP was 50.00% (5132/10,264). Compared with the back-pain pathway, BMI was 1.3 kg/m² higher ($P<.001$) and the proportion of female participants was 3.9% higher ($P<.001$) in the knee-pain pathway. The difference in mean age between pathways was not significant (Table 1).

In all, 73.04% (7497/10,264) of the participants completed the DCP (referred to as completers), defined as completing at least one exercise session or reading 1 educational paper in weeks 9-12. Older users were more likely to complete the DCP (OR 1.037, 95% CI 1.03-1.04), whereas those with a higher BMI were less likely to complete the DCP (OR 0.973, 95% CI 0.97-0.98). No other baseline measures were significantly associated with completion (Multimedia Appendix 3). On average, completers engaged in 10.45 weeks with 35.02 ET
sessions and 19.39 education sessions. Table 2 summarizes the engagement by pathway for all participants and completers. No injuries or other adverse effects of DCP engagement other than temporary discomfort were reported.

Table 2. Mean engagement and SD for the full cohort and for completers by pathway (N=10,264).

<table>
<thead>
<tr>
<th>Variables</th>
<th>All Overall</th>
<th>Back pain</th>
<th>Knee pain</th>
<th>Completers Overall</th>
<th>Back pain</th>
<th>Knee pain</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of participants, n (%)</td>
<td>10,264 (100.00)</td>
<td>6468 (63.02)</td>
<td>3796 (36.98)</td>
<td>7497 (73.04)</td>
<td>4676 (72.29)</td>
<td>2821 (74.32)</td>
</tr>
<tr>
<td>Weeks engaged (ET\textsuperscript{a} session or education session), mean (SD)</td>
<td>8.46 (3.9)</td>
<td>8.36 (3.92)</td>
<td>8.63 (3.86)</td>
<td>10.45 (2.15)</td>
<td>10.39 (2.17)</td>
<td>10.54 (2.1)</td>
</tr>
<tr>
<td>ET sessions per week, mean (SD)</td>
<td>2.93 (1.47)</td>
<td>2.85 (1.46)</td>
<td>3.05 (1.47)</td>
<td>3.26 (1.39)</td>
<td>3.18 (1.41)</td>
<td>3.4 (1.34)</td>
</tr>
<tr>
<td>Total ET sessions, mean (SD)</td>
<td>27.43 (20.56)</td>
<td>26.48 (20.45)</td>
<td>29.04 (20.65)</td>
<td>35.02 (18.68)</td>
<td>34.04 (18.86)</td>
<td>36.65 (18.25)</td>
</tr>
<tr>
<td>Education sessions per week, mean (SD)</td>
<td>2.24 (1.55)</td>
<td>2.2 (1.55)</td>
<td>2.31 (1.56)</td>
<td>2.44 (1.28)</td>
<td>2.4 (1.27)</td>
<td>2.5 (1.3)</td>
</tr>
<tr>
<td>Total Education session, mean (SD)</td>
<td>15.33 (13.27)</td>
<td>14.81 (13.00)</td>
<td>16.24 (13.67)</td>
<td>19.39 (12.92)</td>
<td>18.84 (12.71)</td>
<td>20.29 (13.20)</td>
</tr>
<tr>
<td>Coach interactions per week, mean (SD)</td>
<td>7.03 (3.21)</td>
<td>6.99 (3.09)</td>
<td>7.09 (3.39)</td>
<td>7.23 (3.25)</td>
<td>7.21 (3.15)</td>
<td>7.27 (3.4)</td>
</tr>
<tr>
<td>Total coach interactions, mean (SD)</td>
<td>84.08 (43.3)</td>
<td>83.55 (42.02)</td>
<td>84.97 (45.36)</td>
<td>91.47 (43.42)</td>
<td>91.03 (42.33)</td>
<td>92.19 (45.16)</td>
</tr>
</tbody>
</table>

\textsuperscript{a}ET: exercise therapy.

### Longitudinal Changes in Pain

On the basis of a linear mixed effects model, the estimated mean reduction in pain by week 12 was 68.45% (30.89 points). Participants' pain scores changed nonlinearly over time (Figure 1). The mean change in pain scores per week (adjusted for sex, pathway, baseline age, BMI, anxiety, and depression scores) was 15.96 points for week 1 ($P<.001$) and 1.11 points per week for weeks 6-12 ($P<.001$) but was not significant for weeks 2-5. The conditional and marginal R-squared statistics [22] for our model were 0.94 and 0.54, respectively.

Minimally important change from baseline pain (defined as either a VAS pain reduction of 20 points or 30% with respect to baseline) was achieved by 78.60% (5893/7497) of completers and 69.60% (7144/10,264) of all participants. Completers demonstrated greater pain reduction than noncompleters (Figure 1, top right) with an increased mean reduction rate of 0.48 points per week (SE 0.14) in weeks 2-5. Final pain reduction was nearly identical for both male and female genders (Figure 1, bottom left). However, there was a significantly higher mean pain reduction rate for male participants in the first week (mean difference=0.89 points per week, SE 0.46), and lower mean reduction rates in weeks 2-5 (difference=0.47 points per week, SE 0.09) and weeks 6-12 (difference=0.22 points per week, SE 0.05). Compared with the knee pathway, the back pathway was associated with a higher mean pain reduction rate (difference=3.1 points per week, SE 0.48) in the first week, but the pathway was not a significant variable in later weeks (Figure 1, bottom right).
Effect From Engagement

Increasing levels of ET engagement in the DCP were associated with greater reductions in VAS pain score (P<.001; Figure 2). Notably, the relationship between the change in pain score and the number of ET sessions was nonlinear, with initial ET sessions contributing a higher proportion of the mean reduction achieved. The rate of reduction (adjusted for gender, pathway, baseline age, BMI, anxiety, and depression scores) for the initial 10 ET sessions was 1.9 VAS points per session (SE 0.2; P<.001).

The number of weekly coach interactions was also associated with a reduction in pain with a mean reduction of 0.18 VAS points per interaction (SE 0.06; P=.003) for the first 30 interactions. The number of participant-to-coach interactions, specifically, was associated with a mean rate of reduction in pain of 0.30 VAS points per interaction (SE 0.1; P=.003) for the first 20 interactions. The number of coach-to-participant interactions was not significantly associated with pain reduction.
Figure 2. Association between pain reduction and ET sessions. Bar plots show the mean reduction in pain achieved over the DCP grouped by the total number of ET sessions. Error bars indicate 1 SE of the mean. DCP: digital care pathway; ET: exercise therapy; VAS: visual analog scale for pain.

Mental Health and Other Secondary Outcome Measures

For participants categorized as having depressive symptoms (PHQ-9 ≥ 5) at baseline, the mean baseline PHQ-9 score was 12.01 and decreased by 57.9% to 5.05 at week 11 (P < .001). Differences between the pathways were not significant. The percentage of patients with depressive symptoms at baseline and at the end of the study was 21.1% and 11.4%, respectively. For participants categorized as having anxiety symptoms (GAD-7 ≥ 5) at baseline, the mean baseline GAD-7 score was 11.49 and decreased by 58.3% to 4.78 at week 11 (P < .001). The back pathway participants had a 0.46 point (P < .001) greater mean GAD-7 reduction than those in the knee pathway. The percentage of patients with anxiety symptoms at baseline and the end of the study was 28.3% and 14.2%, respectively (PHQ-9 and GAD-7 values at week 6 were carried forward to impute missing values at week 12).

With respect to baseline, the mean surgery likelihood score decreased by 67.4% (8.15 points, P < .001) overall, and by 66.8% and 68.2% for knee and back pathway participants, respectively. The mean KOOS—pain decreased by 33.9% (5.19 points, P < .001) in knee pathway participants and the mean MvK decreased by 51.4% (8.20 points, P < .001) in the back pathway participants. The within-participant correlation coefficients for KOOS—pain and MvK scores (with VAS pain) were 0.59 (95% CI 0.58-0.61) and 0.80 (95% CI 0.79, 0.81), respectively, indicating strong correlations between the primary and secondary pain variables. The mean WPAI score decreased by 63.94% from baseline (20.29 points, P < .001). The DCP final satisfaction score was 8.97/10 with a net promoter score of +64/100.

Distinct Pain Response Groups

Intersubject variation in pain reduction trends motivated a subgroup analysis of pain response, and 3 distinct response groups emerged (Figure 3). Participants with high pain at baseline and gradual improvement were designated as high gradual (HG). Participants with high baseline pain but a rapid decline were labeled high rapid (HR), and those with low baseline pain and gradual response were labeled low gradual (LG). All LG participants had baseline pain below 50. HR participants had the highest mean pain reduction over the duration of the DCP (48.8 points, 80.0%), followed by the HG (33.3 points, 54.1%) and LG group (15.3 points, 64.0%).
Figure 3. Pain response subgroups. Pain reduction trend clusters obtained by fitting a 3-component GMM identified 3 subgroups (HG, HR, and LG response). (Top left) 2D density plot of the first 2 principal components of the fitted splines shows each of the 3 subgroups. (Bottom left) Curves denoted by their respective principal components 1 and 2 are assigned to a cluster based on maximum posterior likelihood. (Right) Random sample of pain reduction trends colored by subgroup and the respective mean trends. 2D, 2 dimensional; GMM, Gaussian Mixture Model; HG, high-gradual; HR, high-rapid; LG, low-gradual.

Relative to the HR response, female participants had 17.3% ($P=.002$) higher odds of an HG response (Figure 4). The odds of an HG response also increased by 3.1% ($P<.001$) per unit increase in BMI and increased by 2.2% ($P=.001$) and 2.1% ($P=.002$) per unit increase in PHQ-9 and GAD-7, respectively.

Classification of response groups based on baseline attributes achieved a mean accuracy of 76% (SE 0.3%) using a random forest algorithm, evaluated using 5-fold cross-validation. The classifier had a mean area under the precision-recall curve of 68.92% (SE 2.04%). Nearly equal numbers of participants belonged to the HR and HG response groups. Subgroup analysis details are provided in Multimedia Appendix 3.
Discussion

Principal Findings

This study demonstrated the positive effect of a 12-week DCP on chronic musculoskeletal pain outcomes in a large sample of real-world patients. Specifically, participants experienced a 68.5% average improvement in VAS pain between baseline and 12 weeks, and 78.60% (5893/7497) of program completers (7144/10,264, 69.60% of all participants) achieved clinically meaningful improvement. Completion was high, with 73.04% (7497/10,264) of participants reaching the final month, and completers engaged in a mean of 35.0 ET sessions, 19.4 education sessions, and 91.5 coach interactions during the DCP. It is well known that unless a digital health intervention fits into users’ daily lives, only a small proportion of all participants who sign up actually complete the program [23,24]. The exceptional completion rate of our study may be due to the multipronged strategy of our DCP that uses both a digital and a human interface to engage with participants. Furthermore, both the number of ET sessions and participant-to-coach interactions were positively associated with improvement in pain, supporting that the level of participant engagement influenced outcomes. These results support the effectiveness of a DCP for musculoskeletal pain in the real-world setting, and the large sample size supports the prospect for scalability to serve a large number of chronic low back and knee pain sufferers worldwide.

Comparison With Literature

The observed 68.5% average improvement in VAS pain in this DCP outperforms the pain reduction effect sizes observed in a variety of conservative care interventions with similar timeframes. For pain associated with knee osteoarthritis, comparable conservative care interventional studies demonstrate an average improvement in VAS pain of 19%-48% [25-28]. For low back pain, comparable studies demonstrate average improvements in VAS pain of 29%-53% [29-34]. Similarly, a systematic review of randomized clinical trials for low back pain showed a within-group standardized mean difference of 1.07 (95% CI 0.87-1.27) for pain reduction at 13 weeks [35], whereas a standardized mean difference of 1.37 (95% CI
1.33-1.40) for pain reduction at 12 weeks was observed in this study. Not only does this study demonstrate greater improvement in pain for both knee and low back pathways but it also has a much larger sample size than previous studies, which typically did not exceed 100 subjects. Furthermore, this study found a strong correlation between changes in VAS pain and secondary pain measures (KOOS—pain for knee and MvK for back), further supporting the validity of the VAS pain measurements. Finally, compared with other studies utilizing therapeutic exercise for chronic pain, this study demonstrated a similar lack of adverse events. This is likely attributable to the benefits and safety of light intensity stretching and strengthening exercises, and in this study may also be due to the exercise guidance provided by the wearable sensors.

Patient Engagement

Notably, most previous studies have occurred in traditional clinical settings, where multiple barriers prevent both patients and clinicians from engaging in conservative care [36]. For example, adherence of chronic low back pain patients to home exercises prescribed from traditional physical therapy ranges from 30% to 50% and remains a significant challenge for administering effective care [37,38]. A primary benefit of a digital care approach for chronic musculoskeletal pain is the ability to engage patients with their treatment and self-management. Smartphone apps can cost-effectively deliver education and encourage healthy behaviors, whereas sensors can provide exercise guidance and track engagement [39]. The DCP in this study engaged 73.04% (7497/10,264) of users to completion, with completers engaging in 10.5 of the 12 weeks, including 3.3 ET sessions, 2.4 education papers, and 7.2 coach interactions per week (mean ET sessions 2.9, mean education sessions 2.2, and 7.0 coach interactions per week among all participants). Notably, this study demonstrated an association between pain improvement and both the number of ET sessions and the number of coach interactions, suggesting that the level of participant engagement impacted the results. Specifically, the first 10 ET sessions and the first 30 coach interactions were the most influential in pain improvement. Of note, a recent study evaluating a DCP in a similar population showed lower engagement and no relationship between exercise and pain reduction, suggesting that specific program implementation details (ie, sensor-guided exercises and health coaching) may have a large effect on outcomes [40].

Mental Health Outcomes

Depression and anxiety are known to often occur in patients with chronic musculoskeletal pain [41], so the effects of this DCP on symptoms of depression and anxiety were also assessed. Behavioral health coaching and education on cognitive behavioral therapy concepts were key elements of the DCP’s multimodal digital care approach. A large body of research confirms the effect of psychological factors, such as depression and anxiety, on chronic pain [42,43]. In particular, an association between chronic low back pain and psychological factors has been shown, and related therapeutic approaches, including cognitive behavioral therapy and mindfulness-based stress reduction, have demonstrated effectiveness for back pain reduction [44]. This study showed that outcomes for participants with symptoms of depression and anxiety decreased on average by 57.9% and 58.3%, respectively, over the course of the DCP. This suggests a strong relationship between mental health and pain improvement; however, a causal relationship between these entities cannot be determined. Notably, mental health improvements were very similar across knee and back pathways, whereas a small difference (0.46 points) in GAD-7 outcomes was noted. This is unlikely to be clinically meaningful. Future work will further explore the effect of coaching and other behavioral health support on pain and functional outcomes.

Predicting Pain Response

In addition to clinical effectiveness, another potential benefit of a DCP is the insight gained from longitudinal tracking of outcome data in large populations. The large sample size in this study, combined with data collection at regular and relatively frequent time intervals, enabled the discovery of distinct clusters of pain response trajectories over time. Participants were classified as gradual versus rapid pain responders, and patient-specific features that influenced the likelihood of pain response category were identified. By clustering distinct trends in pain response over time for each subject, we specifically uncovered 3 distinct pain response subgroups. Two groups had high baseline pain but differed in the rate of recovery (rapid vs gradual), whereas the third group had low baseline pain with gradual recovery. Notably, we were able to forecast with 76% accuracy which of these pain response groups a user would fall into based on their baseline information. Looking specifically at the 2 groups with high baseline pain, the rapid response was more likely to occur in male participants, those with lower BMI, or those with lower depression or anxiety scores. These pain response groups enable a better understanding of temporal changes in pain during the rehabilitation process and may ultimately help to identify pain recovery mechanisms. Furthermore, continued research into response patterns may ultimately allow for a more personalized approach to care, including more accurate prognosis and additional treatment options for patients likely to have a more gradual recovery.

Strengths and Limitations

This study has several limitations, including the lack of a control group and the lack of physical function outcomes. Notably, previous randomized trials of this DCP on smaller populations (N<200) demonstrated positive effects on pain and functional outcomes (Oswestry disability index, KOOS—physical function short form) compared with control groups [17,18]. This study assessed outcomes in a sample of more than 10,000 users and demonstrated similar effectiveness. Another limitation of this study is the lack of long-term outcomes, and future studies should assess if participants are able to sustain healthy behaviors and self-management promoted in the DCP. Some potentially important demographic variables (ie, education, ethnicity, income, and smoking status) and medical history variables (ie, diabetes, hypertension, and mental health) were not obtained. Finally, this study was conducted through employers, which limits the applicability to clinical settings with higher proportions of uninsured, elderly, or work-disabled patients. However, this study was conducted with employees from 30 different companies across the United States and included a...
wide diversity of job types (eg, truck drivers, manual laborers, office workers), suggesting that the findings are applicable to a broad population. In addition, older patients were more likely to complete the program than younger ones, emphasizing that digital health tools are not only useful to the younger population.

The strengths of this study include the large sample size in the real-world setting, which demonstrated scalability and enabled the discovery of unique features, such as distinct pain response clusters in longitudinal real-world data. In addition, this study had similar age and sex distributions for knee and back pain participants, enabling direct comparison of the separate knee and back pathways. The average pain response for these separate pathways was quite similar (Figure 1), which is notable given the assumed underlying pathological differences between knee and back pain, but supports recent work urging practitioners to move beyond separating body regions when managing chronic musculoskeletal pain [45]. Finally, this study demonstrates significant improvements in self-reported workplace productivity (WPAI, 61.5% improvement) and surgery likelihood (67.4% reduction), suggesting that a DCP may have considerable economic benefits.

Future Directions
DCPs may ultimately be used to complement clinical musculoskeletal practice, and further research is warranted on their use by patients and providers. This study supports the efficacy and scalability of a DCP for facilitating safe conservative care and promoting healthy behavior change. However, critical reviews have identified a lack of external and long-term validation of digital health tools [46]. Many previous studies on digital interventions for chronic low back pain have presented unconvincing results [47]. Given that digital health tools are typically developed in the private sector, and good clinical research can be time-consuming and challenging, we see a need for collaborative efforts between industry and academic medicine to optimize digital health technologies for effective conservative care implementation, adoption, and access in the broad, real-world population with musculoskeletal pain.

Conclusions
This study supports the efficacy and scalability of a DCP for chronic low back and knee pain in a large, real-world population. Participants demonstrated very high completion and engagement rates, and a significant positive relationship between engagement and pain reduction was identified. This is the first longitudinal digital health study to analyze musculoskeletal health outcomes in a sample of this magnitude, and it supports the prospect for DCP scalability to serve the overwhelming number of chronic back and knee pain sufferers worldwide. Furthermore, the large sample size enabled the prediction of rapid versus gradual pain response from baseline information, which may prove beneficial for prognosis and tailoring future interventions.
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Abstract

Background: Research has shown that text-based communication via telemedicine will continue to be a mode of communication that patients and physicians use in the future. However, very few studies have examined patients’ perspectives regarding the increased use of text-based communication versus face-to-face (FtF) communication.

Objective: This study aimed to understand and compare the potential differences in patients’ perceptions of communication effectiveness with their physicians through different modes of communication.

Methods: We conducted a web-based survey of 345 patients to explore the impact of different channels on effective communication and perceived health behavior and outcomes. We tested the impact of patients’ perceived communication and media effectiveness on their self-efficacy, communication satisfaction, and perceived health outcomes, separately for text-based information technology (IT)–mediated communication and FtF communication. Furthermore, we conducted a group comparison to identify significant differences across these 2 groups.

Results: We found no significant differences between patients’ perceptions of effective communication using either IT-mediated communication or FtF communication with their physicians. However, we found significant differences in patients’ perception of media effectiveness: patients perceived FtF communication to be a more favorable medium ($P = .02$). Interestingly, we found no significant difference in terms of benefits ($P = .09$) and success ($P = .08$) of IT-mediated communication versus FtF communication.

Conclusions: The results of this study imply that patients can achieve the same level of communication effectiveness with their physicians using IT-mediated communication as they would in comparable FtF interactions, but patients view FtF communication to be a more favorable medium than IT-mediated communication.

(J Med Internet Res 2020;22(5):e16965) doi:10.2196/16965
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Introduction

Effective Communication Between Patients and Physicians

Effective communication with physicians is especially important for all patients and specifically for patients with chronic diseases, as these conditions require long-term continuous care [1]. Studies have shown that effective communication facilitates improvements in patients’ physical health outcomes, self-care efficacy, and self-care management [2]. According to the Centers for Disease Control and Prevention, 60% of adults in the United States suffer from at least one chronic disease and 40% suffer from two or more. These patients account for 90%
of the US $3.3 trillion annual health care costs. Managing the symptoms of chronic disease can help to reduce these costs significantly.

In recent years, patients’ and providers’ use of technology has been gaining more prevalence as patients communicate more regularly with their physicians using technology [3] and an emphasis has been placed on telemedicine. According to a report by the American College of Surgeons [4], physicians no longer make house calls, and for a growing number of patients, text messaging and telemedicine have become alternatives to phone calls and traditional office visits. Several studies have shown patients’ use of email, patient portals, and secure messaging to communicate with their physicians [5]. Research has also examined how information technology (IT)–mediated communication among patients with chronic disease can improve their health outcomes [6,7] and how media differ in effectiveness according to the communication process for which they are used (eg, scheduling an appointment and discussing acute symptoms). However, few studies have examined if patients’ perceptions of communication effectiveness differ between IT-mediated communication and face-to-face (FtF) communication. Existing research mainly examined differences between FtF communication and video and voice communication [8-10]. Research about patients’ perceptions of text-based IT-mediated communication is limited. Therefore, it is unclear if patients perceive the quality of care that is delivered FtF differently from text-based communication. As text-based IT-mediated communication is gaining more popularity [11], it is imperative to investigate how it impacts effective patient-physician communication. This gap in the literature creates an opportunity for health IT scholars to understand patients’ perspectives regarding the effectiveness of text-based IT-mediated communication. Thus, we examine if patients’ perceptions of communication effectiveness differ for FtF communication versus text-based IT-mediated communication.

Effective patient-physician communication is also an important factor in patient satisfaction, self-care efficacy, and perceived health management outcomes. Patients who experience effective communication with providers report greater satisfaction [12], self-care efficacy [13], and perceived health management outcomes [14]. These outcomes of effective communication are important, as patients who manage their health can improve their quality of life and reduce health care costs. Therefore, we also examine how perceptions of communication effectiveness facilitate patient satisfaction, self-care efficacy, and health management outcomes.

To date, researchers have studied the design, adoption, and use of information systems in health care extensively from the organizational and health provider perspective. However, there is paucity in understanding how the use of these emerging technologies can be compared with the use of traditional FtF models of care among patients. As effective communication can improve the quality of care for patients by empowering their self-care efficacy and health management, it is critical to understand patients’ perceptions of effective communication using different channels and how it impacts their satisfaction, self-care efficacy, and health management outcomes. This study begins by reviewing relevant communication theory and health communication literature to understand the role that media play in patients’ perceptions of effective communication. Next, it presents 2 competing models of effective communication, followed by the details and results of a national cross-sectional survey that tested them.

**Background**

IT-mediated communication has the potential to improve cost-effectiveness, quality, and accessibility of health care services [15-18]. Several studies have reported on telemedicine and telehealth in terms of its acceptance [19,20], adoption [21-23], compliance [24], quality [25], and trust [26]. Yet, it is unclear how the quality of patient-physician interactions differs between traditional FtF interactions and text-based interactions. Most research that has examined differences in FtF interactions and IT-mediated interactions has compared video and phone consultations with FtF consultations among healthy patients. For instance, research has shown that patients who either had video or FtF consultations with medical interns did not experience differences in satisfaction, perceived information exchange, interpersonal relationship building, or perceived shared decision making [9]. Similarly, patients who received an FtF, a phone, or a video consultation reported no differences in distress levels after the consultation [27]. Moreover, small samples of patients who were screened for neurocognitive problems (N=8) or took part in cognitive interventions for the elderly (N=11) using video consultations or FtF consultations experienced no differences in cognitive or diagnostic outcomes [28,29], respectively, although communication effectiveness was not assessed. The literature is promising and suggests that there are no significant differences in the quality of care that is delivered using FtF, video, or phone consultations. At the same time, it is unclear if the same results would hold when comparing text-based channels and FtF communication among patients with chronic diseases who require regular communication with their providers and use text-based communication with their providers [3].

**Cues-Filtered-In and Cues-Filtered-Out Perspectives**

Frameworks that are useful for understanding the differences in communication effectiveness between FtF communication and IT-mediated communication are the cues-filtered-out and the cues-filtered-in perspectives. The cues-filtered-out perspective [30] assumes that IT-mediated communication hinders effective communication because of its reduced nonverbal cues (gestures, smiles, pats on the back, nods to show attentiveness, and eye contact), in comparison with channels that offer the transmission of more nonverbal cues such as the phone, videoconferencing, and FtF communication. A systematic review has shown the importance of nonverbal cues in patient-provider interaction in that when doctors make appropriate eye contact, do not interrupt patients, or pay attention to patients’ nonverbal signals, patients’ objective (eg, blood pressure) and subjective (eg, pain scores) health care outcomes improve [2]. The cues-filtered-out perspective echoes concerns about the use of telemedicine, such as the depersonalization of care, lack of physical presence, inhibition
One theory that falls in the cues-filtered-out perspective is the social presence theory [32]. This theory posits that media differ in their capacity to transmit nonverbal and verbal information; therefore, the less cues a medium can transmit, the less warmth and involvement patients and providers experience with one another. Indeed, a systematic review about patients’ experiences with remote monitoring for chronic conditions showed that patients view remote monitoring as jeopardizing interpersonal connections with their providers and do not want remote monitoring to replace FtF interactions [33]. Similarly, patients have reported missing FtF interaction with their providers when they receive telemedicine [34]. The abovementioned research suggests that patients experience less connection with their providers via telemedicine and do not want telemedicine to replace FtF communication. These results are in line with the cues-filtered-out perspective. Research has yet to show these same findings among text-based IT-mediated communication.

The cues-filtered-out perspective is in contrast to the cues-filtered-in perspective. In light of inconsistent findings for the cues-filtered-out perspective, a competing theory of social information processing was developed [35], thus creating the cues-filtered-in perspective. The cues-filtered-in perspective assumes that people adapt to the medium to achieve effective communication, regardless of the number of cues a medium transmits. This theory posits that patients and providers using IT-mediated communication can achieve the same outcomes as FtF communication, if interaction time is not restricted. Per the social information processing theory, patients and providers will use more verbal cues to achieve quality interactions and to exchange the same amount of information as they would if they were communicating FtF. In line with the social information processing theory, research has shown that simulated patients who used video, phone, or FtF communication with medical students in medical consultations reported no differences in patient satisfaction, information exchange, interpersonal relationship building, or shared decision making [9]. Similarly, patients who used either FtF communication or a video consultation with their physicians reported no differences in their physician’s ability to develop rapport, use shared decision making, and/or promote patient-centered communication [31].

The abovementioned research suggests that patients do not perceive significant differences in communication using the phone, video, or FtF medical consultations, which is in line with the cues-filtered-in perspective. At the same time, research has yet to show this empirically among text-based IT-mediated communication.

Communication Effectiveness, Satisfaction, Self-Care Efficacy, and Health Management Outcomes

In addition to examining differences in patients’ perceptions of communication effectiveness, this study also examines differences in patient satisfaction, self-care efficacy, and health management. Effective patient-physician communication is an important factor in patient satisfaction. A large-scale intervention has shown that communication skills training for 1537 physicians improved patients’ satisfaction with provider communication [12]. At the same time, a systematic review of studies about patient satisfaction with interactive video consultations revealed mixed feelings about video consultations: Patients appreciate the accessibility of expert care, less travel, and reduced waiting times, but patients do not like communicating with their provider using video consultations [36]. Notably, this result is the opposite of the aforementioned studies that found that patients reported no differences in patient satisfaction when they used video, phone, or FtF communication in medical consultations with providers [9,31]. This research aimed to address these mixed results and advance the understanding regarding patients’ perceptions of satisfaction.

Communication effectiveness is also important for self-care efficacy and health management. Patients who experience effective communication with providers (eg, feel listened to, respected, and that their provider explains things clearly) are more motivated to take care of themselves. Similarly, patients who have quality relationships with their providers (eg, “My provider listens carefully to me” and “It is easy to communicate with my provider”) report greater levels of self-care efficacy and health care management [2,13]. Indeed, patients who have diabetes and effective provider communication report greater insulin adherence [37] and glycemic control [14].

We investigated the impact of communication effectiveness on patient satisfaction, self-care efficacy, and health management.

Methods

Research Model and Construct Development

To examine the differences in patients’ perceptions of FtF communication and IT-mediated communication, we apply 2 competing perspectives to advance the understanding regarding the impact of patients’ perceptions of effective communication and its impact on patient satisfaction, self-care efficacy, and health management outcomes. Per the cues-filtered-out perspective, patients should experience no differences in effective communication using IT-mediated communication (vs FtF communication) with their physicians, and, in turn, patients should report no differences in positive relationships between effective communication and self-care efficacy (H1A=H1B), effective communication and patient satisfaction (H2A=H2B), and effective communication and health management outcomes (H3A=H3B) using IT-mediated communication (vs FtF communication) with their physicians. Conversely, per the cues-filtered-out perspective, patients should experience more effective communication using FtF communication (vs IT-mediated communication) with their physicians, and, in turn, patients should report stronger positive relationships between effective communication and self-care efficacy (H1A>H1B), effective communication and patient satisfaction (H2A>H2B), and effective communication and health management outcomes (H3A>H3B) using FtF communication (vs IT-mediated communication) with their physicians.

Another important aspect of effective communication with providers is patients’ perception of media effectiveness. Media effectiveness refers to the degree to which patients perceive that a specific medium helps them accomplish their communication
Media effectiveness is operationalized using the same scale as communication effectiveness (eg, unsuccessful to successful, inefficient to efficient, and inappropriate to appropriate). However, we rephrased the questions to ask how effective the mode of communication is (media effectiveness), rather than how effective the interaction with one’s provider is (communication effectiveness). As such, we are using this construct to separate communication effectiveness with providers from communication effectiveness with a communication mode to aid understanding about patients’ perceptions of communication effectiveness with their providers using different media. Patients might describe interactions with their physicians as effective because they accomplish their communication goals, but they might not describe the mode of communication they used with their physician as effective because they might have preferred to use another mode of communication. Thus, we are attempting to differentiate between the different aspects of patients’ perceived communication effectiveness (PCE) by parsing media effectiveness from communication effectiveness.

A similar concept to media effectiveness is media richness or a medium’s capacity to facilitate shared understanding, as a rich medium facilitates insight and rapid understanding [38]. The media richness theory [39] operationalizes media richness based on objective characteristics of the medium, such as the speed of feedback, personal focus, the number of cues, and the ability to use natural language. As defined, media richness does not account for patients’ perceptions of media effectiveness because it refers to intrinsic characteristics of a medium. As such, we are using the media effectiveness construct to understand any differences between patients’ perceptions of communication effectiveness with providers, rather than the media richness construct.

The cues-filtered-out and cues-filtered-in perspectives offer 2 competing predictions for differences in perceived media effectiveness in physician interactions. Per the cues-filtered-in framework, patients should experience no differences in media effectiveness using IT-mediated communication (vs FtF communication) with their physicians, and, in turn, patients should report no differences in positive relationships between media effectiveness and self-care efficacy (H4A=H4B), media effectiveness and patient satisfaction (H5A=H5B), and media effectiveness and health management outcomes (H6A=H6B) using IT-mediated communication (vs FtF communication) with their physicians. Conversely, per the cues-filtered-out framework, patients should experience greater media effectiveness using FtF communication (vs IT-mediated communication) with their physicians, and, in turn, patients should report stronger positive relationships between media effectiveness and self-care efficacy (H4A<H4B), media effectiveness and patient satisfaction (H5A<H5B), and media effectiveness and health management outcomes (H6A<H6B) using FtF communication (vs IT-mediated communication) with their physicians.

To investigate these competing predictions, we first test the proposed model (Figure 1) separately for text-based IT-mediated communication (group A) and FtF communication (group B). Then, we compare the coefficients of PCE and perceived media effectiveness between the 2 groups in the Results section.

**Figure 1.** Effective communication comparison (face-to-face communication vs text-based information technology-mediated communication).
Data Collection

We designed and used a web-based questionnaire to survey a national sample of patients. To collect the data, we hired Qualtrics Panels. Qualtrics Panels is a market research company in the United States that partners with more than 20 sample providers to supply a network of diverse, quality respondents across the country. We used quota-based sampling to recruit approximately equal sample sizes of participants who communicated with their physician using text-based IT communication and FtF communication. Eligibility criteria included being aged at least 18 years, being located in the United States, and having engaged in communication with their physician in the previous month. Eligible participants in Qualtrics’ panel were sent an incentivized invitation with the study link in various ways, such as email, a panel portal, and text messages. Participants were first presented with an informed consent document. After agreeing to participate, they began the survey questions. Qualtrics determines the monetary incentives for taking the survey, such as cash, gift cards, and vouchers. To avoid self-selection bias, survey invitations do not include specific details about the content of the survey and are kept very general. We ensured to use neutral wordings to develop the survey and used the semantic scale to avoid any common method bias. We found that none of the correlation values among the constructs exceed 0.90 [40]. Correlation matrix is provided in Multimedia Appendix 1.

Results

Characteristics of Participants

In total, 349 participants completed the survey, from which we used 345 complete usable responses. Participants’ ages ranged from 35 to 85 years (mean 63, SD 9), and 45.2% (156/345) participants were male. A screening requirement of the survey was that all participants have been regularly communicating with their primary care physician over the past month. Of the 345 participants, 86 (24.9%) reported having diabetes, 69 (20.0%) reported arthritis, 52 (15.0%) reported heart disease, 34 (9.8%) reported pulmonary diseases, 28 (8.1%) reported psychiatric disorder, 17 (4.9%) reported hypertension, 17 (4.9%) reported chronic inflammatory disease, 16 (4.6%) reported thyroid, 12 (3.5%) reported immune system disorder, 7 (2.0%) reported hypertension, and 7 (2.0%) reported renal disease. For the most frequent mode of communication with physicians, of the 345, participants 134 (38.8%) reported FtF communication, whereas 211 (61.1%) participants reported the use of technology, including 152 (44.0%) patient portals, 121 (35.0%) email, and 72 (20.8%) text messaging. Of the 345 respondents, 45 (13.0%) participants completed a 2-year degree, 69 (20.0%) participants completed a 4-year degree, 72 (20.8%) participants earned a professional degree, and 145 (42.0%) participants attended some college.

Measurement Model

We used R software (R Project for Statistical Computing) and the Lavaan package to analyze the data. To test the proposed model (Figure 1), we measured PCE using 11 bipolar semantic differential scales [41]. Example items include insufficient/sufficient, adverse/beneficial, inadequate/adequate, unsuccessful/successful, useless/useful, disadvantageous/advantageous, and inefficient/efficient. We used the same scales to measure perceived media effectiveness. For the outcome variables including patient satisfaction, self-care efficacy, and perceived health management outcomes, we adapted survey questions from previous studies and used a semantic scale ranging from 1 (strongly disagree) to 5 (strongly agree) to measure each construct. The measurement properties of each construct are reported in Table 1.

Table 1. Psychometric properties of measurement model.

<table>
<thead>
<tr>
<th>Constructs</th>
<th>Description</th>
<th>Number of items</th>
<th>Cronbach alpha</th>
<th>Average variance extracted</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>Perceived media effectiveness</td>
<td>Patients’ perception of medium’s capacity to facilitate shared understanding</td>
<td>10</td>
<td>.94</td>
<td>0.83</td>
<td>Spitzberg [41]</td>
</tr>
<tr>
<td>Perceived communication effectiveness</td>
<td>The degree to which patients accomplished their communication goal</td>
<td>10</td>
<td>.95</td>
<td>0.84</td>
<td>Spitzberg [41]</td>
</tr>
<tr>
<td>Patient satisfaction</td>
<td>The degree to which patients experienced interest, accomplishment, and overall satisfaction in conversation with their provider</td>
<td>5</td>
<td>.93</td>
<td>0.82</td>
<td>Hecht [42]</td>
</tr>
<tr>
<td>Self-care efficacy</td>
<td>The degree to which the patients feel confident in managing their own care</td>
<td>7</td>
<td>.87</td>
<td>0.70</td>
<td>Plotnikoff et al [43]</td>
</tr>
<tr>
<td>Perceived health outcome</td>
<td>Patients’ expectations of positive physical and self-evaluative outcomes</td>
<td>4</td>
<td>.91</td>
<td>0.72</td>
<td>Anderson et al [44]</td>
</tr>
</tbody>
</table>

We compared the proposed model for 2 groups based on the respondent’s most frequent mode of communication with their physicians: group A (IT-mediated communication) versus group B (FtF communication). Following the common criteria...
suggested in the literature [45,46], we examined the composite reliabilities of each construct and average variance extracted to ensure that the instrument had adequate reliability and convergent validity. Table 1 presents these statistics.

**Hypothesis Testing**

To evaluate the model’s fit, we developed a structural equation model and tested for multigroup comparison while controlling for age, gender, race, the level of education, and the type of disease of the respondents. The results are presented in Table 2. To compare the 2 groups, we calculated a separate model for each group. If we assume that the residual values from the 2 models are normally distributed, we can test the hypothesis that the coefficient of PCE in group A is equal to the same coefficient in group B (ie, $\beta_{\text{PCE}(A)}=\beta_{\text{PCE}(B)}$) versus the alternative that they are unequal. The test statistic follows the Student $t$ distribution [44] with $v$ degrees of freedom where $v=n_1+n_2-4$ ($n_1$: sample size of group A and $n_2$: sample size of group B). The results of the group comparison analysis are presented in Table 3.

Table 2. Results for information technology–mediated communication and face-to-face communication groups.

<table>
<thead>
<tr>
<th>Dependent and independent variables</th>
<th>Group A: information technology–mediated communication</th>
<th>Group B: face-to-face communication</th>
</tr>
</thead>
<tbody>
<tr>
<td>Coefficient</td>
<td>SE</td>
<td>$P$ value</td>
</tr>
<tr>
<td><strong>Self-care efficacy</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Perceived communication effectiveness (H1)</td>
<td>0.116</td>
<td>0.025</td>
</tr>
<tr>
<td>Perceived media effectiveness (H4)</td>
<td>0.079</td>
<td>0.023</td>
</tr>
<tr>
<td>Age</td>
<td>0.060</td>
<td>0.033</td>
</tr>
<tr>
<td>Gender</td>
<td>0.255</td>
<td>0.597</td>
</tr>
<tr>
<td>Level of education</td>
<td>0.450</td>
<td>0.286</td>
</tr>
<tr>
<td><strong>Patient satisfaction</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Perceived communication effectiveness (H2)</td>
<td>0.236</td>
<td>0.016</td>
</tr>
<tr>
<td>Perceived media effectiveness (H5)</td>
<td>0.166</td>
<td>0.017</td>
</tr>
<tr>
<td>Age</td>
<td>0.047</td>
<td>0.021</td>
</tr>
<tr>
<td>Gender</td>
<td>−0.35</td>
<td>0.383</td>
</tr>
<tr>
<td>Level of education</td>
<td>0.309</td>
<td>0.184</td>
</tr>
<tr>
<td><strong>Perceived health outcome</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Perceived communication effectiveness (H3)</td>
<td>0.126</td>
<td>0.017</td>
</tr>
<tr>
<td>Perceived media effectiveness (H6)</td>
<td>0.078</td>
<td>0.016</td>
</tr>
<tr>
<td>Age</td>
<td>−0.033</td>
<td>0.022</td>
</tr>
<tr>
<td>Gender</td>
<td>0.275</td>
<td>0.403</td>
</tr>
<tr>
<td>Level of education</td>
<td>0.236</td>
<td>0.193</td>
</tr>
</tbody>
</table>

Table 3. Model comparison across groups.

<table>
<thead>
<tr>
<th>Hypotheses</th>
<th>$t$ value (df)</th>
<th>$P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td>H1A$^a$ versus H1B$^b$</td>
<td>1.362 (333)</td>
<td>.17</td>
</tr>
<tr>
<td>H2A versus H2B</td>
<td>3.859 (333)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>H3A versus H3B</td>
<td>1.518 (333)</td>
<td>.13</td>
</tr>
<tr>
<td>H4A versus H4B</td>
<td>2.261 (333)</td>
<td>.02</td>
</tr>
<tr>
<td>H5A versus H5B</td>
<td>3.578 (333)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>H6A versus H6B</td>
<td>2.093 (333)</td>
<td>.04</td>
</tr>
</tbody>
</table>

$^a$A: information technology–mediated group.
$^b$B: face-to-face group.

The results showed that among both groups, PCE and perceived media effectiveness had a significant positive impact on patients’ self-efficacy (H1A, H1B, H4A and H4B), patient satisfaction (H2A, H2B, H5A and H5B), and perceived health management outcomes (H3A, H3B, H6A and H6B). The data also revealed that there is no significant difference in PCE between FtF communication and IT-mediated communication, yet there is a significant difference between the 2 groups in terms of perceived media effectiveness. Patients perceive FtF
communication to be more effective in improving their self-efficacy than IT-mediated communication.

Additional results found that both PCE and media effectiveness have a significant impact on improving patients’ satisfaction. There is also a significant difference in the impact of PCE and media effectiveness on patient satisfaction. The impact of communication effectiveness and media effectiveness on patient satisfaction is significantly higher for FtF communication in comparison with IT-mediated communication.

Furthermore, the results revealed that PCE and media effectiveness significantly improved patients’ perceived health outcomes. Interestingly, there is no significant difference in the impact of PCE on perceived health outcomes across groups. However, there is a significant difference in the impact of perceived media effectiveness on perceived health outcomes. Patients who communicate FtF revealed a significantly higher association between media effectiveness and perceived health outcomes.

To further understand the differences in PCE and perceived media effectiveness, we compared the IT-mediated group A’s and the FtF communication group B’s responses for each scale item using t tests. We found no significant difference between FtF communication and IT-mediated communication groups in items that form PCE. We did, however, find significant differences between FtF communication and IT-mediated communication groups in items that formed perceived media effectiveness. There were significant differences in perceptions of media effectiveness in terms of sufficiency, adequacy, advantage, favorableness, and suitability. Patients who primarily used FtF communication (vs IT-mediated communication) assigned significantly higher scores to the abovementioned items but assigned no significant difference between the 2 groups in terms of media appropriateness, benefit, success, usefulness, and efficiency. The test results are presented in Table 4.

### Table 4. Group comparison for perceived communication effectiveness and perceived media effectiveness.

<table>
<thead>
<tr>
<th>Semantic scale</th>
<th>Perceived communication effectiveness</th>
<th>Perceived media effectiveness</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>t value (df)</td>
<td>P value</td>
</tr>
<tr>
<td>Inappropriate: appropriate</td>
<td>−0.53 (333)</td>
<td>.598</td>
</tr>
<tr>
<td>Insufficient: sufficient</td>
<td>−0.25 (333)</td>
<td>.80</td>
</tr>
<tr>
<td>Adverse: beneficial</td>
<td>−0.97 (333)</td>
<td>.33</td>
</tr>
<tr>
<td>Inadequate: adequate</td>
<td>−1.11 (333)</td>
<td>.27</td>
</tr>
<tr>
<td>Unsuccessful: successful</td>
<td>−0.63 (333)</td>
<td>.53</td>
</tr>
<tr>
<td>Useless: useful</td>
<td>−1.07 (333)</td>
<td>.29</td>
</tr>
<tr>
<td>Disadvantageous: advantageous</td>
<td>−0.03 (333)</td>
<td>.98</td>
</tr>
<tr>
<td>Unfavorable: favorable</td>
<td>−1.18 (333)</td>
<td>.24</td>
</tr>
<tr>
<td>Inefficient: efficient</td>
<td>−0.50 (333)</td>
<td>.62</td>
</tr>
<tr>
<td>Unsuitable: suitable</td>
<td>−0.91 (333)</td>
<td>.37</td>
</tr>
</tbody>
</table>

### Discussion

#### Theoretical Implications

In this study, we applied competing approaches to advance the understanding regarding patients’ perceptions of effective communication with their primary care physicians. In a national sample of patients with chronic diseases, we compared patients’ perceptions of effective communication with their provider using either text-based IT-mediated communication (email, patient portal, and messaging) or FtF communication. The primary results revealed no significant differences between patients’ perceptions of effective communication using either IT-mediated communication or FtF communication, which is in line with the cues-filtered-in perspective. Interestingly, at a more granular level, patients perceived FtF communication to be a more favorable medium than IT-mediated communication, which is in line with the cues-filtered-out perspective. As a result, differences in perceived media effectiveness impacted differences in patients’ self-care efficacy, satisfaction, and perceived health management outcomes between patients who used either FtF communication or IT-mediated communication with their physicians. The results imply that patients can achieve the same level of communication effectiveness with their physicians using IT-mediated communication as they would in comparable FtF interactions, but patients view FtF communication to be a more favorable medium than IT-mediated communication.

The results are promising as they show that as patients increasingly use different forms of IT-mediated communication, such as patient portals, email, and text messaging, to communicate with their physicians, patients will continue to adapt to the medium and achieve the same level of effectiveness, satisfaction, self-care efficacy, and health care outcomes as they would in comparable FtF interactions with their physicians. At the same time, the data show that although patients report no differences in effective communication with their physicians using IT-mediated communication or FtF communication, patients report FtF communication as a more effective mode of communication relative to IT-mediated communication. In turn, the positive relationships between media effectiveness and self-care efficacy, patient satisfaction, and perceived health...
management were stronger for patients who used FtF communication.

**Practical Implications**
The results of this study are consistent with previous research that has shown that patients generally describe their experience with telehealth positively, yet they still value their FtF contact with health care professionals [32,33]. Patients with chronic diseases have reported many benefits of IT-mediated communication, such as improved self-management, shared decision making, better access to health care, and peace of mind. However, these potential benefits are often balanced against concerns about losing interpersonal contact. Patients often view IT-mediated communication as jeopardizing interpersonal connections with their providers and an unsuitable replacement for FtF interactions. These concerns are evident in the data, as further exploration of the underlying items that led to differences in perceived media effectiveness between FtF communication and IT-mediated communication showed that patients perceived FtF communication as a significantly more sufficient, adequate, advantageous, and favorable medium than IT-mediated communication. Notably, there were no other significant differences between FtF communication and IT-mediated communication in semantic scales that patients used to describe media effectiveness such as usefulness, success, appropriateness, and beneficial. These results suggest that patients perceive IT-mediated communication to be an effective medium for accomplishing communication goals with physicians (eg, share blood pressure data and make an appointment), but they prefer FtF communication and view it as a more suitable and favorable medium.

These mixed findings often lead researchers to infer that the sustained use of IT-mediated communication will be ensured with occasional FtF visits to physicians [47]. Nonetheless, these findings suggest a fundamental difference in how researchers and practitioners should approach patients’ adoption and use of telemedicine. More research needs to be done to shift the focus from examining the usefulness of the technology to examining how best to educate users to use the technology to improve relationships with physicians. Telemedicine holds great potential for reducing the variability of diagnoses as well as improving clinical management and delivery of health care services by enhancing access, quality, efficiency, and cost-effectiveness [48,49]. Furthermore, evidence points to important socioeconomic benefits to patients, families, health practitioners, and the health system, including enhanced patient-physician communication opportunities [50]. IT-mediated communication has yet to be consistently employed in the health care system to deliver routine services. Creating effective relationships between patients with chronic diseases and physicians is important. When patients and physicians work together to determine optimal treatment plans in a value-centered manner, this significantly improves patients’ confidence in self-care, satisfaction, and self-care management. These improvements can happen through text-based IT-mediated communication [24]. However, there is a need to educate patients about the effectiveness of IT-mediated communication. Managerial multidisciplinary efforts that draw expertise from communication sciences, health informatics and IT, public health, and health management and policy are required to ensure that telemedicine and electronic health systems are designed with a patient-centered focus and with attention to educating patients about how to use text-based technology to communicate with their physicians. Patient-physician communication will continue to evolve with time, both as a byproduct of technological advances as well as shifting societal values. In urban or developed areas, hospital beds are mainly occupied by patients with chronic diseases, decreasing bed availability for other patients in need. Recently, Centers for Medicare and Medicaid Services published a proposal for the management of patients with chronic illness that would allow physicians to be paid for non-FtF encounters. The realization of these innovative initiatives calls for changing the provider culture and workflow systems to allow the full incorporation of telemedicine into traditional care. Furthermore, patients need to be educated about how to interact with and use these technologies to communicate effectively with their providers and to manage their own care.

**Conclusions**
In this study, we investigated differences in patients’ perceptions of IT-mediated communication and FtF communication. The results support that there is no significant difference in effective communication for using technology versus FtF communication. However, patients perceive FtF communication as a significantly more favorable, suitable, and sufficient medium in comparison with IT-mediated communication. More research about how to educate patients to use technology and how to use technology to improve relationships with physicians is needed.
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Abstract

Background: Initiation of insulin therapy for the management of type 2 diabetes can be an unwelcome and distressful development for patients. Current evidence suggests that telemonitoring can help improve glycemic control in type 2 diabetes and can support empowerment to self-manage diabetes. This telemonitoring intervention was underpinned by an empowerment approach.

Objective: This study aimed to evaluate the clinical effectiveness and feasibility and the patients’ and health care providers’ experiences of a 12-week telemonitoring intervention with telephone support for patients commencing insulin therapy. This paper focuses on the impact on patient empowerment.

Methods: An observational, pre-post, multimethod, and triangulation design was employed to study a 12-week automated electronic telemonitoring intervention with telephone support from a diabetes clinical nurse specialist (CNS). Forty patients were recruited from the clinic as they were about to commence insulin therapy. In the quantitative arm, biometric data (hemoglobin A₁c [HbA₁c] and weight) and psychosocial data (diabetes empowerment scale [DES] scores and diabetes distress scale [DDS] scores) were gathered by the research team at baseline (T1), the end of the intervention (T2), and 3 months postintervention (T3). Data on hospital admission and general practitioner (GP) visits were collected for the duration of the study. In the qualitative arm, separate focus group interviews were conducted with the CNS team supporting the intervention (n=2) and patients (n=16).

Results: Of 39 patients who completed the intervention, 23 (59%) were male. The mean age of the sample was 62.4 years (range 37-80 years). The mean HbA₁c (mmol/mol) decreased significantly between T1 and T2 (mean difference [MD] −17.13; P<.001) and T1 and T3 (MD −18.16; P<.001), with no significant impact on weight. In the focus groups, patients reported an increased awareness to self-manage diabetes and feelings of safety and comfort. There were 13% (5/39) of patients who had hypoglycemia on two or more occasions. A significant increase in the mean DES score occurred between T1 and T2 (MD 0.62; P=.001) and T1 and T3 (MD 0.72; P<.001). The mean DDS score decreased between T1 and T2 (MD −0.64; P=.002) and T1 and T3 (MD −0.6; P=.002). The mean patient satisfaction with the intervention was above 4 out of possible 5 on all items on the Telemedicine Satisfaction and Usefulness Questionnaire. We observed a reduction in diabetes clinic attendances and GP visits. A significant increase in workload was reported by the CNS team.

Conclusions: This intervention had an empowering effect for patients in the self-management of type 2 diabetes and has the potential to meet the need for safer and more effective care in insulin initiation in the community setting. We observed a significant
increase in workload for health care staff. Telemonitoring needs to be streamlined with health care delivery and accompanied by adequate support services.
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**Introduction**

**Background**
The goal of diabetes treatment is optimal glycemic control and prevention of complications. International guidelines recommend the initiation of insulin when people with type 2 diabetes have signs and symptoms of acute decompensation that are no longer controlled by oral hypoglycemic drugs and lifestyle [1]. Insulin initiation is often delayed, and once started, achieving optimal doses requires a frequent scheduled review of blood glucose levels and individualized dose titration [2]. The failure to commence and intensify treatment is termed *clinical inertia* and is a considerable problem in primary care practice [3]. There are multiple barriers to optimal insulin treatment in primary care at the patient and practitioner levels, and there is a need for interventions to improve self-management support and integrated insulin support systems [4].

Once insulin is commenced, many patients are not followed up until the next clinic appointment, resulting in delays in achieving the optimal insulin dosage [5]. The barriers to initiating insulin include misconceptions about insulin, perceived difficulty in management for both physicians and patients, and risk of hypoglycemia and weight gain [6]. Lack of time is a common health care system–related barrier to insulin initiation [5]. Starting insulin is stressful for patients, and providing adequate support and monitoring during this process can present challenges for health care providers, particularly in between health care visits [7]. The safe and effective transition to insulin therapy requires health care providers to examine alternative ways of empowering the patient in self-management.

Empowerment can be viewed as both a process and an outcome [8]. It can be viewed as a process when an intervention aims to equip patients and their families with the self-awareness, autonomy, knowledge, and skills to become *comanagers* of their condition in partnership with health professionals. The desired outcome is enhanced confidence and skills to manage the physical, emotional, and social impacts of diabetes in their daily lives. Patients who feel empowered by their health care practitioner develop a greater sense of self-control, which may lead to better glycemic control [9]. Positive effects of telemonitoring include patient empowerment to self-manage [10] healthy coping and problem solving [11], and improved practitioner-patient relationships and patient engagement have also been reported [10-13].

A review by Risling et al [14] found that the consistent lack of conceptual clarity on what constitutes empowerment in the electronic health (eHealth) context means that evaluating patient empowerment associated with eHealth technology is challenging. More recently, Risling et al [15] found that patients in a digital study identified the relational and informational elements of empowerment and recommended that these key areas should shape the focus of the evolution of patient empowerment in digital research. Telemonitoring has been found to be effective as a confidence, decision-making, and self-care enhancer in older persons with chronic heart failure [16,17]. Telemonitoring surveillance systems have left patients with feelings of greater self-control, heightened motivation for lifestyle changes, and improved quality of life [18].

**Aims**

This study sought to implement and evaluate telemonitoring with telephone support in a real-world setting using an observational, pre-post, mixed methods design in a cohort of patients who were about to commence insulin therapy. A MyMedic hub (Figure 1) was placed in the patients’ home for 12 weeks. The patients recorded their blood glucose readings as normal, and at the times agreed, they sent their blood glucose readings to a monitoring center using the hub. The schedule for upload was agreed between the diabetes team and the patients, and the hub unit prompted the individual to upload their readings as agreed. The team reviewed the blood glucose results and contacted the participant, if necessary, to seek additional information on their symptoms and well-being. Insulin was adjusted according to need via telephone discussions using an insulin adjustment plan.

This paper aimed to describe the impact on hemoglobin A$_{1c}$ (HbA$_{1c}$), hypoglycemic events, patient empowerment, diabetes distress, and satisfaction with telemonitoring from the patients’ perspective. In addition, the experience of using telemonitoring to facilitate the transition to insulin therapy was explored from the perspective of the diabetes team and health care organization.
Methods

Study Design

An observational, pre-post, multimethod, triangulation design was used to evaluate the feasibility, clinical effectiveness, and resource implications of telemonitoring support for patients commencing insulin therapy in the real-world setting. The design was underpinned by an empowerment philosophy. The mixed methods approach allowed for a holistic overview of using telemonitoring in diabetes care, generating physiological data and exploring receptiveness of technology and the core aspects of empowerment.

Population

To be eligible for inclusion in the study, patients had to be aged older than 18 years with type 2 diabetes and commencing with insulin therapy. Patients with a score below 4 on the clock drawing test were excluded, as this indicates the cognitive inability to self-manage insulin [19]. The patients were recruited by the clinical nurse specialist (CNS) team from hospitals and community-based diabetes clinics in the Northwest of Ireland. The sample size was determined by cost, available time of the CNS to support, telemonitoring equipment, and timeline for the feasibility study resources to provide the intervention. The project team determined that 40 patients would be enough to yield useful data and be achievable within the available resources to fund the project.

Sample

Convenience sampling was used. When the decision to commence a patient on insulin was made, the CNS invited them to participate in the study. One participant chose to discontinue from the study after 1 week because of the problems experienced with connectivity. The recruitment took place from April 2016 to June 2017.

Intervention

Following recruitment and consent, the patients were commenced on insulin therapy and provided with the telemonitoring system in addition to standard care. Standard care of this cohort includes telephone calls with the CNS with visits to the diabetes clinic as needed to collate blood glucose readings and to adjust insulin levels once a week.

A MyMedic hub (Figure 1) was placed in the patients’ home for 12 weeks by a telecare support officer from Fold TeleCare who was contracted to provide the monitoring on behalf of the Health Service Executive (HSE), Ireland. The telecare support officer who installed the hub in the home taught the patients how to send their readings and gave instructions about what to do if anything did not work.

The patients recorded their blood glucose readings as instructed by the CNS. The usual practice is that patients on basal insulin self-test their blood glucose levels four times daily or more to establish the pattern of glucose through the day and to comply with the HSE guidelines [20]. At the times agreed, they sent their blood glucose readings to a monitoring center using the hub. The hub unit prompted patients to upload their readings as agreed with the CNS. Most patients uploaded twice a week for the first 3 weeks and then weekly for the remaining 9 weeks, as they needed more intensive support at the beginning. This was based on a similar study by Turner et al [21]. We contacted the authors to find out about their titration guide and frequency of dose adjustment, which was every 3 days initially and then weekly once stable. The American Diabetes Association and the European Association for the Study of Diabetes joint guidelines [22] recommend increasing basal insulin dose by 2 IU every 3 days until fasting glucose reaches the desired range individualized for each patient. As the target is neared, dosage adjustments should be more modest and occur less frequently.

None of the patients required more than weekly uploads after week 3. If the participants did not upload their blood glucose levels at the scheduled time, the telecare support officer contacted them by telephone to remind them.

The readings were sent automatically to the web-based platform. The CNS accessed the data for the individual on a prearranged date and contacted the participant, if necessary, to seek additional information on their symptoms and well-being. The record was displayed in a diary format, showing the patient’s
readings at each time of the day. This allowed the review of glucose data throughout the day. Charts, graphs, and tables could be created from these data to allow analysis. Insulin doses were entered onto the system with any changes to the care plan to allow sharing of data between health professionals. Blood glucose data were saved onto the patients’ health service electronic file in pdf. Patients could contact their CNS or general practitioner (GP) if they were worried about their blood glucose readings, as per usual care. Insulin was adjusted according to need using an insulin adjustment plan, as guided by the CNS. After the 12-week period, the hub was removed from the patients’ home (Figure 2).

**Figure 2.** Intervention. CNS: clinical nurse specialist.

### Usual Care

A retrospective audit of 12 patients from 2015 showed that clinic visits ranged from 1 to 3 (mean 1.75) in the 12-month period following the commencement of insulin therapy. Phone calls from the CNS ranged from 0 to 4 per patient (mean 1.7). In this cohort, the mean HbA1c remained relatively stable over 3 collection points—at baseline (T1; 8.5%), 6-month follow-up (8.6%), and 12-month follow-up (8.4%). No clinically or statistically significant changes occurred across the time points.

### Data Collection

Data on biomedical variables were collected at a face-to-face meeting with the CNS. HbA1c and BMI data were collected at T1, 12 weeks (at the end of the intervention; T2), and 6 months postbaseline (3 months postintervention; T3). The CNS kept an ongoing telephone call log of insulin dose, patient-reported hypoglycemia symptoms, call frequency and length, and main topics discussed in the calls. In addition, self-efficacy was measured using the Diabetes Empowerment Scale-Short Form [23], and the Diabetes Distress Scale was used to assess diabetes-related emotional distress [24], at the same time points. Satisfaction with the telemonitoring intervention was measured using the Telemedicine Satisfaction and Usefulness Questionnaire at T2 [25]. All T2 and T3 questionnaires were completed remotely via telephone by a researcher not involved in the intervention. All data were entered into the SPSS statistics version 24 (IBM Corp) and checked for accuracy.

All telemonitoring patients were invited to a focus group interview at T2. Two focus group interviews were conducted with 4 and 12 patients in the first and second groups, respectively, at a community health care venue. The aim of each interview was to explore the expectations, achievements, and opinions of the patients of the telemonitoring intervention, and the interviews were facilitated by an experienced interviewer not involved in the intervention, using a topic guide. Once all patients had completed the intervention, the 2 diabetes nurse specialists who coordinated the intervention were interviewed.

### Data Analysis

#### Quantitative Data

Tests of distribution were carried out on all variables before statistical analysis. Variables with a normal distribution were analyzed using the repeated measures analyses of variance test to compare the pre- and postintervention HbA1c, weight, BMI, diabetes empowerment scale (DES) score, and diabetes distress scale (DDS) score at T1, T2, and T3. A P value of less than .05 was considered significant. Variables not normally distributed were analyzed using the Friedman test, and if significant, the Wilcoxon test was used to determine which time points are significantly different from T1.

#### Qualitative Data

Initially, all interviews were openly coded. The descriptive content analysis was carried out using a framework [26].
Emerging codes were examined and compared for any overlap in meaning, and similar codes were collapsed to form higher-order codes. This constant comparative process continued throughout the data analysis process until the major categories that account for the data were developed. The relationships between categories were explored and made explicit. During the analytic process, detailed memos were recorded, which tracked the emerging understandings and the relationship between the categories identified. The findings are reported textually, supported by relevant quotations from the participants. The computer software package NVivo 10 (QSR International) was used to assist in the organization, management, and retrieval of the qualitative data.

**Ethics**

Ethical approval was received from the regional hospital Research Ethics Committee before commencement of the study. Mechanisms were put in place to ensure that the rights of the participants and their well-being were given precedence over data collection. All proposed participants were given both written and verbal information about the study. Patients were informed about the study face to face and invited to participate. Willing patients were met by the CNS to obtain written consent to participate. All data were anonymized and password protected and stored in accordance with the Data Protection Act, Ireland [27].

**Results**

**Demographics**

A convenience sample of 40 patients commenced the intervention, with 1 participant withdrawing early because of connectivity issues. All remaining 39 patients completed the 12-week telemonitoring and completed data collection for all time points postintervention. Table 1 provides the participants’ demographic information.

**Table 1.** Participant demographics (N=39).

<table>
<thead>
<tr>
<th>Demographics</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years)</td>
<td></td>
</tr>
<tr>
<td>Mean</td>
<td>62.4</td>
</tr>
<tr>
<td>Range</td>
<td>37-80</td>
</tr>
<tr>
<td>Gender, n (%)</td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>23 (59)</td>
</tr>
<tr>
<td>Female</td>
<td>17 (43)</td>
</tr>
</tbody>
</table>

**Biomedical Variables, Hemoglobin A\textsubscript{1c}, Weight, and Insulin Dose**

HbA\textsubscript{1c} (mmol/mol) decreased significantly between T1 and T2 (mean difference [MD] $-17.13; P<.001$) and T1 and T3 (MD $-18.16; P<.001$). This represents a 21.2% drop in HbA\textsubscript{1c} at T3 (Figures 3 and 4). No significant change occurred in weight or BMI over the 6-month period (Table 2). The mean insulin dose at T1 was 17.25 IU (SD 11.1) and ranged from 6 to 60 IU. We audited HbA\textsubscript{1c} at follow-up in clinic visits in 2019 and found that the changes in HbA\textsubscript{1c} (mean 60.4 mmol; $P<.001$) from T1 were maintained.

**Figure 3.** Changes in mean hemoglobin A\textsubscript{1c} (mmol/L).
Figure 4. Changes in mean hemoglobin $A_1c$ (%).

Table 2. Change in weight and BMI among participants (N=39).

<table>
<thead>
<tr>
<th>Timepoint</th>
<th>Weight (kg), mean (SD)</th>
<th>BMI (kg/m$^2$), mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>T1 (baseline)</td>
<td>85.21 (22.75)</td>
<td>30.16 (7.32)</td>
</tr>
<tr>
<td>T2 (end of the intervention)</td>
<td>85.18 (20.93)</td>
<td>30.15 (6.82)</td>
</tr>
<tr>
<td>T3 (3 months postintervention)</td>
<td>85.63 (21.55)</td>
<td>30.36 (6.97)</td>
</tr>
</tbody>
</table>

Diabetes Empowerment Scale Scores and Diabetes Distress Scale Scores

From T1 to T2, an increase in mean DES score (MD 0.62; $P<.001$) and a decrease in mean DDS score (MD $-0.64$; $P=.002$; Figures 5 and 6).

Figure 5. Changes in mean total diabetes empowerment scale (DES) scores.
Hypoglycemia
A total of 13% (5/39) of patients had low blood glucose levels during the intervention. Specifically, 3 patients had 2 to 3 episodes, which stopped with advice or dose adjustment. The other 2 patients had multiple episodes, resulting in one patient discontinuing insulin and the other having insulin doses adjusted several times during the study and after. However, during the telephone calls with the CNS, 38% (15/39) of patients reported symptoms of hypoglycemia, demonstrating the need for support for people commencing insulin therapy.

Patient Satisfaction
The mean satisfaction score was above 4 out of a possible 5 on all items on the Telemedicine Satisfaction and Usefulness Questionnaire, indicating a high level of participant satisfaction with the telemonitoring intervention.

Timing and Frequency of Telephone Support
The number and duration of calls were tailored to patients’ need. The mean number of calls logged during and after the intervention per participant was 11.5 (SD 4.16). The mean length of the call per participant ranged from 4 min to 15 min. The majority (369/450, 82.0%) of calls were initiated by the CNS, 11.6% (52/450) of calls were initiated by the patients, and 6.2% (28/450) initiation was not documented. The calls reduced dramatically on completion of the intervention, accounting for 8.0% (36/450) after 12 weeks.

The most frequent issue discussed in the telephone calls was poor glucose control (n=176) experienced by the majority of participants (36/39, 92%), followed by injection technique (n=76) reported by 92% (36/39) of participants, patient-reported symptoms of hypoglycemia reported by 38% (15/39) of participants, and self-monitoring of blood glucose technique (n=43) reported by 74% (29/39) of participants. Insulin dosage adjustment (n=147) was the most frequent intervention given to participants (n=37) on one or more occasions by the CNS, followed by healthy eating advice (n=109) and physical activity advice (n=62).

Hospital, General Practitioner, and Diabetes Clinic Visits
Of the total participants, 25% (10/39) attended the diabetic clinic and/or visited the GP and/or experienced an unplanned hospital visit. Of those, 18% (7/39) of participants attended the diabetes clinic, with 2 participants attending twice, and 10% (4/39) of participants visited the GP regarding their diabetes, with 1 participant visiting twice. Unplanned hospital admission was experienced by a minority (3/39, 7%) of the overall number of participants. In the retrospective audit of 12 patients who commenced insulin in 2015, there were 21 clinic visits—we do not have data for this group’s GP visits or hospital admissions.

Qualitative Findings
The thematic analysis of the patient focus group interviews led to 4 main themes: psychological impact of diabetes, increased diabetes empowerment, nurse in the corner, and using the technology. These and their associated subthemes are summarized in Multimedia Appendix 1. The CNS focus group resulted in 5 themes and subthemes, which are summarized in Multimedia Appendix 2: usual transition to insulin, safe transition to insulin therapy using telemonitoring, increased patient empowerment, administrative supports and requirements, and technology. For the focus of this paper, we have selected the themes that relate to patient empowerment for discussion and triangulated the findings from the patient and CNS focus groups and the questionnaire data.

Psychological Impact of Diabetes
In the focus groups, patients talked about the impact of diabetes on their psychological well-being and the need for more support for dealing with the emotions and stress experienced because of the diagnosis and the effects of the illness. They discussed the negative emotions experienced by them because of diabetes,
including anger and agitation with the diagnosis and frustration with the complexity of managing diabetes:

_There’s a lot of agitation and stress around it. For me, in the beginning...when I was diagnosed with diabetes I was very angry because I neither drank nor smoked and I always kept active and working._

**Diabetes Empowerment**

In the focus groups, the patients discussed increased self-awareness around the need to self-manage the chronic disease along with developing the knowledge, skills, and confidence to do so. Taking part in the telemonitoring project changed patients’ thinking around taking responsibility to manage their diabetes. Having the machine in their home and being responsible for monitoring the blood glucose shifted their thinking:

_It changes your life forever. It’s up to yourself then—do you want it or not. You grab it with both hands._

Being accountable to someone was a motivating factor in increasing awareness and led them to consider and think about the results they were seeing:

_It’s made me more aware anyway because I’m thinking all the time maybe these bloods are too high, and the nurse is going to say this or maybe they’re too low._

Patients’ distress decreased and confidence increased with the comfort of knowing that someone was keeping an eye on the blood glucose all the time:

_It’s giving you control back. You’re getting some control over your diabetes when that thing is in the house. Like you say, you can go and download. If you don’t feel right about anything in the week that you have done it or in the couple of days, you can go and download it and the nurse will phone you back and reassure you whether it’s right or wrong or what you want to do. That’s what I like about it._

Another major source of self-efficacy was mastery experience through taking steps to control diabetes and seeing positive results. In this study, achieving blood glucose control increased their perseverance with managing diabetes:

_You stick at it. If you’re getting good results all the time, you stick at it._

The patient focus group findings were corroborated by the data from the DES score questionnaires. A significant increase in mean DES score occurred between T1 and T2 (MD 0.62; P = .001) and T1 and T3 (MD 0.72; P < .001; Figure 4).

The CNS team focus group findings also support improved patient self-management with increased patient knowledge and confidence:

_They’re now very confident in managing their insulin so it doesn’t stress them if the doctor says we’ll just increase that by 2 units. They usually know, and they’ll come out and they say to me, I knew we needed to increase that. So, they have gained great confidence in insulin which doesn’t happen to everybody._

The CNS reported problems in the past with the timely up titration of insulin. Many barriers exist in the usual care of patients to achieving an optimal insulin dose because of not having access to complete and accurate patient data, large caseloads, and insufficient time for the practitioners to frequently contact the patients to adjust their insulin doses. Moreover, 14 patients effectively used an insulin self-adjustment tool, which resulted in earlier titration of insulin to gain timely and improved blood glucose control:

_I just saw one of them yesterday and she said to me, I did put the insulin dose down a little bit a couple of months ago but actually I had to put it back up again, I didn’t ring you because I knew that would be fine...this is a 78-year-old lady. When I say she didn’t want to go on insulin, she was absolutely definitely against insulin. To just hear her talking so confidently about her insulin dose and adjusting it and the rationale for the changes she made was great actually._

Not everyone in the study was taught to self-manage insulin, as it was different from traditional practice and would require further exploration and development for implementation to the wider diabetes population. However, those patients who did use the tool demonstrated increased knowledge and a desire to titrate their own insulin in response to higher blood glucose levels:

_If it went back up again it would be a case of going to the diabetic nurse and readjusting your insulin. I wouldn’t mind if I had to adjust the insulin from now on because you know how it works now._

**Nurse in the Corner**

Patients described the telemonitoring as “It’s like a nurse in the corner.” Having access to the diabetes nurses and knowing that they were reviewing their blood glucose levels gave the patients comfort and a sense of safeness. It also meant that there was quicker intervention when their blood glucose levels were not right, and in their opinion, it reduced their need to visit the hospital and GP.

The added comfort or security relates to the vulnerability the patients felt while commencing insulin. This was an unknown territory, and having close monitoring with professional oversight meant that they felt safe. This links to the development of confidence to manage their diabetes, as an improved emotional state underpins the development of self-efficacy or confidence to manage diabetes:

_Having it there, I know it’s there and I know if I have a problem, I’m going to get the call and the nurse is going to talk me through it. It’s hard to explain the comfort that you have in that._

**An Empowering Nurse-Patient Relationship**

In the focus group, the CNS participants identified the need for a more equal relationship and enhanced partnership between the nurse and the patient and recognized the role of the
intervention in empowering patients toward self-management. This eased the nurse into the watchful observer role:

I suppose that we are always talking about self-management and for the self-management to work it has to be teamwork. It can’t be a them and us. You’re always trying to build up relationships.

The CNS perceived that the change in the nurse-patient relationship was toward one of enhanced partnership—a mutual goal that allowed the patient and the nurse to have an equal footing in its achievement:

even after the telemonitoring period, we still get phone calls from the patients but it’s interesting that there’s more an equal relationship with us. It isn’t the kind of traditional nurse and patient relationship.

Increased Workload

CNS participants did highlight that although the telemonitoring system potentially led to much greater efficiencies in terms of patient monitoring and treatment, they strongly voiced the need to have adequate resources to support such a system. One of the key areas of concern was related to adequate nursing resources. As this new telemonitoring system generated large dataset for each patient and these data were being uploaded daily, there was an expectation that nurses would be seeing and reviewing these data regularly. However, because of workload pressures and staff resources, CNS participants reported that often patient data may not be reviewed for several days after upload, and they identified this as a source of concern for patient safety. They would recommend using the track, trend, and triage service, which was not used in this study:

the ‘buts’ are that it definitely added to our work time and I suppose that just the pressure of knowing that you had a responsibility to those patients to look at those readings no matter what else was going on in the service was an additional pressure, I think you would have to restrict the numbers, especially with just the 2 of us; you would have to decide on a certain number at each time. You couldn’t just do it all.

Discussion

Principal Findings

In summary, we observed a significant reduction in HbA1c levels without a significant increase in weight. Patient empowerment scores increased and DDS scores reduced, and these findings were corroborated by the participants’ experiences explored in the focus group interviews. These effects were maintained at follow-up 3 months after the intervention ended. Other effects reported by the participants included increased knowledge and competence to self-manage their condition. Some participants engaged in self-titration of insulin using a tool developed by the CNS. A total of 5 patients had episodes of hypoglycemia. A significant increase in workload was reported by the CNS team, which led to several recommendations for streamlining the delivery of telemonitoring with the current service and for additional supports to the health care team.

Patient Empowerment

Patient empowerment in diabetes is fundamental to achieving behavior change, and it is important that the motivation to change is driven internally rather than externally [8]. Self-determination theory proposes that addressing the 3 psychological needs—autonomy, competence, and relatedness—fosters a motivation to engage in healthy behaviors. The extent to which these 3 needs are met or unmet in the social context predicts well-being and thriving [28]. The findings of this study suggest that these 3 psychological needs were met. The CNS observed a positive impact on the nurse-patient relationship, with a balancing out of power and a sense of letting go from the CNS perspective. The perception of increased partnership was empowering to both parties. Patients’ autonomy increased with an improved awareness and a heightened level of responsibility for the self-management of diabetes. In a large prospective observational study involving 4341 multinational patients, the quality of the patient-provider relationship was significantly correlated with insulin adherence and HbA1c levels [29].

The patients’ knowledge and competence increased in both the effect of their lifestyle behaviors on blood glucose control and how to change them. They attributed this change to the increase in the monitoring of their blood glucose level and the support from the CNS. In a review of qualitative data from seven trials and observational studies of telemonitoring for long-term conditions in primary care, Hanley et al [30] concluded that generating and recording the telemonitoring data had an empowering effect on patients to self-manage. Being active participants in their care increased confidence and enabled them to negotiate prompt access to care.

Insulin Self-Management

Although the central aim of this study was to explore the experience of using telemonitoring to facilitate the transition to insulin therapy, some patients expressed confidence in their knowledge and skill to self-manage their insulin dosage. The CNS participants also indicated an increase in their confidence to let patients self-manage. Empowerment occurs when the goal of the health care practitioner is to enable the patient to critically think and make informed decisions about their care [8]. Self-titration of insulin is well established in type 1 diabetes, but for most patients with type 2 diabetes, dose titration is still carried out by physicians and diabetes nurse specialists. The evidence suggests that this is not the best process to achieve the optimal glycemic control, and self-titration of insulin in type 2 diabetes may be more effective [2]. Computer-assisted self-titration has been found to improve patient awareness of blood glucose management and increase self-efficacy to manage insulin [31]. Our findings suggest that the use of telemonitoring combined with self-titration of insulin empowers people to self-manage and warrants further investigation.

Less Distress, Increased Empowerment Scores, and Fewer Attendances

High levels of diabetes distress negatively affect insulin adherence and glycemic control [29]. The DES scores and DDS scores demonstrated that patient confidence in the ability to
manage diabetes increased and diabetes distress decreased significantly by the end of the 12-week intervention. These findings were supported by the results of the focus group interviews where patients and the CNS team spoke at length about reduced distress and increased patient confidence in their ability to self-manage diabetes. They also reported fewer attendances to the GP and hospital clinics, and we observed a reduction in the number of clinic visits for the intervention group compared with a retrospective cohort. However, the intervention group received a much higher number of calls from the CNS than the retrospective cohort. Telemonitoring and support for people with diabetes have previously demonstrated improvements in self-management and reductions in psychological distress [32].

**Glycemic Control**

There was a clinically and statistically significant change in HbA1c at 3 months after the end of the telemonitoring intervention to support the introduction of insulin in glucose management, however, with no significant impact on weight. HbA1c reduced by 1.61% at T2 and 1.76% at 6 months from T1. It could be argued that this reduction would usually be observed with the introduction of insulin, and without a control group, it is difficult to posit that the effects are because of the telemonitoring intervention. In a longitudinal study that evaluated the change in HbA1c values after the usual approach to start insulin therapy in 779 patients in primary care practices in Germany and 646 patients in the United Kingdom, with a mean HbA1c of 8.1% (SD 1.3%) and 9.3% (SD 1.5%), respectively [33], the average-adjusted HbA1c improvements in the first 12 months were 0.5% (95% CI 0.4%-0.6%) in Germany and 1.0% (95% CI 0.7%-1.3%) in the United Kingdom. Between 12 and 36 months, these improvements in glycemic control were maintained in both patient groups, without additional improvement in glycemic control. This would suggest that using telemonitoring to initiate insulin is more effective, and in our group, the reduction in mean HbA1c was maintained when we audited the group data in 2019. A randomized controlled trial (RCT) of telemedicine with lifestyle adjustment and titration of metformin plus other oral hypoglycemics or insulin in a Danish type 2 diabetes population demonstrated a 14.6% drop in HbA1c (−15 mmol) with telemedicine and 10.6% (−10 mmol) reduction in their control group [34]. In our retrospective audit of 12 patients commencing insulin in 2015, we saw no clinically significant change in HbA1c, which may be because of the multiple barriers to optimal insulin treatment in primary care at the patient and practitioner levels, and this demonstrates the need for structured self-management support and integrated support systems [4].

**Adverse Effects**

Some patients did experience hypoglycemia both during and after the intervention, indicating the need for monitoring and support for this population. In an RCT aimed at reducing cardiovascular events in patients with type 2 diabetes using intensive therapy vs standards therapy to reduce HbA1c, the rate of hypoglycemic episodes requiring medical assistance was 3.1% in the intensive therapy group and 1.0% in the standard therapy group, and the mean weight gain at 3 years was 3.5 kg and 0.4 kg in the 2 groups, respectively [35]. In our study, no significant change occurred in weight over the 6-month period. Hypoglycemia and weight gain are among the many recognized worries experienced by both patients and health care practitioners when considering insulin treatment [36]. Although 13% (5/39) of patients had episodes of hypoglycemia, both the patients and the CNS participants felt that telemonitoring increased efficacy and patient safety in the transition to insulin therapy. The intervention allowed more timely adjustment of insulin levels, which leads to faster control of blood sugar levels. Patients reported a reduced need to visit the GP and hospital clinics probably because of the increased level of contact with the CNS during the intervention.

**Acceptability**

In our study, the use of telemonitoring while transitioning to insulin therapy was highly acceptable to patients, and the use of the technology caused them few problems. There were minor issues with uploading results at the start of the intervention, which could be overcome with an additional visit or better scheduling of the visit from the technology support person.

This intervention has the potential to allow the CNS team to provide more efficient and safe care to the patients, a finding corroborated by Jalil et al [37], but it comes at a cost. The telemonitoring system generated a large dataset for each patient, which had to be reviewed. On reflection, the team felt that they should have availed of the full track, trend, and triage service that is offered as part of the telemonitoring system. This has been found in other studies with one exasperated GP referring to the management of the **tsunami** of patient monitoring data generated by the Whole System Demonstrator project of telemonitoring in long-term conditions in the United Kingdom [38].

The increase in the workload of the team could have been alleviated by administrative support. This would enhance the service by freeing the CNS team to focus on their health care role. There were some teething issues with the introduction of the technology, which caused frustration in both patients and the CNS team. The learning that occurred during the project would allow for a more streamlined approach to the introduction of telemonitoring, with several recommendations for a change to integrating the system with the current service. Although our CNS sample size was small, the findings mirror those of larger studies that have suggested that if the telemonitoring system is not streamlined with the current models of practice, this will impede their uptake by health care professionals [30,38].

**Conclusions**

The use of telemonitoring while transitioning to insulin therapy was highly acceptable to patients with high satisfaction and increases in confidence and knowledge. The intervention transformed the nurse-patient relationship and resulted in the empowerment of patients to self-manage. Patients reported an increased awareness and level of responsibility and confidence for self-management of diabetes. There was a significant decrease in the DDS score, and both patients and the CNS team reported reduced patient distress. Some patients also expressed...
confidence in their knowledge and skill to self-manage their insulin dosage. The CNS team also indicated an increase in their confidence to facilitate patients to self-manage. There was a positive impact on the nurse-patient relationship, with a balancing out of power and a sense of letting go from the CNS team. The increased sense of partnership was empowering to both parties.

There was a clinically and statistically significant drop in HbA1c, as expected with the introduction of insulin in glucose management, with no significant impact on weight and improved sense of patient safety from the patient and practitioner perspective.

Overall, the use of the technology caused a few minor problems for patients. The intervention allowed the CNS team to provide more efficient and safe care to the patients, but it came at a cost. There was a significant increase in the administrative workload of the team, which could have been alleviated by administrative support. There were some teething issues with the introduction of the technology, which caused some frustration in both patients and the CNS team, which may be alleviated with a more streamlined approach and integrating the system with the current service.

**Limitations and Further Research**

Some limitations of this study need to be considered, and where appropriate, recommendations for further research are proposed. Data in this study were generated through convenience sampling of patients attending one health care region in Ireland, and the number of patients recruited was restricted to 40 by limited nursing and technological resources. In addition, as this was a volunteer sample, these participants may be more motivated toward successful self-management of their diabetes and transition to insulin. Considering this, the findings of this study cannot be generalized to other settings.

The small sample size of both the patient and the CNS groups results in very low study power, which reduces reliability and generalizability. This study design did not allow comparison of this intervention with a control group, which limits the ability to fully determine the effectiveness of the intervention. We audited a retrospective cohort of patients to explore the impact of the intervention; however, we recognize the methodological limitations of this approach. A larger RCT would be useful to allow causal comparisons to be made between telemonitoring-supported care of type 2 diabetes during transition to insulin and conventional care. Measurement of other performance metrics such as frequency of GP visits, levels of technical support needed, and time spent by CNSs in telephone support would also determine the feasibility of such an approach. However, the mixed methods approach used in this study, drawing on both quantitative and qualitative data to support findings, does demonstrate congruence toward patient empowerment experiences when using telemonitoring with telephone support to self-manage diabetes.

Future research design in this area might also consider examining whether improvements in patient outcomes are associated with the effects of using the monitor alone or in combination with increased telephone support and/or the use of an insulin titration scale. Moreover, although this study did look at T1 data and examined the effect at the end of the 12-week intervention and at 3-month follow-up and found positive effects in relation to decreased DDS scores and increased DES scores, further research that would examine if these positive effects were sustained over a longer period would lend strength to the value of such interventions.
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Abstract

Background: Today, telehealth is experiencing exponential growth in utilization. Paralleling this trend is the growth in the telehealth industry, with sharp increases in the number of platforms, functionalities, and levels of integrations within both the electronic health record and other technical systems supporting health care. When a telehealth network is intended to be used across independent health care systems, an additional layer of complexity emerges. In the context of regionalized telehealth networks that are not within the same health care system, not only are technical interoperability challenges a practical barrier, but administrative, clinical, and competitive elements also quickly emerge, resulting in fragmented, siloed technologies.

Objective: The study aimed to describe a statewide approach to deploying an interoperable open access telehealth network across multiple health systems.

Methods: One promising solution to the abovementioned concerns is an open access telehealth network. In the field of telehealth, an open access network (OAN) can be defined as a network infrastructure that can be used by health care providers without a closed or proprietary platform, specific obligatory network, or service-specific telehealth technologies. This framework for the development of an OAN is grounded in practical examples of clinical programs that function in each stage of network maturity based on the experience of the South Carolina Telehealth Alliance (SCTA). The SCTA's experience details successes and challenges in an ongoing effort to achieve an OAN. The model describes an OAN in stages of collaborative maturity and provides insights into the technological, clinical, and administrative implications of making the collaboration possible.

Results: The four stages of an OAN are defined according to operational maturity, ranging from feasibility to demonstration of implementation. Each stage is associated with infrastructure and resource requirements and technical and clinical activities. In stage 1, technical standards are agreed upon, and the clinical programs are designed to utilize compliant technologies. In stage 2, collaboration is demonstrated through technical teams working together to address barriers, whereas clinical and administrative teams share best practices. In stage 3, a functional interoperable network is demonstrated with different institutions providing service through common telehealth end points at different patient care sites. In stage 4, clinical workflows are streamlined and standardized across institutions, and economies of scale are achieved through technical and administrative innovations.

Conclusions: The approach to OAN development described provides a roadmap for achieving a functional telehealth network across independent health systems. The South Carolina experience reveals both successes and challenges in achieving this goal. The next steps toward the development of OANs include advocacy and ongoing engagement with the developers of telehealth technologies regarding their commitment to interoperability.
Introduction

Background
Today, telehealth is experiencing exponential growth in utilization [1,2]. Paralleling this trend is the growth in the telehealth industry, with sharp increases in the number of platforms, functionalities, and levels of integrations within both the electronic health record (EHR) and other technical systems supporting health care. When a telehealth network is intended to be used across independent health care systems, an additional layer of complexity emerges. In the context of regionalized telehealth networks that are not within the same health care system, not only are technical interoperability challenges a practical barrier, but administrative, clinical, and competitive elements also quickly emerge, resulting in fragmented, siloed technologies. These observations echo those of the rapid deployment of EHRs that led to fragmentation and barriers to interoperability across systems that have become a practical issue and barrier to optimal care for patients, providers, and health systems [3]. As rapid deployment of telehealth technology follows a similar trajectory, it becomes increasingly important to learn from the EHR example and develop roadmaps for telehealth collaborative solutions before siloed technology becomes standard practice.

Open Access Network
One promising solution to these concerns is an open access telehealth network. In the field of telehealth, an open access network (OAN) can be defined as a network infrastructure that can be used by health care providers without a closed or proprietary platform, specific obligatory network, or service-specific telehealth technologies. An OAN functioning at the highest level of maturity would also include clinical and administrative workflow standardization. Many manufacturers offer turnkey solutions for starting telehealth programs by selling closed systems and/or proprietary technologies. Although these solutions address immediate needs, they also create closed or siloed networks that cannot be easily accessed or expanded and lack interoperability with other telehealth solutions.

An OAN benefits a health care system as a whole by mitigating the need for proprietary equipment and the specialized staff and contracts that support such equipment. In addition, individual institutions and broader regional health care systems benefit from an OAN as they are able to connect to a more extensive array of subspecialty providers using the same technology, thus saving space, cost, and time in the deployment of equipment. Finally, both providers and patients benefit from familiarity with standardized equipment, increasing adoption for these pivotal end user groups. Open platforms ensure that additional consideration is given to maintaining reasonable costs for broad participation among regional health systems.

Similar to the experience of EHR development, the need for telehealth interoperability was acknowledged nearly a decade ago [4], though the reality of interoperability and effectiveness are not well described [5]. Although the development of an interoperable telehealth network is less complex than a full health information exchange, there are many parallels to consider. The National Quality Forum introduced measures for health information exchange interoperability (Table 1), and the majority of measures go beyond whether the systems are technically interoperable and instead focus on whether the system is used as intended and if that use is effective [5]. Although the development of an interoperable telehealth network is less complex than a full health information exchange, there are many parallels to consider. The National Quality Forum introduced measures for health information exchange interoperability (Table 1), and the majority of measures go beyond whether the systems are technically interoperable and instead focus on whether the system is used as intended and if that use is effective [5]. Although the development of an interoperable telehealth network is less complex than a full health information exchange, there are many parallels to consider. The National Quality Forum introduced measures for health information exchange interoperability (Table 1), and the majority of measures go beyond whether the systems are technically interoperable and instead focus on whether the system is used as intended and if that use is effective [5].
Table 1. National Quality Forum domains and subdomains of interoperability.

<table>
<thead>
<tr>
<th>Domain</th>
<th>Subdomains</th>
</tr>
</thead>
<tbody>
<tr>
<td>Exchange of EHI</td>
<td>• Availability of EHI</td>
</tr>
<tr>
<td></td>
<td>• Quality of data</td>
</tr>
<tr>
<td></td>
<td>• Method of exchange</td>
</tr>
<tr>
<td>Usability of exchanged EHI</td>
<td>• Relevance</td>
</tr>
<tr>
<td></td>
<td>• Accessibility</td>
</tr>
<tr>
<td></td>
<td>• Comprehensibility</td>
</tr>
<tr>
<td>Application of exchanged EHI</td>
<td>• Human use</td>
</tr>
<tr>
<td></td>
<td>• Computable</td>
</tr>
<tr>
<td>Impact of interoperability</td>
<td>• Patient safety</td>
</tr>
<tr>
<td></td>
<td>• Cost savings</td>
</tr>
<tr>
<td></td>
<td>• Productivity</td>
</tr>
<tr>
<td></td>
<td>• Care coordination</td>
</tr>
<tr>
<td></td>
<td>• Improved health care processes and health outcomes</td>
</tr>
<tr>
<td></td>
<td>• Patient/caregiver engagement</td>
</tr>
<tr>
<td></td>
<td>• Patient/caregiver experience</td>
</tr>
</tbody>
</table>

*EHI: electronic health information.*

Methods

The framework for the development of an OAN is grounded in practical examples of clinical programs that function in each stage of network maturity. Although the model is intended to be generalizable, the experience of the South Carolina Telehealth Alliance (SCTA) is used as a representative use case. The SCTA was established in 2013 as the product of legislatively appropriated state support for telehealth in South Carolina. The multistakeholder alliance includes representatives from local health care systems and payers and has a mission to support the delivery of high-value telehealth across the state. Across South Carolina’s 46 counties, there are currently over 400 sites equipped for telehealth services. The SCTA’s experience details successes and challenges in an ongoing effort to achieve an OAN. The model presented here describes an OAN in stages of collaborative maturity and provides insights into the technological, clinical, and administrative implications of making the collaboration possible.

Results

Developmental Stages of the Open Access Network

In South Carolina, a vision for technologic interoperability was and remains a key strategy of the state-sponsored telehealth network [6]. The aspirational goal is to allow access to all providers wishing to leverage any deployed telehealth technology in the state. Although achieving this goal is an ongoing challenge, South Carolina has made substantial progress and learned important lessons. A four-stage process is being used to develop and mature a statewide OAN (Figure 1). These four stages are defined according to operational maturity, ranging from feasibility to demonstration of implementation. Each stage is associated with infrastructure and resource requirements, technical, and clinical activities. In stage 1, technical standards are agreed upon, and the clinical programs are designed to utilize compliant technologies. In stage 2, collaboration is demonstrated through technical teams working together to address barriers, whereas clinical and administrative teams share best practices. In stage 3, a functional interoperable network is demonstrated with different institutions providing service through common telehealth end points at different patient care sites. In the fourth and final stage, clinical workflows are streamlined and standardized across institutions, and economies of scale are achieved through technical and administrative innovations (eg, common scheduling portals and standard contract language; Figure 1).
Stage 1: Establish a Common Technical Network

Establish a Collaborative Forum

As in all collaborative efforts that involve multiple stakeholders, establishing a forum for communication, discussion, and gaining trust among the parties is essential. These stakeholders are likely to be asked to accommodate some adjustments internally for the good of the network; thus, it is important to involve them at early stages of strategic planning and the setting of short- and long-term goals. In South Carolina, the SCTA engages stakeholders with an advisory council and a system of workgroups that operate under the alignment of a formal strategic plan [6]. These workgroups, made up of personnel from the various involved institutions, are responsible for operationalizing the plan within their respective organizations and reporting back to the advisory council. The SCTA information technology (IT) workgroup has become a common ground for members to build relationships and make collaborative decisions with the common goal of interoperability, scalability, and support of the network.

Establish Technical Standards and Agreement

As discussed, the inception of a regional telehealth network requires careful planning and coordination of efforts. Defining network requirements and functionality helps drive important decisions on technical protocols and the types of equipment used. The backbone of the OAN in South Carolina is a video network whose interoperability is made possible by using standardized specifications. These specifications are based upon open standards as defined by the International Telecommunications Union (ITU) and via a collaborative approach defined by the IT workgroup within the SCTA [7]. ITU open standards address specific requirements for functionality, interoperability, and compatibility. Through the utilization of existing infrastructure, the network leveraged investment protection while allowing sites and health care providers choices in the platforms they would use if they met the ITU open systems standards.

Assess and Address Broadband Availability

In South Carolina, rural health care providers often lack technical support, person power, and adequate broadband access. This limited connectivity compounds existing health care access issues, particularly in a region that is mostly rural (Figure 2). Although broadband access is beyond the scope of this paper, it is an important element to address when considering an OAN. When South Carolina designed and implemented a statewide telehealth network, one of the primary requirements was the ability to be used across rural providers and independent health care systems. Many of these health care systems had existing infrastructure and isolated networks that could be reconfigured to work together as one large statewide telehealth network. To build the network, South Carolina utilized the Federal Communications Commission’s (FCC) rural health care program that subsidized infrastructure and broadband connectivity, effectively creating a dedicated statewide health care network. The network is known as the Palmetto State Providers Network (PSPN) [8]. Today, PSPN has over 300 participating health care sites providing affordable low-latency dedicated bandwidth with access to secure encrypted video infrastructure for the delivery of telehealth applications and services.
Open Access Network User End Points

Telehealth end points are hardware platforms that users control to establish connections between referring and consulting telehealth participants. An end point is where physical and logical connections to video and audio systems such as cameras, speakers, and microphones are made. End points are the end of the line for the video conferencing connection and are different from other components of a video conferencing network such as gateways or multipoint conference units (bridges), which are video infrastructure components.

End points used in telehealth settings must be dependable and easy to use and meet the needs of the patient and health care provider. Under the OAN system, the patient and provider are not limited to consultations within a specific platform. There are many platforms/end point choices that promote technological efficiencies and streamlined patient care. End points come in a number of platforms and include software and PC-based, tablets, wall-mounted hardware-based units, dedicated desktop units, and the popular clinical cart units widely used in hospital settings. In health care facilities where space and resources are at a premium, the ability to utilize end points across multiple telehealth services and platforms is essential to the growth of the telehealth provision and utilization. The South Carolina approach to end point decisions is to educate providers on what is available, listen to the provider’s needs, and then recommend the best solution. Ultimately, it is the health care provider’s decision on what is the best end point for the delivery of health care services.

Open Access Network Technical Support

With the deployment of health care networks that provide services for critical and acute care patients, technical reliability is mandatory. Choosing industry-proven commercial-grade network equipment is an essential component for reliability. Having service-level agreements with the manufacturers and providers of network equipment is also a critical element to building and operating a strong network. Knowing that all equipment fails over time, managing equipment life cycles, and providing routine scheduled maintenance and upgrades are essential in maintaining a robust telehealth network. Networks
built with designed redundancy or high availability offer both hardware protection and the ability to perform maintenance and upgrades anytime, day or night. Utilizing site and service agreements, the SCTA offered a collaborative approach to technical support where the regional health care systems provide technical and site support to rural providers and smaller clinics in their region.

Open Access Network and Telehealth Software

One primary question faced when telehealth software is applied within an OAN is whether the software restricts the type of end point that can be utilized. A key component of this question is whether the telehealth end points not manufactured by the vendor can be used when the vendor’s software initiates the video call. In addition, there are multiple questions that should be collaboratively discussed and considered before selecting telehealth software (Table 2). Conversely, it is important to consider whether the end points that are manufactured by the vendor can be utilized without the vendor’s software. Many national telehealth vendors are moving toward interoperability with computers and tablet-based devices, and many video conferencing products can be configured to call video solutions across a range of video clients. When applying telehealth software, which leverages or augments video conferencing, there are typically two broad uses: encounter management and video network management. Encounter management involves assistance with the workflows of the clinical process; this may include gathering of data to assist clinical decision making, such as radiological imaging to assist in the assessment of a stroke. Encounter assistance may also include administrative functions of care, such as scheduling, facilitating collaborative documentation between care teams, or providing information for billing purposes. However, the functionality of the end points or the software remains constricted by certain specifications determined by telehealth software and equipment manufacturers. For instance, many telehealth encounters are facilitated with the use of far-end camera control in which the distant provider can simulate the in-person experience by controlling the camera on the patient’s side. The ability to leverage this functionality may depend on the functionality of telehealth support software or on the specific camera included in the end point. Restrictions in functionality may also be experienced for the use of examination peripherals, which exclude some services from being offered as the appropriate standard of care.

Table 2. Questions to consider when evaluating technologies for users of the open access network.

<table>
<thead>
<tr>
<th>Category</th>
<th>Questions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Infrastructure</td>
<td>• What problem are we solving?</td>
</tr>
<tr>
<td></td>
<td>• What are the current video client- or cloud-based services in use?</td>
</tr>
<tr>
<td></td>
<td>• Does the technology require changes to existing OANa infrastructure?</td>
</tr>
<tr>
<td></td>
<td>• Does the technology require additional infrastructure?</td>
</tr>
<tr>
<td>OAN standards/compatibility</td>
<td>• Will functionality be lost when crossing between software and certain standards-based endpoints in the network?</td>
</tr>
<tr>
<td></td>
<td>Specifically:</td>
</tr>
<tr>
<td></td>
<td>• Far-end camera control</td>
</tr>
<tr>
<td></td>
<td>• Peripheral examinations devices including examination cameras and stethoscopes</td>
</tr>
<tr>
<td></td>
<td>• Are there any end points that software apps provided by a vendor cannot connect to via video?</td>
</tr>
<tr>
<td></td>
<td>• Are the new technologies compatible with the OAN?</td>
</tr>
<tr>
<td>Technical support/outcomes</td>
<td>• What are the technical support requirements?</td>
</tr>
<tr>
<td></td>
<td>• Is there the ability to monitor the end points to ensure they are online when clinically needed?</td>
</tr>
<tr>
<td></td>
<td>• Is the technology able to provide feedback to monitor key process metrics and data to support relevant quality and outcome measures?</td>
</tr>
<tr>
<td>Legal/compliance</td>
<td>• What are the state and federal regulatory requirements (including Health Insurance Portability and Accountability Act, Family Educational Rights and Privacy Act, and Commission on Accreditation for Law Enforcement Agencies)?</td>
</tr>
<tr>
<td></td>
<td>• What are the information security requirements addressing the use of video technologies in health care settings?</td>
</tr>
<tr>
<td></td>
<td>• What end point encryption is required?</td>
</tr>
</tbody>
</table>

aOAN: open access network.

The process of selecting technology for use within the OAN requires careful planning to ensure interoperability and appropriateness for each use case. Table 2 outlines several categories of questions that may be helpful to consider in this process.

Stage 1 Example: Connecting Medication-Assisted Therapy Providers to Drug and Alcohol Treatment Centers

An illustrative example of the South Carolina program that is in stage 1 of OAN maturity is that of the telehealth-enabled medication-assisted therapy program that connects eligible prescribers to local drug and alcohol treatment centers to treat patients with opioid use disorder. As the need for this clinical service was identified, the key stakeholders met to establish a collaborative forum to discuss the questions listed in Table 2 and apply the OAN standards that had been established by the SCTA technology workgroup. Broadband capability was assessed at each of the drug and alcohol treatment centers that were provided with federally subsidized broadband, when necessary. The program utilizes standards-based video conferencing equipment and software to connect the patient with contracted providers, and technical support is provided by
a common SCTA support partner. As the program matures, workgroups are forming to progress toward clinical and administrative consensus.

**Stage 2: Collaborative Network**

Although agreeing upon technical standards is an essential first step, the challenging process of collaboration must be a continuous area of focus to achieve the purposes of the OAN.

**Ongoing Technical Collaboration**

The implementation of a regional telehealth network requires a high degree of collaboration among the participating sites and service providers who may be unaccustomed to external collaborations. The coordination of efforts on a shared vision for a telehealth network is crucial for successful implementation and deployment. Regulatory requirements and threats to IT security create an environment where IT staff are very protective of their organization’s networks. These factors create challenges to establishing trust and working together for the common goal of a statewide health care network. In South Carolina, a three-step process was used to develop and mature statewide IT relationships. In step 1 through the SCTA, we formed an inclusive statewide IT workgroup with representation from members of participating sites. Representation included participation from rural health care providers, community hospitals, regional hospitals, and the state’s largest medical centers. In step 2, the workgroup agreed upon a common vision for the network and developed standards used to implement the network with a focus on protecting existing infrastructure and end point investments. In step 3, key stakeholders worked together to enhance the network by addressing needs for accessing technical support, online directory services for end points, and a shared on-call pool for emergent support needs. Working collaboratively and building trust are the cornerstones for developing and implementing a statewide OAN.

**Collaborative Design in the Context of Performance and Security**

**Network Security**

With federal and state mandates for the protection of health care information, South Carolina designed the OAN to utilize encryption technologies for all video calls. End points across multiple institutions and clinical sites are configured to standards that include required encryption configurations. Laptops utilized in the delivery of telehealth have encryption technologies installed to protect the laptop and its data from unauthorized access. User accounts are needed for access to all PC-based video clients.

**Network Management**

Successful design, implementation, and support of a telehealth network is not complete without a comprehensive network management policy and process. Network management should address procedures for the following:

1. Service level agreements on uptime, trouble resolution, and customer expectations.
2. Asset and inventory management
3. Proactive real-time monitoring of all critical systems
4. Equipment life cycle management

Clinical Collaboration

Establishing a venue for clinical collaboration is another important, perhaps essential, element of a successful OAN. Even for competing organizations, there is room to collaborate on quality and value alignment care processes. Indeed, the experience in South Carolina has demonstrated that for some services, telehealth can actually help forge partnerships across potentially competing health systems.

This stage was first demonstrated in a partnership between the Medical University of South Carolina (MUSC) and the South Carolina Department of Mental Health. Both entities serve many of the same community hospitals by providing emergency room consultations via telehealth. Although the services and even video end points differed, the two institutions worked together to leverage technology resources and agreed-upon approaches to solving technology problems for the sites they commonly serve. Technical collaboration has matured between the provider groups with common practices both in technology choice and security and network support. Clinical collaboration has been established with one provider group providing care on the inpatient side and another in the emergency department and outpatient setting requiring clinician communication for smooth handoffs.

**Administrative Collaboration**

An important element for the long-term success of a collaborative OAN effort across health systems is leadership buy-in and administrative inclusion. Establishing a mechanism for discussing the administrative elements of contracting, credentialing, scheduling, and business planning while the clinical and technical work is underway can great streamline any difficulties faced and lead to synergies in how each participating health system operates in the telehealth space. If possible, having the telehealth network included within the core strategic initiatives and alignment with the health systems mission is ideal for ensuring long-term success of the OAN.

**Stage 2 Example: Telemental Health Services in South Carolina**

Stage 2 of the OAN was first demonstrated in a partnership between the MUSC and the South Carolina Department of Mental Health. Both entities serve many of the same community hospitals by providing emergency room consultations via telehealth. Although the services and even video end points differed, the two institutions worked together to leverage technology resources and agreed-upon approaches to solving technology problems for the sites they commonly serve. Technical collaboration has matured between the provider groups, with common practices both in technology choice and security and network support. Clinical collaboration has been established with one provider group providing care on the inpatient side and another in the emergency department and outpatient setting requiring clinician communication for smooth
handoffs. Administrative collaboration has also been ongoing such that leadership finds the relationship so important that this same division of telehealth services that began in community hospitals is now replicated in MUSC’s own children’s hospital as well.

**Stage 3: Functional Clinical Network**

The first two stages of OAN maturity deal with technical and collaborative infrastructure. In stage 3, there is a focus on the demonstration of a functional interoperable network, with different institutions providing services through common telehealth end points at a patient site. To make this transition, there is a focus on distributing the established guidelines to focus on training and smooth launching or go live of services. Finally, quality metrics are tracked to ensure fidelity and encourage ongoing quality improvement. Attention to this ongoing process acknowledges that the technical, clinical, and administrative and achievements of stages 1 and 2 may not be fully matured and require ongoing attention and modifications. Embracing interoperability will likely lead to scaling of functionality to cost while using common end points. It is in stage 3 where these realities are confronted to move toward stage 4 while not sacrificing clinical integrity.

**Distribution of Best Practices**

For providers at multiple institutions to put the OAN technology to use, there must be a shared understanding of the best practices established by the workgroups during stages 1 and 2. Although all intricacies of the technology choices are not necessarily of utmost importance to this group, a basic understanding of telehealth and how to use and troubleshoot the technology is vital. In addition, when a consensus has been reached to the questions listed in Table 2, a forum for distributing these guidelines to a larger group helps to overcome knowledge barriers. The SCTA has worked through the distribution of instructional information in a variety of ways. Both content advisory and education workgroups exist to help increase general awareness and make more detailed training documents available. These range from a large library of promotional videos to a repertoire of online training modules developed in collaboration with the state’s public television and broadcasting agencies and the South Carolina Area Health Education Consortium. Although these materials are in continued development, their use in conjunction with state and regional group training sets the stage for more in-depth on-site training. These program-specific training for providers and support staff provide employees from multiple institutions with a shared understanding before any go live.

**Program Go Live**

Collaborative use of open access technology by multiple institutions requires substantial coordination and support throughout the process of program development and transition to patient care. This is often best facilitated through dedicated telehealth coordinators or designated contact personnel at each institution. These designees are able to provide a source of continuity between IT, clinical, and administrative teams and host forums for discussion among the institutions. As the training is completed, they are able to host a series of mock connections before the rollout of services involving actual patient care and then monitor the first several patient encounters. During this transition period, the coordinators are able to help troubleshoot or find solutions to issues that might otherwise provide a less-than-optimal experience for either the patient or provider.

**Quality Metric Tracking and Improvement**

As in any process improvement effort, establishing metrics of success that can be tracked over time is essential. Ultimately, monitoring successful uses of common end points into the OAN by multiple institutions is a useful metric, but there are likely others needed to obtain this goal. In that stage, the practical realities that inhibit full deployment of the OAN are addressed or at least acknowledged as areas of optimization. These differences in functionality do not exclude the possibility of interoperability, but the clinical and cost needs may understandably be prioritized over interoperability in stage 3. In this stage, these practical realities are acknowledged, and a course is toward interoperability through process improvement and adjustments to technologies.

**Stage 3 Example: Federally Qualified and Rural Health Centers**

As the established infrastructure for providing health care for underserved citizens, many of the federally qualified health centers and rural health centers in South Carolina provide examples of stage 3 OAN maturity. These centers are able to use standards-based equipment to allow for connections to services between their own sites and community-based sites such as schools and drug and alcohol rehab facilities and to receive care from distant sites. They have contributed to several of the workgroups tasked with establishing standards and technology, administrative and clinical infrastructure, and the development of specific clinical programs. Their staff members and providers have taken advantage of common training materials and sessions to learn and help establish best practices. On-site training at these sites and those providing care is facilitated by coordinators, ensuring that all involved are ready for an organized go live. Patient care at these sites may utilize different workflows; however, the use of standards-based equipment and common practices, enable efficient use of technology. Finally, quality metrics are beginning to be established at these clinics to track and facilitate the continuous improvement of patient care.

**Stage 4: Standard Process Network**

Once a use case of two institutions using a common end point has been demonstrated, the transition to stage 4 maturity is underway. In this stage, optimization of the network focuses on the elements that will truly make the OAN add value to the regional care system. In this stage, clinical workflows can be standardized across institutions, and economies of scale can be achieved through administrative and technical innovations.

**Establishment of Common Workflows**

With the standardization of clinical workflows, there is a common experience of the clinical providers and staff, allowing for an elevation of skill level and generalization of knowledge and competencies. Administrative innovations may include common scheduling portals, standardization of contract
language, and streamlining of credentialing needs. From a technical perspective, optimization may include the use of software-assisted functionality that complies with interoperability standards. Technical response teams are now highly coordinated with open lines of communication.

Shared Administrative and Clinical Resources
A common Web portal for the OAN could be instrumental in bringing many of the aforementioned elements together. However, to remain open access, the costs of the network should remain reasonable for broad participation and not require the use of scaled functionality for all services. Willing partners should not be excluded from the network within the bounds of the agreed-upon standards and compliance with established workflows and procedures. Uniquely, at this level of collaboration, partnerships on service are enabled, in which otherwise competing institutions may find themselves collaborating with shared resources, such as common physician call pools when providers are in short supply.

Payer Advocacy
At the most mature stage of maturity, programs are able to reach a scale in which utilization and quality metrics are well established. After some time, at-scale health outcomes and cost efficiencies are also able to be measured. Multiple provider groups are then able to leverage these data to advocate for improved reimbursement either through legislation or direct negotiation with individual payers. Although some programs may ultimately rely on multiple funding mechanisms to ensure sustainability, a collaborative approach to demonstrating the value of telehealth programs and ultimately improving the reimbursement landscape is beneficial to all involved.

Stage 4 Example: School-Based Telehealth
The South Carolina school-based telehealth program is an illustrative example of a statewide telehealth program that has moved through each OAN stage of maturity. Early in this program’s development, a commitment was made to adhere to open access standards when selecting technology, and broadband capability in rural schools was established with the help of the FCC-funded PSPN. As multiple health systems and provider groups became involved, the school-based telehealth workgroup within the SCTA was established to provide a framework for team building and sharing of ideas related to both clinical and technological standards. A collaborative IT support network was essential to the growth of this program as relationship building between school and provider IT teams was fundamental to both establishing and maintaining connectivity. Eventually, it became evident that a tiered call pool approach in which a school nurse’s request for a visit could be sent first to a local provider, then to a provider group at the most local regional health care system, and then to a group at the largest state medical system was the best strategy to keep care local while still providing a quick response. For this to become a reality, a common clinical and administrative support network was established. This model has most recently been implemented using a common software platform that can be accessed by multiple end points that meet the open access standards. Although this platform has not become a fully statewide portal, its use has encouraged common workflows and processes, and with increased collaboration, the program has increased efficiency and utilization. Most recently, data have shown that the program may be associated with more cost-effective health care utilization patterns, and the provider groups are working together to advocate for improved reimbursement policies from a variety of payers.

Exception to the Rule: Intentional Fragmentation of an Open Access Network
Interoperability in telehealth solutions is often a goal rather than a full reality for most health systems. Although this is true for many health care IT solutions, it is compounded with telehealth because of the realities of different functionalities needed for different clinical situations. Health systems and telehealth vendors are often in diligent pursuit of an enterprise solution, though modifications and exceptions to the standardizations in place remain common for certain clinical services. Embracing the idea that alternative technologies may be needed to achieve clinical goals can be helpful if it allows for a focus on prioritizing what exceptions and options are tolerable, and to work on the integrations needed. This prioritization can be seen as being intentional with your telehealth systems’ fragmentation. Areas of prioritization to consider when faced with conflicting telehealth technology needs include the following:
1. Clinical functionality
2. Delays in service delivery pending prolonged integrations
3. Functionalities that add efficiencies not present in a health system’s legacy workflows
4. Cost
5. End user experience, including the patient

Once a set of priorities are established, and some fragmentation of the telehealth technology ecosystem is allowed, it should also be the goal of eventual full standardization. Working toward a system with smooth user experience, maximized functionality, and optimal cost may require long-term goal setting and shared decision making across varying levels of health systems governance.

Examples of Intentional Fragmentation From the South Carolina Open Access Network
Example 1 of Deviation From the Open Access Network: Telestroke
Telestroke, which is a highly successful use of telehealth across the country, is an example of successful clinical collaboration on common technology that is not tied to the South Carolina OAN. The operational needs of this type of program include on-demand call access to providers and rapid integration of radiological imaging, which often leads to the use of niche, proprietary software apps, as it did here in South Carolina. This telestroke network has led the way in terms of clinical collaboration, with multiple health systems contributing to a common pool of providers for the good of the region and sustainability of the service. However, integrating the OAN with this high-volume, high-stakes service remains a challenge, and thus intentional fragmentation of the OAN permitted.
Example 2 of Deviation From the Open Access Network: Tele-Intensive Care Unit

One example of a telehealth program that is unlikely to meet even the most basic OAN standards are the most widely used technologies for tele-intensive care units (tele-ICUs). Tele-ICU, as conventionally defined, offers continuous remote patient monitoring from a multidisciplinary clinical ICU team led by an intensivist in a fixed space operations center. Each ICU patient room being monitored is wired with two-way audiovisual communication technology, and an emergency alert button is installed that can be activated during patient crisis. The most common technology for this clinical application includes proprietary software that enables a centralized patient census along with easy access to the audiovisual communication system. The two-way communication system is controlled by the remote clinicians and is supported by a separate vendor from the tele-ICU system. Some clinical information derived from the EHR is included in the centralized system, although this varies across programs and is often limited to basic electronic data provided from discreet data fields in the EHR (eg, patient vital signs and laboratory testing). A tele-ICU clinician workstation in the operations center includes 8 to 12 separate monitors and has numerous technologic interfaces established between the operations center and the remote ICU, including EHR interfaces, physician order entry interfaces, bedside monitor waveform interfaces, radiology viewing interfaces, and internal communication systems for operations center personnel.

Discussion

Telehealth is a rapidly growing component of the US health care system. Yet, to achieve large-scale adoption, policy makers and health care stakeholders should consider options that cross the traditional boundaries of proprietary health care marketplaces. The OAN is one approach that facilitated the statewide telehealth network in South Carolina. The approach to OAN development described here provides a roadmap for achieving a functional telehealth network across independent health systems. The South Carolina experience reveals both successes and challenges in achieving this goal. The next steps toward the development of OANs would include advocacy and ongoing engagement with the developers of telehealth technologies regarding their commitment to interoperability. In addition, focus on health system partnerships, and collaborative processes round out the essential elements of the OAN.
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Abstract

Background: Patient follow-up is an essential part of hospital ward management. With the development of deep learning algorithms, individual follow-up assignments might be completed by artificial intelligence (AI). We developed an AI-assisted follow-up conversational agent that can simulate the human voice and select an appropriate follow-up time for quantitative, automatic, and personalized patient follow-up. Patient feedback and voice information could be collected and converted into text data automatically.

Objective: The primary objective of this study was to compare the cost-effectiveness of AI-assisted follow-up to manual follow-up of patients after surgery. The secondary objective was to compare the feedback from AI-assisted follow-up to feedback from manual follow-up.

Methods: The AI-assisted follow-up system was adopted in the Orthopedic Department of Peking Union Medical College Hospital in April 2019. A total of 270 patients were followed up through this system. Prior to that, 2656 patients were followed up by phone calls manually. Patient characteristics, telephone connection rate, follow-up rate, feedback collection rate, time spent, and feedback composition were compared between the two groups of patients.

Results: There was no statistically significant difference in age, gender, or disease between the two groups. There was no significant difference in telephone connection rate (manual: 2478/2656, 93.3%; AI-assisted: 249/270, 92.2%; \(P=.50\)) or successful follow-up rate (manual: 2301/2478, 92.9%; AI-assisted: 231/249, 92.8%; \(P=.96\)) between the two groups. The time spent on 100 patients in the manual follow-up group was about 9.3 hours. In contrast, the time spent on the AI-assisted follow-up was close to 0 hours. The feedback rate in the AI-assisted follow-up group was higher than that in the manual follow-up group (manual: 68/2656, 2.5%; AI-assisted: 28/270, 10.3%; \(P<.001\)). The composition of feedback was different in the two groups. Feedback from the AI-assisted follow-up group mainly included nursing, health education, and hospital environment content, while feedback from the manual follow-up group mostly included medical consultation content.

Conclusions: The effectiveness of AI-assisted follow-up was not inferior to that of manual follow-up. Human resource costs are saved by AI. AI can help obtain comprehensive feedback from patients, although its depth and pertinence of communication need to be improved.

(J Med Internet Res 2020;22(5):e16896) doi:10.2196/16896
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Introduction

Artificial intelligence (AI) is a system that can correctly interpret external data, learn from such data, and flexibly apply the acquired knowledge to achieve specific tasks and goals. With the dramatic improvement of computer power to process big data, AI is already ubiquitous in our daily life in the past 50 years. In the past several years, the application prospect of AI in surgery, radiology, dermatology, and oncology is up-and-coming [1-3].

Telemedicine is a medical method used to provide clinical and educational services for remote areas. Information and communication technology are used to transmit medical information [4,5]. Telemedicine attempts to overcome challenges in health services delivery due to distance, time, and rough terrain by improving cost-effectiveness and accessibility of health services in both developing and developed regions [6]. It is an “open and evolving science that incorporates advancements in new technologies and adapts to the changing health demands and social environments.” [7] With the growth of AI and big data analytics, the scope and capability of telemedicine have expanded in recent years. Current telemedicine applications can be divided into four categories: patient monitoring, medical information technology, AI-assisted diagnosis, and information analysis collaboration [7]. With the assistance of AI, telemedicine might be an effective method for disease assessment, diagnosis, management, and monitoring [6], especially in chronic disease [8-12], skin diseases [13], and postoperative follow-up care [14].

Postoperative follow-up is an essential part of orthopedic surgery. Medical institutions can provide service for discharged postoperative patients through follow-up. Traditional methods include phone calls, emails, visiting, and reexamination at clinic; all of these methods need a lot of medical resources. With the development of AI and telemedicine, computers or mobile phones could be used to complete more and more of the follow-up work.

In this paper, we describe an AI-assisted system for the follow-up of patients after surgery. The study’s aim was to compare the cost-effectiveness and feedback composition of the AI-assisted system with a traditional method for postoperative follow-up.

Methods

Ethics Approval and Consent to Participate

This study was approved by the Research and Ethics Institutional Committee of Peking Union Medical College Hospital (PUMCH).

Patient Enrollment and Data Collection

The AI-assisted follow-up system was launched in the Orthopedic Department of PUMCH in 2019. We enrolled 270 patients who had undergone orthopedic surgery at PUMCH from April 2019 to May 2019. This group of patients was defined as the AI-assisted follow-up group since all of the postoperative follow-up was completed by an AI-assisted follow-up system. 2,656 patients who had undergone orthopedic surgery at PUMCH from April 2018 to March 2019 were enrolled as the manual follow-up group. The postoperative follow-up of this group was completed by manual phone calls. Patient characteristics for both groups were collected from the hospital information management system including gender, age, and disease type.

AI-Assisted Follow-Up System

Figure 1 presents a block diagram of the AI-assisted follow-up system. The AI-assisted follow-up system obtained baseline information for each discharged patient including the ID number, gender, age, discharge date, diagnosis, telephone number, and caller location. The system called patients via automated speech telephony delivery in batches from 8:30 AM to 8:30 PM every day allowing hundreds of calls to be made daily. Interactions between the system and patients were based on machine learning, speech recognition, spoken language understanding, and human voice simulation technology. Communication contents included patient satisfaction in the hospital environment, nursing, and health education; wound recovery; functional training; postoperative complications; and other surgery-related medical consulting. The system was able to identify dialects in different parts of China via speech recognition technology and voice information was converted into text in real time. An example of transcribed dialogue that was automatically converted into text is shown in Textbox 1. A report, shown in Table 1, was generated and automatically uploaded to the cloud afterward. Surgeons and nurses could review the report and respond to patient feedback, if necessary.
**Figure 1.** Block diagram of the AI-assisted follow-up system.

**Textbox 1.** Transcription of a sample dialogue.

```
System: Hello, this is Peking union medical college hospital. Could you please take a few minutes to complete a follow-up survey? Thank you!
Patient: ok.
System: our follow-up questions mainly include three aspects: ward environment, propaganda, and nursing. All of the following questions are ranked from 0 to 5, with 5 being the most satisfactory and 1 being the worst. We will record your questions at the end of the follow-up, and would you please help us complete the complete survey?
Patient: yes, no problem.
System: what is your score for the quiet and tidy environment of the ward? The full score is 5 points.
Patient: well, give it a five.
System: ok, may I ask how satisfied you are with the ward environment introduction, health guidance, and the matters needing attention after discharge, etc., given by the nurses during your stay in the hospital? Would you please rate
Patient: well, give it a five.
System: ok, please rate the nurses' responsibility, fit degree, injection technique, regular patrol, response speed, and other nursing work.
Patient: well, five points.
System: ok, what are your complaints about this hospitalization?
Patient: perhaps the most unsatisfactory part is that the doctor is too busy and has too few opportunities to communicate with patients.
System: do you have any other questions for feedback or consultation?
Patient: no.
System: thank you very much for your cooperation. We have recorded your problems and will reply to you as soon as possible. Please keep your mobile phone free and remember to review it on time.
```
Table 1. Automatically generated table for the dialogue inTextbox 1.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Information</th>
</tr>
</thead>
<tbody>
<tr>
<td>Basic information</td>
<td>Patient name, ID number, gender, age, discharge date, diagnosis, and caller locationa</td>
</tr>
<tr>
<td>Dialogue result</td>
<td>System hang up after dialogue</td>
</tr>
<tr>
<td>Number of dials</td>
<td>1</td>
</tr>
<tr>
<td>Call duration (s)</td>
<td>97</td>
</tr>
<tr>
<td>Question 1 score</td>
<td>5</td>
</tr>
<tr>
<td>Question 2 score</td>
<td>5</td>
</tr>
<tr>
<td>Question 3 score</td>
<td>5</td>
</tr>
<tr>
<td>Total score</td>
<td>15</td>
</tr>
<tr>
<td>Feedback question</td>
<td>Doctors are too busy to communicate with patients</td>
</tr>
<tr>
<td>Follow-up date</td>
<td>2019/6/24</td>
</tr>
</tbody>
</table>

aBasic information is automatically extracted from the hospital information management system.

Manual Follow-Up
Follow-up with the control group was performed by phone. Calls were made one by one depending on the availability of human resources. The communication contents were consistent with the AI-assisted follow-up group. Reports were recorded and uploaded manually. Feedback from patients were recorded by the operator and reported to surgeons and nurses.

Evaluation Indicators
Evaluation indicators of follow-up included telephone connection rate, follow-up rate, feedback collection rate, and session duration. Telephone connection rate = (number of effective follow-ups + number of invalid follow-ups) / number of patients called × 100%. Follow-up rate = number of effective follow-ups / (number of effective follow-ups + number of invalid follow-ups) × 100%. Feedback collection rate = number of patients with effective feedback / number of effective follow-ups × 100%. Effective follow-up was defined as the complete collection of data in Table 1 (excluding the feedback question parameter), while invalid follow-up was defined as the absence or incomplete collection of data in Table 1. Effective feedback included patient feedback about nursing, health education, hospital environment, and medical consulting. Moreover, feedback content should be specific and constructive such as dissatisfaction with hospital food or postoperative wound rupture.

Statistical Methods
Data analysis was performed using SPSS statistical software (version 23.0, IBM Inc). Pearson chi-square test or Fisher exact test was used to compare categorical variables (age, gender, medical condition, telephone connection rate, follow-up rate, and feedback rate). The normality of continuous variables (session duration) was tested with a modified Kolmogorov-Smirnov test. Unpaired t tests were performed for those following a normal distribution. All tests were two-sided. Data were considered to be statistically significant for \( P < .05 \).

Results
Patient Characteristics
Patient characteristics for the two groups are shown in Table 2. Group differences in age, gender, and disease category were not statistically significant (Table 2).
As shown in Table 3, there was no significant difference in either telephone connection rate (manual: 2478/2656, 93.3%; AI-assisted: 249/270, 92.2%; \( P = .50 \)) or follow-up rate (manual: 2301/2478, 92.9%; AI-assisted: 231/249, 92.8%; \( P = .96 \)) between two groups. However, the feedback collection rate in the AI-assisted follow-up group was significantly higher than that in the manual follow-up group (manual: 68/2656, 2.5%; AI-assisted: 28/270, 10.3%; \( P < .001 \)). The approximate session duration of the manual follow-up group varied from 60 seconds to 180 seconds, according to interviews with the operators. An extra 120 to 180 seconds were also necessary for material recording and uploading. Therefore, the average time spent on each patient in the manual follow-up group was approximately 3-6 minutes. We recorded the total time that the operators spent on randomly following 100 patients (9.3 hours). The average session duration of the AI-assisted follow-up group was 87.7 (SD 39.5) seconds. However, none of this time required human resources, and the AI system generated data reports automatically. In this way, the time spent on AI-assisted follow-up was close to 0 hours. Compared with manual follow-up, the AI-assisted follow-up were of shorter duration.

### Table 2. Comparison of patient characteristics in manual and artificial intelligence–assisted follow-up groups.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Manual follow-up group, n (%)</th>
<th>AI-assisted(^a) follow-up group, n (%)</th>
<th>Chi-square (df)</th>
<th>( P ) value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of patients</td>
<td>2656 (100)</td>
<td>270 (100)</td>
<td>0.8 (3)</td>
<td>.86</td>
</tr>
<tr>
<td>Age (years)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;50</td>
<td>805 (30.3)</td>
<td>77 (28.5)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>50-59</td>
<td>480 (18.1)</td>
<td>47 (17.4)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>60-69</td>
<td>861 (32.4)</td>
<td>94 (34.8)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \geq 70 )</td>
<td>510 (19.2)</td>
<td>52 (19.3)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gender</td>
<td></td>
<td></td>
<td>1.7 (1)</td>
<td>.19</td>
</tr>
<tr>
<td>Male</td>
<td>994 (37.4)</td>
<td>112 (41.5)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>1662 (62.6)</td>
<td>158 (58.5)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Disease category</td>
<td></td>
<td></td>
<td>4.1 (2)</td>
<td>.13</td>
</tr>
<tr>
<td>Spinal disease</td>
<td>1676 (63.1)</td>
<td>154 (57.0)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Joint disease</td>
<td>938 (35.3)</td>
<td>110 (40.7)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>42 (1.6)</td>
<td>6 (2.2)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

\(^a\)AI-assisted: artificial intelligence–assisted.

### Table 3. Comparison of manual and artificial intelligence–assisted follow-up indicators.

<table>
<thead>
<tr>
<th>Indicators</th>
<th>Manual follow-up</th>
<th>AI-assisted(^a) follow-up</th>
<th>Chi-square (df)</th>
<th>( P ) value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Telephone connection</strong></td>
<td></td>
<td></td>
<td>0.4 (1)</td>
<td>.50</td>
</tr>
<tr>
<td>Number of effective follow-ups + invalid follow-ups</td>
<td>2478</td>
<td>249</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of patients called</td>
<td>2656</td>
<td>270</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rate, %</td>
<td>93.3</td>
<td>92.2</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Follow-up</strong></td>
<td></td>
<td></td>
<td>0.003 (1)</td>
<td>.96</td>
</tr>
<tr>
<td>Number of effective follow-ups + invalid follow-ups</td>
<td>2301</td>
<td>231</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of effective follow-ups + invalid follow-ups</td>
<td>2478</td>
<td>249</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rate, %</td>
<td>92.9</td>
<td>92.8</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Feedback collection</strong></td>
<td></td>
<td></td>
<td>47.1 (1)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Number of patients with effective feedback</td>
<td>68</td>
<td>28</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of effective follow-ups + invalid follow-ups</td>
<td>2656</td>
<td>270</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rate, %</td>
<td>2.5</td>
<td>10.3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Time spent, hours per 100 patients</td>
<td>9.3</td>
<td>0</td>
<td>N/A(^b)</td>
<td>N/A</td>
</tr>
</tbody>
</table>

\(^a\)AI-assisted: artificial intelligence–assisted.

\(^b\)N/A: not applicable.
Feedback Composition
The composition of feedback content is shown in Figure 2. In the manual follow-up group, 87.0% of the feedback were medical consultation–related, including functional training, wound recovery, medication usage and postoperative complication (29.5%, 42.7%, 4.5%, and 10.3%, respectively). Feedback related to nursing, health education and hospital environment accounted 7.3%, 1.4%, and 4.3%, respectively. In the AI-assisted follow-up group, only 10.7% of the feedback were related to medical consultation and most of the feedback focused on hospital environment, nursing, and health education (53.6%, 28.6%, and 7.1%, respectively).

Figure 2. Composition of feedbacks in AI-assisted follow-up group and manual follow-up group.

Discussion
Principal Findings
In this paper, we put forward a new methodology for postoperative data collection for follow-up of patients who had undergone orthopedic surgery. The AI-assisted follow-up system is intended to facilitate follow-up efficiency via machine learning, speech recognition, and human voice simulation technology.

In the cost-effectiveness analysis, our study found that there was no significant difference in the telephone connection rate and follow-up rate between the two groups, suggesting the effectiveness of AI was not inferior to the traditional manual method. AI-assisted follow-up could replace traditional manual follow-up to some extent. At PUMCH, follow-up was traditionally completed by nurses or telephone operators where the average time spent on each patient was about 3-6 minutes. The AI-assisted system, however, was able to follow up 5-7 patients simultaneously using telephone relay technology. Thousands of patients could be followed up daily while the time spent on AI-assisted follow-up was close to 0 hours, saving a lot of manpower and human resources.

AI-assisted follow-up did improve the feedback rate, but the composition of feedback was different between the two groups. Feedback from the AI-assisted follow-up group were mainly related to nursing, health education, and hospital environment; only 11% was related to medical consulting. Conversely, this number was 87% in the manual follow-up group. After interviewing the operators, we found a possible explanation to be the telephone operator (usually nurses) were more likely to record feedback that was difficult for them to respond directly, such as medical consultation. In order to improve follow-up efficiency, they tended to respond directly to feedback related to nursing, hospital environment, and health education. This feedback would not have been recorded in the follow-up materials. It also explains why the feedback rate was lower in the manual follow-up group. Another possible explanation was that compared with AI-assisted follow-up, patients could communicate more naturally and deeply with operators. As a result, they may have been more willing to put forward professional medical consultation feedback to operators. In the manual follow-up group, medical consulting could be divided into four categories while in the AI-assisted follow-up group, medical consultation was difficult to classify because it was not pertinent.

Limitations
Our work has several limitations. First, apart from phone calls, there are other communication methods that could be combined with AI, such as text messages, computer software, and smartphone apps. Anthony et al [15] invented an automated mobile phone messaging platform for orthopedic trauma patients that improved the responding rate after trauma procedures; however, many elderly patients were not familiar with texting. Therefore, texting might not be suitable for follow-up. Another option is the chatbot. It is a computer program or smartphone app based on AI that can communicate with people via auditory or text [15]. Medical chatbots have been used in disease diagnosis [16], management [17], and monitoring [18]. Recent research showed that chatbots were a convenient method to help
patients address common concerns after ureteroscopy [19]. Integrating chatbots into the telemedicine system could be used to help assess disease conditions and provide self-care recommendations for patients [20]. Therefore, future work may include developing a chatbot software or app for additional medical purposes and to provide better personal service.

The second limitation of this study is that the probation period of the AI-assisted follow-up system is not too long. It is generally believed that with the increasing of machine learning time, the AI-assisted system would become more intelligent. Therefore, we should pay more attention to this system in the future.

Conclusions
In this research, we found that the effectiveness of AI-assisted follow-up was not inferior to the manual follow-up. Moreover, human resources costs could be saved with the assistance of artificial intelligence. Compared with manual follow-up, AI-assisted follow-up obtains more comprehensive feedback, but feedback lacks depth and pertinence. Therefore, the application of an AI-assisted follow-up system in hospital ward management has the potential to improve telemedicine follow-up service and patient satisfaction.
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Abstract

Background: The medical tourism industry is currently popular in India, but there is no confirmation of the common perspectives among the country’s medical travelers.

Objective: This qualitative research study analyzed web-based narratives from health travelers visiting India and described the themes of their experiences. This study aimed to answer the following primary question: What can we learn about health travelers’ experiences in India from an analysis of their web-based narratives? The secondary questions were as follows: (1) What are the primary health care reasons for which patients in the examined narratives traveled to India? (2) What can be derived from the narratives regarding medical tourists’ satisfaction with the outcome and result of the treatment they received in India? (3) What are some positive and negative factors influencing medical tourists’ perceptions and overall experiences about their health travel to India? (4) What are the characteristics of medical tourists who write web-based narratives regarding their health experiences in India?

Methods: Publicly available narratives written by medical tourists who visited India were obtained from a Google search. The narratives included blog posts and discussion board posts by medical tourists. The analysis process consisted of initial open coding being conducted on the narratives to create initial codes and identify common themes with a focus on the primary research question and subquestions.

Results: Although Mumbai, Chennai, and New Delhi were not the only destination cities mentioned, these were the most popular cities patients visited for care. The medical tourists, who stated their origin country, came from one of the following continents: Africa, Europe, North America, and Oceania. Dental care, Ayurveda treatment, and eye care were the most popular types of care that medical tourists sought. The results showed that most of the medical tourists were happy with the overall experience of receiving care in India. The most popular themes with regard to the patients’ satisfaction were low costs, good customer service, and services being offered that were unavailable in their home country. When negative feedback was provided, it was mainly concentrated on the overall environment of India being unorganized and unsanitary.

Conclusions: Primarily, the study’s findings can benefit health care providers and patients. Providers hosting medical tourists in India can use negative feedback to improve their services; similarly, providers who are losing patients to medical tourism can identify opportunities for improvement (ie, why are we losing patients). Indian providers hosting medical tourists should keep their prices competitive and continue to provide exceptional service; however, they should do their best to lessen the crowdedness of their facilities while making sure they are esthetically pleasing. Providers losing patients to medical tourism need to identify
ways to ensure their services match the benefits that their international counterparts are providing, such as competitive pricing and expansion on the services provided.

*(J Med Internet Res 2020;22(5):e15665) doi:10.2196/15665*
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**Introduction**

**Background**

Depending on the source, the terms “health tourism,” “medical tourism,” and “wellness tourism” are used very loosely and unsystematically [1]. According to Connell [2], this is most likely because the boundaries between these terms are unclear. For the purposes of this paper, the terms medical tourism and health traveler are used to define instances when a patient travels across international borders to obtain medical care. These medical tourism treatments may range from highly invasive heart surgeries to less invasive procedures such as dental work. Mutalib et al [3] stated that “medical tourism (specifically) is not a new phenomenon, what is new is actually the trend of practicing medical tourism.” Lunt et al [4] explained that availability, cost, expertise, and cultural and familial reasons motivate patients to seek care abroad. The majority of medical education in India is subsidized by the government; therefore, the doctors do not have the heavy burden of student loans [5]. This helps to drive down the cost of care. Similarly, Alsharif et al [6] examined medical tourists visiting India, China, Jordan, and the United Arab Emirates and found that the most important reasons for patient travel were cost, provider’s reputation, and hospital accreditation. Throughout the paper, the terms posts, narratives, and journals have been used interchangeably to represent the qualitative data analyzed to execute this research.

The internet can play a role in a prospective patient’s medical tourism decisions. According to Lunt et al [4], patients consult a range of information sources before making decisions, and the internet plays a key role in providing information from informal networks. Consumers participating in web-based health care communities often reveal personal information in intricate detail [7]. As it relates to health care specifically, trust in the destination assures medical tourists who choose to visit a particular destination that the services provided will be transparent, reliable, and risk and hassle free [8]. According to Lunt et al [4], medical tourists often pay more attention to soft information than hard clinical information.

**Prior Work**

This study originated from the recommendations in the further research section in the study by Ozan-Rafferty et al [9] titled “A qualitative analysis of internet narratives by health travelers to Turkey”. Her study analyzed web-based narratives from health travelers to Turkey and described the themes of their experiences. This study will mimic the established method of the abovementioned study but focus on India instead of Turkey.

**Setting**

India is roughly one-third the size of the United States but its population is about four times that of the United States [10]. India’s private sector providers, along with independent medical tourist–facilitating organizations, have taken the lead in developing medical tourism [11]. The combination of India’s economic liberalization, growing middle class, and the rise in medical tourism has contributed to the growth in the number of private, for-profit hospitals [12]. The primary reason for India’s growing medical tourism sector is cost savings. On average, medical services provided in India cost almost half the price of those offered by any other developed country [13]. The Indian government has encouraged the growth of medical tourism by issuing special visas for medical tourists [6]. In addition, many patients are intrigued by the possibility of combining their medical treatment with a vacation [2].

There are no authoritative data on the number and flow of medical tourists between nations and continents [14]. This is mainly because there are no international standards for the transmission of information to clinicians in the patient’s country of origin [15]. Bernasek [16] cited the World Health Organization’s projection that 16 million Americans would travel abroad for medical care in 2017. In their study on medical tourism growing in the Indian health care market, Gupta et al [17] noted that India’s Ministry of Tourism has even conducted road shows in West Asia (Dubai, Riyadh, Kuwait, and Doha) to promote medical tourism.

Similar to the research by Ozan-Rafferty et al [9], this research assumes that understanding the experiences of medical tourists will benefit the providers who service current and future medical tourists. In addition, the findings from this study can be used to assist in decision making for patients considering health travel in the future, and they may strengthen health administration education by providing insights on medical tourism [9]. In addition, this study’s outcomes may lead to the development of more online communities focused on improving medical tourism. In the future, this study can help further the push of establishing a global tracking system for statistics on the number of medical tourists. More importantly, we hope that this study will encourage more research on the topic of medical tourism by way of its recommendations and drive competition resulting in a better health experience for all patients irrespective of their location.

No funding was required for this study. As per Central Michigan University’s Institutional Review Board (2017), it has been determined that this project does not meet the definition of human subject research under the purview of the institutional review board (ie, exempt status). This is because no human
subjects were involved in the research, and no identifiable information was included.

**Research Questions**

The medical tourism industry is currently popular in India, but there is no confirmation of the common perspectives among the country’s medical travelers. The questions to be answered are as follows: (1) What are the primary health care reasons for which patients in the examined narratives traveled to India? (2) What can be derived from the narratives regarding medical tourists’ satisfaction with the outcome and the result of the treatment that they received in India? (3) What are some positive and negative factors influencing medical tourists’ perceptions and overall experiences about their health travel to India? (4) What are the characteristics of medical tourists who write web-based narratives regarding their health experiences in India?

**Methods**

**Recruitment**

This is a qualitative research study based on a narrative analysis from Creswell’s qualitative approach [18]. Narratives written by medical tourists visiting India were obtained using publicly available webpages identified via a Google search. The narratives included blog posts and discussion board posts by medical tourists who visited India for care. Data were extracted using purposeful sampling, which focuses on information-rich cases related to a specific topic [19]. Similarly, Blumberg et al [20] stated that purposeful sampling is when researchers select participants arbitrarily for their unique characteristics or their experiences. In this case, the focus was on patients who left their home countries and received care in India. The search terms used included, but were not limited to, “health travel,” “medical tourism,” “plastic surgery,” and “wellness travel” and incorporated “India,” “Mumbai,” “New Delhi,” and “Kolkata.” Specific clinical procedures used in the search were determined based on the reviewing sites that promoted health travel to India, as well as findings from the literature review, and terms noted in initial findings.

Results from the first 10 pages of the general Google search were reviewed to find narratives that met this study’s criteria, which were as follows: (1) a first-person narrative written by an individual who underwent treatment or their partner on the trip, (2) a narrative written in English, (3) a narrative that includes a description of the type of procedure, (4) a narrative that includes a personal experience of health travel to India, and (5) a publicly available narrative that does not require a password or discussion board membership to be accessed [9]. Then, following the core of the process established in the “A qualitative analysis of internet narratives by health travelers to Turkey” study, the next step limited the search results to only include discussions. Next, results from the first 10 pages of the “discussion” were only filtered results that were reviewed to determine whether there were any eligible narratives meeting the same 5 requirements listed earlier.

On the basis of the review by Ozan-Rafferty et al [9], the following review attributes were considered when collecting the narratives. Any narrative that was longer than a single sentence was added to the queue for analysis. However, some of the narratives were in a chronological story format, and some were shorter in length and outlined a specific part of a general larger experience [21]. Even though posts and blogs related to the topic of the author’s health travel were included in the research, other topics written by the author were reviewed to obtain demographic or characteristic information such as the author’s age, gender, or country of origin. Multimedia Appendix 1 displays the steps in the narrative process by way of a flow diagram.

On the basis of the types of medical tourism treatments identified in the research review, 256 different keyword searches were performed. These produced more than 800 million search results. Of course, this is when counting results falls outside of the first 10 pages. After the filtering process was completed, there were 53 narratives available for analysis.

**Coding Analysis**

For the coding process, the identified narratives were copied from the internet and posted in individual Microsoft Word (Microsoft Corporation) documents. Each document was named by using an identifier (ie, “000”) that coincides with its entry number in the process and findings log. Similar to the study by Ozan-Rafferty et al [9], the narratives that included more than one entry were collected chronologically from the oldest to the newest. All the narratives combined totaled to 121 pages. The largest page count of a single narrative used was 23. There were 34 narratives that were 1 page each. As each narrative was contained in its own document, the page count was rounded off. For example, a narrative that was one and half pages long was counted as being 2 pages long.

Initial open coding was conducted on the narratives to create initial codes and identify common themes with a focus on the primary research question and subquestions [9]. The unit of reference was a sentence [21,22], and a total of 2536 units of measure were analyzed. In addition, the content of each sentence was examined to identify positive and negative opinions [22]. Written words were analyzed using narrative analysis theory principles to create primary (parent) and secondary (child) themes [9]. As the analysis occurred, notes were taken to clarify the concept behind some of the codes and sentences being analyzed. More than 40 primary themes were identified, and if necessary, memos were kept for each sentence coded to add context and keep track of concepts.

A second review was completed, and the narratives were entered into NVivo Pro Version 11 (QSR International) where the initial codes, key concepts, and themes identified in the open coding were clustered [23]. As was performed in the study by Ozan-Rafferty et al [9], NVivo was used to identify relationships with the various initial themes. Each sentence along with its corresponding code was entered into NVivo. The codes were clustered into categories, and various clusters were used to identify trends and relationships.

A final round of selective coding [23] was completed by scanning all the data and codes and reviewing all themes. Multimedia Appendix 2 displays the theme frequency count table. To confirm coding accuracy, an additional researcher was
approved by the dissertation committee, and he randomly selected 8 of the 53 narratives to review. For the random selection process, the narratives were numbered 1 to 53 but were in no specific order. The 8 narratives selected were independently coded by the additional researcher. After comparing the additional researcher’s codes with the primary researcher’s initial codes, there was only 96.5% reliability (reliability=number of agreements divided by the number of agreements + disagreements). It is important to note that any personal identification details of the narrator were removed and not considered in this research.

As has been mentioned, there was a committee outside of the additional researcher. This committee consisted of 3 members, and they approved all major components of the study. Given that she had prepared a similar project focusing on Turkey, Dr Ozan-Rafferty was the committee member who assured that the methods were followed correctly. Dr Sharma, originally from India, assured the accuracy of information depicted in the narratives, and Dr Johnson was the chairperson overseeing all aspects of the project.

Data Exclusion
During the search process, it was not very difficult to find weblinks in which patients were discussing their medical experiences in India. However, most of the initial findings were not eligible for this study because they were being posted for promotional purposes. For example, the direct quotes were on the webpages of hospitals that wanted people to come to their facilities for a certain procedure. The articles that quoted medical tourists but were not written by the actual medical tourists or by someone who went on the trip with them were excluded. There were many photo blogs and video blogs (vlogs); by strictly following the method established in previous research on this topic, this type of media was not considered. Adding a photo, video, or the aspect of judging a person’s tone could have easily distracted from the overall word analysis, which was the primary focus of this project. It was not uncommon to find blogs or articles written by doctors who treat medical tourists. If joining a forum or discussion group was required to obtain any narratives, obtaining membership in the discussion forum or discussion group was not done to ensure all information used is truly publicly available. A log of each narrative was created and included the web address of each post. Some medical tourists posted the exact copy of the narrative on multiple webpages, and those duplicates were eliminated from this research.

Results
Overarching Narrative Details
The entire search process took place from November 5 to 16, 2017. Narratives were reread on the web on January 8, 2018, to confirm no additional postings were added. Some search inputs garnered millions of results. Of the narratives that were used, most came from discussion forums where someone would start a thread such as, “Has anyone been to India for…,” and previous medical tourists responded by sharing their stories and helping out other prospective health travelers by answering general questions. There were several blogs as well. Some of the blogs were very professional-looking (with photos and embedded videos), whereas others were simple text entries. From time to time, a narrative was found in the comments of an article about medical tourism, so it was important to read all the comments on an identified weblink. At the conclusion of the search, a total of 53 narratives were deemed eligible for analysis. Of those 53 narratives, 6 were blog posts. The remaining 47 narratives were from a discussion thread.

Of the 53 narratives collected, there were only 8 narratives in which the medical tourists’ countries of origin (home countries) were unidentifiable. Table 1 displays the continent of origin and country of origin for each patient. This table is in an alphabetical descending order. With 11 narratives, the United States was the country with the highest number of medical tourists visiting India, followed by the United Kingdom and Australia (10 each). There were 3 countries with only 1 medical tourist visiting India: Morocco, Austria, and France.
Table 1. Health travelers’ country of origin.

<table>
<thead>
<tr>
<th>Country</th>
<th>Travelers, n</th>
</tr>
</thead>
<tbody>
<tr>
<td>Africa</td>
<td>1</td>
</tr>
<tr>
<td>Morocco</td>
<td>1</td>
</tr>
<tr>
<td>Europe</td>
<td>16</td>
</tr>
<tr>
<td>Austria</td>
<td>1</td>
</tr>
<tr>
<td>France</td>
<td>1</td>
</tr>
<tr>
<td>Germany</td>
<td>2</td>
</tr>
<tr>
<td>Ireland</td>
<td>2</td>
</tr>
<tr>
<td>United Kingdom</td>
<td>10</td>
</tr>
<tr>
<td>North America</td>
<td>18</td>
</tr>
<tr>
<td>Canada</td>
<td>7</td>
</tr>
<tr>
<td>United States</td>
<td>11</td>
</tr>
<tr>
<td>Oceania</td>
<td>10</td>
</tr>
<tr>
<td>Australia</td>
<td>10</td>
</tr>
<tr>
<td>Undetermined</td>
<td>8</td>
</tr>
<tr>
<td>Undetermined</td>
<td>8</td>
</tr>
<tr>
<td>Total</td>
<td>53</td>
</tr>
</tbody>
</table>

Narrative Content Details

Of the narratives analyzed, the most frequent procedure availed by a medical tourist was some kind of dental care. This was followed by Ayurveda treatment and Lasik eye surgery. There were a number of services that were only mentioned once across all the narratives. These services ranged from gallbladder surgery to a hair transplant. Although it did occur, it was not a common trend for patients to avail more than one medical service while in India. Table 2 consists of the detailed counts of how often a procedure was availed.

Tables 3-6 provide details regarding each patient and demographic details about where the procedures occurred. With regard to gender, 21 of the medical tourists were men and 18 were women; the gender of the remaining 14 tourists was unidentifiable. In most cases (32 narratives), there was no indicator of the patient’s age. Regarding the identified ages, it is notable that 14 of the patients were older than 40 years when their initial post was made. Then, 16 of the narratives referred to a person accompanying the medical tourist while in India, and of those 16, 4 were authored by the person who accompanied the patient. Only 4 narratives mentioned that the patients used a medical tourism–facilitating organization.

Most of the narrators (n=30) only made a single post, and 11 made two posts. One narrator made 21 entries, and another made 39 entries. There were 4 narratives in which years passed between the first and last posts. However, all the other narratives consisted of posts that occurred within a year or another. In addition, 45 of the posts were made between 2010 and 2017.

The oldest post analyzed was from March 2005, and the newest post was from December 2017. A total of 29 narratives mentioned the actual treatment date.

The destination city was noted in 38 of the narratives. Mumbai, Chennai, and New Delhi were the most popular cities that patients visited for care. Regarding specific facilities, 23 different facilities were listed, but only 2 were listed more than once: Asian Joint Reconstruction Institute of Chennai and MY EYE.

The authors were very open about their experiences. They shared details such as the food they ate all the way up to their personal fears (such as flying). It was similar to reading a personal journal. From a personality standpoint, very few users described themselves, but when they did, they included descriptors such as humble, self-conscious, and focused on health. Most narrators had a positive attitude rather than a negative one. This is because they stated things such as “I’m excited about the trip” or “I had been looking forward to this.” Many sentences that were coded described the narrator as not having a complaining attitude, having an overall positive view on life, or being optimistic about their health’s improvement after receiving treatment in India. Contributors also encouraged others. For example, a patient with Crohn disease sent this message to another person diagnosed with Crohn disease: “I really hope she feels better, and I know sometimes it can feel like there is no hope and you’re willing to try everything to help alleviate the symptoms.” The following sections are reasons for medical tourism, patient satisfaction, and perception influencers. These are used to highlight the significant themes identified in the narratives.
Table 2. Health travelers’ primary and additional procedures.

<table>
<thead>
<tr>
<th>Row labels</th>
<th>Count of primary procedure(^a)</th>
<th>Count of additional procedures</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ayurveda</td>
<td>9</td>
<td>N/A(^b)</td>
</tr>
<tr>
<td>Dental</td>
<td>13</td>
<td>N/A</td>
</tr>
<tr>
<td>Eyelid surgery</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>Gallbladder surgery</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>Gynecomastia surgery</td>
<td>1</td>
<td>N/A</td>
</tr>
<tr>
<td>Hair transplant</td>
<td>1</td>
<td>N/A</td>
</tr>
<tr>
<td>Heart surgery</td>
<td>1</td>
<td>N/A</td>
</tr>
<tr>
<td>Hernia surgery</td>
<td>1</td>
<td>N/A</td>
</tr>
<tr>
<td>Joint replacement</td>
<td>3</td>
<td>N/A</td>
</tr>
<tr>
<td>Lasik eye surgery</td>
<td>8</td>
<td>2</td>
</tr>
<tr>
<td>Limb lengthening</td>
<td>3</td>
<td>N/A</td>
</tr>
<tr>
<td>Physical exam</td>
<td>2</td>
<td>N/A</td>
</tr>
<tr>
<td>Physiotherapy</td>
<td>1</td>
<td>N/A</td>
</tr>
<tr>
<td>Plastic surgery</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>Sex reassignment surgery</td>
<td>1</td>
<td>N/A</td>
</tr>
<tr>
<td>Shot</td>
<td>1</td>
<td>N/A</td>
</tr>
<tr>
<td>Spine surgery</td>
<td>1</td>
<td>N/A</td>
</tr>
<tr>
<td>Surgery</td>
<td>1</td>
<td>N/A</td>
</tr>
<tr>
<td>Surrogacy</td>
<td>1</td>
<td>N/A</td>
</tr>
<tr>
<td>Grand total</td>
<td>53</td>
<td>8</td>
</tr>
</tbody>
</table>

\(^a\)Primary procedure is the procedure the narrator noted first or mentioned as their primary reason for traveling to India for care.

\(^b\)N/A: not applicable.
Table 3. Health travelers’ date of initial narrative, demographics, location of treatment, date of treatment, facilitator, facility, and accompanying person.

<table>
<thead>
<tr>
<th>Author</th>
<th>First post</th>
<th>Gender</th>
<th>Age of patient when post was made (years)</th>
<th>City of procedure</th>
<th>Treatment date</th>
<th>Facilitator</th>
<th>Facility</th>
<th>Accompanying person</th>
</tr>
</thead>
<tbody>
<tr>
<td>001</td>
<td>August 15, 2016</td>
<td>Female</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>002</td>
<td>November 11, 2010</td>
<td>Male</td>
<td>N/A</td>
<td>New Delhi</td>
<td>2010</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>003</td>
<td>March 29, 2017</td>
<td>Male</td>
<td>60</td>
<td>Chennai</td>
<td>January 16</td>
<td>N/A</td>
<td>Asian Joint Rebuilding Institute in Chennai</td>
<td>N/A</td>
</tr>
<tr>
<td>004</td>
<td>N/A</td>
<td>Female</td>
<td>N/A</td>
<td>Goa</td>
<td>N/A</td>
<td>N/A</td>
<td>Vrundavan Hospital</td>
<td>Spouse</td>
</tr>
<tr>
<td>005</td>
<td>July 28, 2010</td>
<td>Male</td>
<td>50-64</td>
<td>Delhi</td>
<td>February 12</td>
<td>N/A</td>
<td>SCODE</td>
<td>N/A</td>
</tr>
<tr>
<td>006</td>
<td>July 10, 2016</td>
<td>Female</td>
<td>N/A</td>
<td>New Delhi</td>
<td>N/A</td>
<td>N/A</td>
<td>Delhi Dental Center</td>
<td>N/A</td>
</tr>
<tr>
<td>007</td>
<td>January 17, 2010</td>
<td>Female</td>
<td>50-64</td>
<td>Margao</td>
<td>2009</td>
<td>Apollo Victor</td>
<td>Apollo Victor</td>
<td>Daughter</td>
</tr>
<tr>
<td>008</td>
<td>April 2, 2016</td>
<td>N/A</td>
<td>N/A</td>
<td>Hyderabad</td>
<td>N/A</td>
<td>N/A</td>
<td>Dr. Motiwala Dental Clinic</td>
<td>N/A</td>
</tr>
<tr>
<td>009</td>
<td>June 11, 2016</td>
<td>Female</td>
<td>N/A</td>
<td>Hyderabad</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>010</td>
<td>May 20, 2015</td>
<td>Female</td>
<td>50-64</td>
<td>Hyderabad</td>
<td>2014</td>
<td>N/A</td>
<td>Dr. Motiwala Dental Clinic &amp; Implant Center</td>
<td>N/A</td>
</tr>
<tr>
<td>011</td>
<td>December 4, 2017</td>
<td>N/A</td>
<td>N/A</td>
<td>Chennai</td>
<td>2017</td>
<td>N/A</td>
<td>Rajan Dental</td>
<td>Husband</td>
</tr>
<tr>
<td>012</td>
<td>April 15, 2013</td>
<td>Female</td>
<td>50-64</td>
<td>Nuvem</td>
<td>December 11</td>
<td>N/A</td>
<td>MY EYE</td>
<td>N/A</td>
</tr>
<tr>
<td>013</td>
<td>November 1, 2013</td>
<td>Female</td>
<td>35-49</td>
<td>Mapusa</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>014</td>
<td>November 5, 2013</td>
<td>Male</td>
<td>50-64</td>
<td>Goa</td>
<td>November 4, 2013</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>015</td>
<td>December 10, 2014</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>2015</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>016</td>
<td>January 1, 2008</td>
<td>N/A</td>
<td>N/A</td>
<td>Chennai</td>
<td>February 27, 2008</td>
<td>N/A</td>
<td>Sankara Nethralaya Hospital</td>
<td>N/A</td>
</tr>
</tbody>
</table>

aN/A: not applicable.
Table 4. Health travelers’ date of initial narrative, demographics, location of treatment, date of treatment, facilitator, facility, and accompanying person.

<table>
<thead>
<tr>
<th>Author</th>
<th>First post</th>
<th>Gender</th>
<th>Age of patient when post was made (years)</th>
<th>City of procedure</th>
<th>Treatment date</th>
<th>Facilitator</th>
<th>Facility</th>
<th>Accompanying person</th>
</tr>
</thead>
<tbody>
<tr>
<td>017</td>
<td>November 3, 2016</td>
<td>Male</td>
<td>58</td>
<td>Chennai</td>
<td>October 15</td>
<td>N/A</td>
<td>Asian Joint Rebuilding Institute in Chennai</td>
<td>Wife</td>
</tr>
<tr>
<td>018</td>
<td>July 28, 2010</td>
<td>Female</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>019</td>
<td>September 13, 2013</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>020</td>
<td>January 7, 2014</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>021</td>
<td>August 4, 2009</td>
<td>Female</td>
<td>35-49</td>
<td>Margao</td>
<td>November 8</td>
<td>N/A</td>
<td>MY EYE</td>
<td>N/A</td>
</tr>
<tr>
<td>022</td>
<td>June 19, 2014</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>June 13</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>023</td>
<td>June 25, 2010</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>Other</td>
</tr>
<tr>
<td>024</td>
<td>July 3, 2016</td>
<td>Female</td>
<td>70</td>
<td>Kolkata</td>
<td>2014</td>
<td>N/A</td>
<td>N/A</td>
<td>Family</td>
</tr>
<tr>
<td>025</td>
<td>May 3, 2016</td>
<td>Male</td>
<td>N/A</td>
<td>Chennai</td>
<td>May 14</td>
<td>N/A</td>
<td>Asian Joint Rebuilding Institute in Chennai</td>
<td>Wife</td>
</tr>
<tr>
<td>026</td>
<td>September 27, 2015</td>
<td>Male</td>
<td>35-49</td>
<td>New Delhi</td>
<td>September 15</td>
<td>N/A</td>
<td>ReLEX Smile Lasik</td>
<td>N/A</td>
</tr>
<tr>
<td>027</td>
<td>November 24, 2012</td>
<td>Male</td>
<td>35-49</td>
<td>Mumbai</td>
<td>2012</td>
<td>N/A</td>
<td>Hinduja Hospital</td>
<td>N/A</td>
</tr>
<tr>
<td>028</td>
<td>January 23, 2012</td>
<td>Male</td>
<td>20-29</td>
<td>N/A</td>
<td>2010</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>029</td>
<td>January 14, 2010</td>
<td>Male</td>
<td>N/A</td>
<td>Mumbai</td>
<td>N/A</td>
<td>N/A</td>
<td>Saifee Hospital</td>
<td>N/A</td>
</tr>
<tr>
<td>030</td>
<td>August 8, 2015</td>
<td>N/A</td>
<td>N/A</td>
<td>Palakkad</td>
<td>2015</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>031</td>
<td>September 25, 2007</td>
<td>Male</td>
<td>40</td>
<td>Bangalore</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>032</td>
<td>March 24, 2017</td>
<td>Female</td>
<td>N/A</td>
<td>Mumbai</td>
<td>2008</td>
<td>N/A</td>
<td>N/A</td>
<td>Father</td>
</tr>
<tr>
<td>033</td>
<td>March 12, 2005</td>
<td>Male</td>
<td>N/A</td>
<td>Thiruvananthapuram, New Delhi</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>034</td>
<td>May 26, 2005</td>
<td>Male</td>
<td>35</td>
<td>Panaji</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>Wife</td>
</tr>
</tbody>
</table>

N/A: not applicable.
<table>
<thead>
<tr>
<th>Author</th>
<th>First post</th>
<th>Gender</th>
<th>Age of patient when post was made (years)</th>
<th>City of procedure</th>
<th>Treatment date</th>
<th>Facilitator</th>
<th>Facility</th>
<th>Accompanying person</th>
</tr>
</thead>
<tbody>
<tr>
<td>035</td>
<td>September 30, 2009</td>
<td>N/A&lt;sup&gt;a&lt;/sup&gt;</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>Family</td>
</tr>
<tr>
<td>036</td>
<td>February 23, 2010</td>
<td>Male</td>
<td>47</td>
<td>New Delhi</td>
<td>April 16, 2010—gallbladder surgery; April 13, 2010—dental; April 14, 2010—physical exam; April 23, 2010—dental; April 2010—colonoscopy</td>
<td>N/A</td>
<td>Apollo Hospital Escorts Heart Institute</td>
<td>N/A</td>
</tr>
<tr>
<td>037</td>
<td>August 12, 2015</td>
<td>Female</td>
<td>49</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>038</td>
<td>April 20, 2016</td>
<td>Male</td>
<td>N/A</td>
<td>N/A</td>
<td>April 16</td>
<td>Indian-MedTrip Health Care Consultants</td>
<td>N/A</td>
<td>Sister</td>
</tr>
<tr>
<td>039</td>
<td>July 5, 2014</td>
<td>N/A</td>
<td>N/A</td>
<td>Mumbai</td>
<td>June 25, 2014</td>
<td>N/A</td>
<td>Mangal Anand Center</td>
<td>N/A</td>
</tr>
<tr>
<td>040</td>
<td>September 4, 2013</td>
<td>Female</td>
<td>50-64</td>
<td>Goa</td>
<td>February 1</td>
<td>N/A</td>
<td>N/A</td>
<td>Husband</td>
</tr>
<tr>
<td>041</td>
<td>February 24, 2016</td>
<td>Male</td>
<td>N/A</td>
<td>Pune</td>
<td>February 2, 2016</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>042</td>
<td>December 25, 2013</td>
<td>Male</td>
<td>27</td>
<td>N/A</td>
<td>2013</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
</tbody>
</table>

<sup>a</sup>N/A: not applicable.
Table 6. Health travelers’ date of initial narrative, demographics, location of treatment, date of treatment, facilitator, facility, and accompanying person.

<table>
<thead>
<tr>
<th>Author</th>
<th>First post</th>
<th>Gender</th>
<th>Age of patient when post was made (years)</th>
<th>City of procedure</th>
<th>Treatment date</th>
<th>Facilitator</th>
<th>Facility</th>
<th>Accompanying person</th>
</tr>
</thead>
<tbody>
<tr>
<td>043</td>
<td>July 21, 2015</td>
<td>N/A²</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>Placidway</td>
<td>N/A</td>
<td>Spouse</td>
</tr>
<tr>
<td>044</td>
<td>April 17, 2014</td>
<td>Female</td>
<td>N/A</td>
<td>Bangalore</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>Daughter</td>
</tr>
<tr>
<td>045</td>
<td>November 21, 2013</td>
<td>Female</td>
<td>N/A</td>
<td>Mumbai</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>Husband</td>
</tr>
<tr>
<td>046</td>
<td>December 9, 2015</td>
<td>Female</td>
<td>N/A</td>
<td>Kartikulam</td>
<td>December 15</td>
<td>N/A</td>
<td>Ayurveda Yoga Villa</td>
<td>N/A</td>
</tr>
<tr>
<td>047</td>
<td>July 29, 2015</td>
<td>Female</td>
<td>41</td>
<td>Coimbatore</td>
<td>July 15</td>
<td>N/A</td>
<td>Vaidyagrama</td>
<td>N/A</td>
</tr>
<tr>
<td>048</td>
<td>March 19, 2012</td>
<td>Female</td>
<td>N/A</td>
<td>Coonoor, India</td>
<td>January 12</td>
<td>N/A</td>
<td>Ayurveda Yoga Retreat</td>
<td>N/A</td>
</tr>
<tr>
<td>049</td>
<td>September 12, 2012</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>050</td>
<td>December 4, 2006</td>
<td>Female</td>
<td>45</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>051</td>
<td>March 25, 2010</td>
<td>Female</td>
<td>N/A</td>
<td>Puttaparthi</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>Other</td>
</tr>
<tr>
<td>052</td>
<td>September 26, 2010</td>
<td>Male</td>
<td>N/A</td>
<td>Una</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>053</td>
<td>July 1, 2015</td>
<td>N/A</td>
<td>N/A</td>
<td>Mysore</td>
<td>N/A</td>
<td>N/A</td>
<td>Columbia Asia Hospital</td>
<td>N/A</td>
</tr>
</tbody>
</table>

² N/A: not applicable.

Reasons for Medical Tourism in India

The medical tourism drivers were patients attempting to receive the best care for a specific diagnosis, travelers trying to overcome home country barriers (ie, costs or unavailability), and patients seeking alternative treatments for a condition; there were a few who were just curious about the overall medical tourism experience and options. One of the more polarizing direct quotes was “No, I can’t get the same treatment in America, that’s why I’m here.” Another stated “I have private health insurance, but I wasn’t happy with the experience (or lack of) surgeons have here in carrying out the procedure.”

It appeared that patients became open to the idea of medical tourism while researching one of two things. They were either looking for a provider who specialized in treating a certain diagnosis or researching procedures to treat certain conditions. A patient exploring Lasik options stated:

At 64 I decided that I had enough of broken glasses reading in bed. I went for a consult with a very reputable eye laser company here in Toronto. After all the tests, (no blood work) they can only restore my far vision at the cost of $6000+. I did some research and found a doctor in India…made an appointment through their site.

In fact, there have been studies that confirm various health clinics will use the internet to advertise their services globally and that they not always clearly depict the risks of certain treatments [24].

Patient Satisfaction

The number of satisfied health travelers greatly outnumbers those who had complaints or expressed unhappiness. For example, some narrators made comments such as “happy with dental implants,” “normal life regained,” or just “happy with results.” General problem resolution comments were the most abundant indicator that patients were satisfied with the care they received. With Ayurveda treatments, specifically, there were comments such as “found a love for yoga” or “found true self” that were not initially expected outcomes by the narrator. One Ayurveda patient said they found an “unexpected healing.” A narrative, in which a patient received Lasik eye surgery, stated:

My sight is amazing and having had a session with Dr. Chandrakant Gaonker again this morning, he says it will get better each day.

Another critical point surrounds the topic of desired repeat travel to receive care again. The repeat travel was not because the initial visit required any type of follow-up care, but it was because the patient was so happy with the experience, they wanted to go back to get another procedure. There was a narrator who mentioned they would only be getting their dental work completed in India moving forward. In addition, there was a narrator who considered permanently moving to India because they felt the care was highly superior to that offered in their home country for supporting specific chronic conditions.

When patients expressed negative feedback on the outcome and results, the negativity fit in the following primary categories: general bad experience, bad appearance, unresolved problem,
Principal Findings

Almost all the narratives came from patients seeking resolution of a health issue. There were no patients who went to India merely for exploratory purposes. Patients either felt they needed to fix their appearance (ie, cosmetic) or had a serious medical diagnosis such as a hernia. The patients found India by looking for not only the best care but also the most affordable resolution, which is consistent with the findings of the study by Ozan-Rafferty et al [9].

The general theme of all the narratives reviewed was positive. It was rare for a patient to indicate that their travel to India for care was negative. Many of the narratives focused on how affordable the care was when compared with that in the patients’ home countries. An author even mentioned that he tried to give a financial tip to a provider because the care was so good and affordable. The other positive influencers were the narrators’ good interactions with the health care providers in India, the modern facilities, and the resolution of their health issues. Many narrators mentioned that they would be a medical tourist in India again and encouraged others to travel to India for medical care. With that said, it is still important to state that there could be far more negative experiences, but the patients did not necessarily document their experiences on the web.

Discussion

Perception Influencers

The influences that shaped the narrators’ Indian medical tourism care experience included India’s general environment. This was the noise, smells, and basic laws. One patient summarized his feelings by saying:

The problem is that I don’t know the culture, don’t speak the local dialect, have a hard time understanding the English of the average Indian, am a little intimidated by the system, and feel somewhat alone and isolated.

Cost was another perception influencer; the costs mentioned were everything from the lodging to receiving care. Travel logistics (such as the passport and visa process), quality of care, customer service, facility condition, and follow-up care were the other main contributors that shaped narrators’ opinions. For example, regarding costs, a notable trend among the narratives was that they described the payment process. Prepayment was one of the more frequent payment processes mentioned. Throughout all the narratives, there were 6 references to a prepayment requirement (before services were rendered). There was one narrator who mentioned they not only had to pay in advance, but they were required to pay cash:

He insists on only cash, so I handed over Rs. 98,500 (remember Rs. 1500 was paid already for the tests). I felt like I was doing some sort of underhand deal, however I fully trusted Dr. Sandip.

Negative Viewpoints

All of the negative comments tied back to the health issue not being fixed to the patient’s satisfaction. This section will focus on two of the narrators who were the most dissatisfied. A dental patient’s condition worsened as a result of bad implants, and the author realized it would be difficult for her to file a lawsuit if her condition worsened, or any corrections had to be made, but that the Ayurveda treatment had no impact:

Despite the doctor’s assurances, it did not help much, I still had the same intolerances and same degree of inflammation.

Reasons

The narrators said that a barrier prevented them from resolving their health issues in their home country and drove them to India. Some people sought procedures such as Ayurveda treatment, Desarda hernia repair, or limb lengthening that are simply not offered in all parts of the world. Some patients could not afford or did not have the type of insurance necessary to get the care they needed. A good example is the patients who went to India for dental care because they did not have dental insurance in their home countries. In fact, dental was the most common type of care the patients in this study received. There was an author who said they received a root canal at no charge.

Cost was another perception influencer; the costs mentioned were everything from the lodging to receiving care. Travel logistics (such as the passport and visa process), quality of care, customer service, facility condition, and follow-up care were the other main contributors that shaped narrators’ opinions. For example, regarding costs, a notable trend among the narratives was that they described the payment process. Prepayment was one of the more frequent payment processes mentioned. Throughout all the narratives, there were 6 references to a prepayment requirement (before services were rendered). There was one narrator who mentioned they not only had to pay in advance, but they were required to pay cash:

He insists on only cash, so I handed over Rs. 98,500 (remember Rs. 1500 was paid already for the tests). I felt like I was doing some sort of underhand deal, however I fully trusted Dr. Sandip.

Discussion

Principal Findings

Almost all the narratives came from patients seeking resolution of a health issue. There were no patients who went to India merely for exploratory purposes. Patients either felt they needed to fix their appearance (ie, cosmetic) or had a serious medical diagnosis such as a hernia. The patients found India by looking for not only the best care but also the most affordable resolution, which is consistent with the findings of the study by Ozan-Rafferty et al [9].

The general theme of all the narratives reviewed was positive. It was rare for a patient to indicate that their travel to India for care was negative. Many of the narratives focused on how affordable the care was when compared with that in the patients’ home countries. An author even mentioned that he tried to give a financial tip to a provider because the care was so good and affordable. The other positive influencers were the narrators’ good interactions with the health care providers in India, the modern facilities, and the resolution of their health issues. Many narrators mentioned that they would be a medical tourist in India again and encouraged others to travel to India for medical care. With that said, it is still important to state that there could be far more negative experiences, but the patients did not necessarily document their experiences on the web.

Reasons

The narrators said that a barrier prevented them from resolving their health issues in their home country and drove them to India. Some people sought procedures such as Ayurveda treatment, Desarda hernia repair, or limb lengthening that are simply not offered in all parts of the world. Some patients could not afford or did not have the type of insurance necessary to get the care they needed. A good example is the patients who went to India for dental care because they did not have dental insurance in their home countries. In fact, dental was the most common type of care the patients in this study received. There was an author who said they received a root canal at no charge.

The blog comments and discussion threads included detailed conversations between former and possible future patients just talking about medical tourism in general. It was obvious that some participants provided more insights to the readers in a more private format because they would reference a private message exchange with another user. Sometimes experiences were reconfirmed when other medical tourists commented that they had gone to India for care and had a similar story (ie, same doctor or facility).

Satisfaction Levels

As mentioned, many of the authors said their primary issue was resolved for an affordable price, and the authors encouraged others to consider medical tourism when looking to have their health issues resolved. As this study is replicated, the number of primarily negative-toned narratives is critical, similar to those highlighted in the next section; it will help to answer the question, if providers of medical tourism are improving (based on feedback) or ignoring opportunities to get better. In addition, patients’ opinions, which were once positive, could change if there are any delayed side effects.
Interactions With Hospitals and Providers

The number of patients and their companions who reported good encounters with the providers in India greatly outnumbered those who experienced bad encounters. The positive comments included, but were not limited to, providers being well dressed, providers having extensive experience, friendly doctors, and some patients being greeted with flowers upon arrival. There were more than a few times that a provider had good web-based reviews, which initially led the patient to the provider. In addition, patients really seemed to be comforted if the provider had experience or training in the United States, and a large number of the patients indicated the providers either spoke English or had a translator readily available.

When negative comments were made specifically related to provider and patient interaction, they seemed to be aimed at inaccurate web-based advertisements of the doctor’s capabilities and specialties and general poor communication. For example, one patient landed in India only to find out their appointment had been canceled, and another narrative described a provider as being money hungry.

Challenges to Medical Tourism in India

Some of the main challenges to medical tourism in India are poor visitor experiences expressed in negative web-based reviews, travel logistics (ie, long flights, having to get passports and travel visas), lack of capital compared with other countries marketing medical tourism, and improved health care infrastructure across the globe [13]. Regarding negative web-based reviews, many of the narratives indicated that the patient completed web-based research before deciding to go to India for care, and it was not unusual for patients to remark that it was difficult to identify trustworthy information or find information about medical tourism in India. There were previous medical tourism patients who had posted negative feedback about doctors on web-based forums or blogs and urged others to avoid medical tourism. In the narratives used for this study, a dental patient said the dentist they saw in India had persuasive marketing but was not successful in resolving any of the patient’s primary diagnosis. The patient said the provider deleted any bad reviews users posted on Facebook.

Although India does have a medical tourism–focused visa, the passport and visa process creates another hurdle for patients who want to go to India for care. Once the appropriate passports and visas are obtained, there can be the issue of discomfort owing to a long flight.

India is not the only country known as a medical tourism destination, and some countries are working hard to not lose patients to medical tourism. Within this study, there was a narrative in which a dental patient wrote:

I researched nearly every clinic in New Delhi and trust me—none of them are as well trained and professional as in the U.S. YOU GET WHAT YOU PAY FOR!!! My suggestion is to try Buenos Aires, Argentina.

Brazil, Turkey, Mexico, Costa Rica, and Thailand are just a few of the other countries promoting medical tourism [25]. These options could be more attractive to a potential medical tourism patient if they are closer, cheaper, or do not require a travel visa.

Opportunities for Medical Tourism Improvement in India

After reviewing the narratives, three opportunities for the improvement of medical tourism in India are apparent. The first is international accreditation. Several patients did not have a process to ensure they were receiving quality service other than “everything looked up to date and clean.” Although there are hospital-accrediting organizations and processes in India, the certification and approval details need to become more prominent and widely advertised. Adding to that, organizations such as Healthgrades and RateMD could expand to emphasize provider reviews specifically tailored for medical tourists.

There is an opportunity for Indian providers to partner with providers across the globe to assist with patient preparation and follow-up care. Many narratives mentioned that there was additional time spent in India to prepare for their procedure (such as x-rays, bloodwork) or get the appropriate follow-up care. Patients mentioned that they had to do substantial self-care once they went back to their home country, such as changing dressings or preparing food in a certain manner. If an Indian doctor partnered with providers in other countries, this could reassure patients that their needs could easily be met before and after their care was completed in India, eliminating the cumbersome follow-up care process.

The third item is the extremely limited availability of medical tourism insurance that covers the costs of procedures completed overseas. Although the narratives did mention huge cost savings when doing an “apples to apples” comparison (price of procedure in home country vs price in India), the patients were paying out of pocket for travel, lodging, and care. There is a huge opportunity for India to introduce insurance that would help alleviate some of the current medical tourism out-of-pocket costs.

Limitations

There are no official statistics or databases regarding how many people travel internationally to obtain health care [26]. So, there was no pool of known health travelers that could have been contacted to gather general additional insight or expedite the narrative search process.

Greenhalgh [27] pointed out that a primary limitation of narrative research is that narratives are open to multiple interpretations. With that, Bhattacharya [28] added that researchers need to be mindful of their own subjectivities; they should be aware of how their personal experiences creep into the research process and influence the way in which the researcher understands the narrations.

Following the method established in the study by Ozan-Rafferty et al [9], there were already some built-in limitations. These limitations included the chance for fictitious and biased data to be present in the narratives, and the researcher had limited methods to validate self-reported information [29]. As described in the Methods section, narratives were not used if they were posted for promotional purposes. This would include...
testimonials posted on the actual webpages of providers, websites that strictly focused on consumers rating their experiences, or any post that flat out said something such as “the provider asked me to post this...” Anonymity releases authors from any consequences of their posts or behavior, but at the same time, anonymity may encourage people to share more on the web and discuss sensitive topics and issues [30]. The sample did not include individuals who lacked access to a computer or some type of internet-connected device (to post their narrative on the World Wide Web) and thus may not be representative of the general population [31]. Of the 53 narratives, only 6 were blogs. As these were not live interactions (ie, real-time interviews or conversations), the researchers were unable to clarify feedback provided by the health travelers [9].

Since Ozan-Rafferty et al [9] completed their original study related to this topic, Google has disabled the search filter that allowed users to limit search results strictly to blogs. The feature was retired in 2014 [32].

Comparison With Prior Work
It is notable that a portion of this study’s results align with some of the results in the study by Ozan-Rafferty et al [9], which focuses on a completely different country. For example, Europe and North America were the top home origination countries for medical tourists. Most of the patients were content with the care they received while being abroad, and the health travelers thought fondly of the providers they saw in the host countries. One of the negative commonalities that stood out was the bad traffic described in both Turkey and India. The results of studies that follow this same method but apply it to different countries can be combined to make more precise conclusions about medical tourism, overall.

There was a contrast in the popular procedures from each study. In the study by Ozan-Rafferty et al [9], the top procedure that medical tourists availed was hair transplants. However, only 1 patient mentioned getting a hair transplant when India was studied. Ayurveda was the second most mentioned procedure in this study, but it was not mentioned at all in the analysis by Ozan-Rafferty et al [9].

Conclusions
This is not the first study to focus on medical tourism or medical tourism in India, specifically. As mentioned, it was actually birthed from the recommendations of a prior study, but it is unique in how and when the research occurred and the method that was used to study medical tourists who traveled to India for care. Although keeping technology and the medical industry constantly evolving, the core of this study’s findings can be beneficial to health care providers, patients, and governments. The method can be applied to research medical tourism in other countries or even to gather consumer feedback on topics beyond health care. About 25 years ago, this study would not have been possible. The advancement of internet search engines and increased socializing on the internet has greatly helped to evolve research. Now, there are actual E-Hospitals. Hong [33] wrote about the Chinese American Physician E-Hospital’s October 2015 grand opening. All physicians affiliated with this E-Hospital are bilingual Chinese American physicians who are board certified in the United States, and the website is designed specifically for the Chinese population (webpage only available in Chinese). The services provided include international transfer in the United States, saving the patients the hassle of identifying and connecting with an appropriate health service provider and also minimizing language and cultural barriers [33].

The limitations previously stated must still be considered, specifically considering the fact that there is no guaranteed way to assure all the narratives are truthful, and there is no solid estimate on how many medical tourists are actually traveling to India. However, providers hosting medical tourists in India can use the negative feedback to make corrections in the services they provide. As many patients noted disorganization was a sore point in their experience, providers can make sure to have organized lines when patients are checking in or out of the facilities. Providers who are losing patients to medical tourism can refer to this study and make service adjustments so that fewer patients are swayed to become medical tourists. For example, more providers might start practicing forms of Ayurveda, which is currently not provided in many countries outside of India. Many patients in the study specifically went to India to receive Ayurvedic care. Some narratives mentioned extending the length of trips so patients could receive appropriate follow-up care and some mentioned that follow-up care was not possible in their home countries. Providers can seek ways to enhance the follow-up care process by possibly setting up satellite offices in partnership with providers in other countries.

These results open up more options for patients. There are positives (ie, very affordable) and negatives (ie, bad traffic) about medical tourism in India. In addition, prospective patients can use altered and less-intensive versions of this study’s method to research how they can resolve their specific health issues as medical tourists in India or in other countries. In addition, patients who have previously been medical tourists and review this project can add to the details provided by authors of the narratives. More participation will help increase the accuracy of future work.
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Abstract

Background: Roadside observational studies play a fundamental role in designing evidence-informed strategies to address the pressing global health problem of road traffic injuries. Paper-based data collection has been the standard method for such studies, although digital methods are gaining popularity in all types of primary data collection.

Objective: This study aims to understand the reliability, productivity, and efficiency of paper vs digital data collection based on three different road user behaviors: helmet use, seatbelt use, and speeding. It also aims to understand the cost and time efficiency of each method and to evaluate potential trade-offs among reliability, productivity, and efficiency.

Methods: A total of 150 observational sessions were conducted simultaneously for each risk factor in Mumbai, India, across two rounds of data collection. We matched the simultaneous digital and paper observation periods by date, time, and location, and compared the reliability by subgroups and the productivity using Pearson correlations (r). We also conducted logistic regressions separately by method to understand how similar results of inferential analyses would be. The time to complete an observation and the time to obtain a complete dataset were also compared, as were the total costs in US dollars for fieldwork, data entry, management, and cleaning.

Results: Productivity was higher in paper than digital methods in each round for each risk factor. However, the sample sizes across both methods provided a precision of 0.7 percentage points or smaller. The gap between digital and paper data collection productivity narrowed across rounds, with correlations improving from \( r = 0.27-0.49 \) to \( 0.89-0.96 \). Reliability in risk factor proportions was between 0.61 and 0.99, improving between the two rounds for each risk factor. The results of the logistic regressions were also largely comparable between the two methods. Differences in regression results were largely attributable to small sample sizes in some variable levels or random error in variables where the prevalence of the outcome was similar among variable levels. Although data collectors were able to complete an observation using paper more quickly, the digital dataset was available approximately 9 days sooner. Although fixed costs were higher for digital data collection, variable costs were much lower, resulting in a 7.73% (US $3011/38,947) lower overall cost.

Conclusions: Our study did not face trade-offs among time efficiency, cost efficiency, statistical reliability, and descriptive comparability when deciding between digital and paper, as digital data collection proved equivalent or superior on these domains in the context of our project. As trade-offs among cost, timeliness, and comparability—and the relative importance of each—could be unique to every data collection project, researchers should carefully consider the questionnaire complexity, target sample size, implementation plan, cost and logistical constraints, and geographical contexts when making the decision between digital and paper.

(J Med Internet Res 2020;22(5):e17129) doi:10.2196/17129

http://www.jmir.org/2020/5/e17129/
Introduction

Background

Road traffic injuries (RTIs) are a major global public health problem. With over 1.35 million deaths and 20-50 million nonfatal injuries estimated each year, RTIs impact all age groups and populations of all socioeconomic backgrounds [1]. However, low- and middle-income countries (LMICs), with rapid motorization in an unsafe road environment, bear a disproportionate share of deaths and disability [1]. In addition to safe vehicles, road infrastructure, and road safety management capacity, enhancing safe road user behavior plays an important part in preventing crashes and injuries [2]. The development and successful implementation of comprehensive programs to positively impact speeding, helmet, and seatbelt wearing require rigorously monitoring the prevalence of behavioral risk factors. One such example is the Bloomberg Initiative for Global Road Safety (BIGRS), a multisectoral program that unites a consortium of partners that work together to reduce the burden of RTIs in 10 cities in LMICs [3]. Roadside observational studies have played a fundamental role in designing evidence-informed strategies, including media campaigns, enforcement, and environmental modifications to enhance road safety.

Paper-based data collection has been the standard method for primary observational studies, but due to the possibility of human errors, storage costs, and time and labor required for double data entry, digital data collection methods are gaining popularity. Two concerns frequently influence the decision to switch from paper to digital methods of data collection. First, whether digital data collection is as productive and reliable as paper data collection in a dynamic roadside environment, and second, whether digital data collection is at least as efficient as paper data collection. Recent observational studies of road safety risk factors in three different countries, using both approaches have consistently demonstrated reliable results between the two methods [4]. In LMICs, with limited resources and relatively less expensive labor costs, paper data collection has been traditionally deemed as feasible and potentially more affordable. However, the efficiency of digital data collection vs traditional paper-based approaches has not been empirically assessed in these settings.

Efficiency is a rate measure against cost, time, or accuracy, and is used to assess whether the desired output can be produced in less time, using fewer resources, or with fewer errors. Efficiency is contextual, as cost and time efficiency is tied to the availability of infrastructure or other logistical requirements, as well as human and material resources. For a researcher deciding between using digital or paper data collection, provided there is a reasonable level of reliability and comparable productivity between the two methods, the decision may be based on factors related to efficiency.

Objectives

We conducted an observational study in Mumbai, India, to understand the reliability, productivity, and efficiency of paper vs digital data collection based on three different road user behaviors: helmet use, seatbelt and child restraint use, and speeding. We also conducted a cost and time comparison to understand the relative efficiency of paper vs digital data collection across successive rounds, and to evaluate the potential trade-offs among different dimensions of efficiency (Table 1).

Table 1. Three areas of comparison between digital and paper data collection: productivity, reliability, and efficiency.

<table>
<thead>
<tr>
<th>Dimensions of each area of comparison</th>
<th>Methods of measurement</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Productivity</strong></td>
<td></td>
</tr>
<tr>
<td>Volume</td>
<td>Number of observations per observation session</td>
</tr>
<tr>
<td>Precision</td>
<td>Margin of error for estimation of proportions</td>
</tr>
<tr>
<td></td>
<td>Akaike Information Criteria in regression analysis</td>
</tr>
<tr>
<td><strong>Reliability</strong></td>
<td></td>
</tr>
<tr>
<td>Statistical reliability</td>
<td>Proportion of risk factor by date, time, and location, as well as vehicle, occupant, and environmental characteristics</td>
</tr>
<tr>
<td>Comparability of results</td>
<td>Adjusted odds ratios for vehicle, occupant, and environmental risk factors</td>
</tr>
<tr>
<td><strong>Efficiency</strong></td>
<td></td>
</tr>
<tr>
<td>Cost</td>
<td>Per survey</td>
</tr>
<tr>
<td></td>
<td>Per dataset to achieve a certain level of precision</td>
</tr>
<tr>
<td></td>
<td>Per labor-hour of time (may be differential by skill level and cost of labor)</td>
</tr>
<tr>
<td>Time</td>
<td>Per survey</td>
</tr>
<tr>
<td></td>
<td>Per complete dataset (preparation, data collection, data entry and verification, data management and cleaning)</td>
</tr>
</tbody>
</table>
Methods

Setting

This comparative study was conducted in Mumbai. Mumbai is India’s most populous city, as well as the country’s financial center and commercial capital [5]. Mumbai city has a population of approximately 12.5 million, with another 20.6 million people in the metropolitan area [6]. Mumbai has a high literacy rate, close to 90%, with 15.8 million internet subscribers [7,8]. Mumbai ranks sixth among major cities in India for number of road traffic collisions, with over 82% of all crashes resulting in at least one injury and almost 15% of collisions resulting in at least one fatality [9]. The registered vehicle fleet was 2,571,000 in 2015 [10].

Data Collection

As part of the BIGRS project, the Johns Hopkins International Injury Research Unit partnered with the Indian Institute of Technology, Bombay to conduct semiannual observational studies to measure the prevalence of helmet use, seatbelt and child restraint use, and speeding at representative locations throughout the city. The details of the roadside data collection protocol are provided elsewhere [4]. To assess reliability between the two methods, paper and digital data collection were conducted simultaneously between January-March 2018, and again between July-September 2018. In each round, 75 of 150 observation sessions had simultaneous paper and digital data collection for each risk factor, which was used for our study analysis. Consistent procedures and definitions were maintained between methods, across observation sites, and across rounds to ensure comparability of results.

Observations on helmet and seatbelt use were conducted at intersections while vehicles were stationary to allow field teams to observe the use of safety equipment, whereas speeding observations were conducted at unobstructed stretches of road. Data were captured by an observer, who kept his or her attention on the flow of traffic and reported observations to a recorder, who wrote or entered into a tablet the road safety data. During the initial years of the project, the entire data collection was paper-based, while pilot testing of digital data collection in Mumbai started in 2018.

Each observation session began by capturing information about the site and observation session. These included (1) date, time of day, and location of each observation period; (2) names of the observer and recorder for that session; (3) the weather; (4) the volume of traffic over time; and (5) the presence of any law enforcement during the session. Paper-based data collection was handwritten into forms with a predesigned grid appropriate to each risk factor. Each row captured information on a single vehicle. For speeding observations, the columns captured road safety behavior for each vehicle, whereas for helmet and seatbelt use observations, occupant position, demographics, and road safety behavior were captured in a set of columns for each occupant in the vehicle.

The digital data collection tool was developed to mirror the paper-based tool, capturing all the same information, but in a series of screens through which the recorder would swipe to record information on each vehicle and vehicle occupant. For the BIGRS project, we used KoBoToolbox for digital data collection, an open-source mobile data collection platform [11]. The digitization process involved programming digital forms that were then downloaded onto the KoBoCollect mobile app. The content of both paper and digital questionnaires was the same; however, the digital form included mandatory fields, logic checks, and constrained text entry that prevented recorders from leaving fields blank or entering unreasonable or inconsistent responses. The team used Android tablets for data collection and uploaded the questionnaire forms to a secure cloud server at the end of each session.

Local data collectors were trained for two days on study protocols, paper data entry, the use of Android tablets and the KoBoCollect app, and how to upload data to the server. Supervisors and data managers were trained to monitor field site data collection and data aggregation on the server.

Statistical Analysis

Helmet use was categorized as correctly, incorrectly, or not used. Correct helmet use was defined as using a strapped, standard helmet, whereas incorrect helmet use involved either wearing a cap or tropical helmet, or using an unstrapped helmet. Neither digital or paper data collectors would be able to distinguish an imitation or substandard helmet from a genuine standard helmet, as that would require close inspection for a standards label. Although this may slightly inflate the proportion of the sample assessed to be wearing a helmet correctly, it would not do so differentially by data collection method, and so should not affect measures of comparison between the two methods. Correct seatbelt use was defined as the use of age-appropriate restraints: seatbelts for adults and child or booster seats for children under 12 years old. Incorrect and no restraint use were grouped due to the low occurrence of incorrect restraint use. Speeding was defined as any excess of the speed limit or was grouped categorically as not speeding, speeding up to 10 kilometers per hour (kph), and speeding over 10 kph above the posted limit.

For helmet use observations, the age variable captured whether the occupant was observed to be over or under the age of 18, whereas for seatbelt use observations, a greater level of detail was captured to assess whether children under 12 years were using age-appropriate child restraints. During the analysis, we did not distinguish children under 12 by gender, as observers were not able to reliably determine a child’s gender through observation. Helmet use observations categorize motorcycle riders as drivers or passengers, whereas seatbelt use observations distinguished passengers further as sitting in the front or rear seats. Sex was captured as either male or female for both helmet and seatbelt use observations. Speeding observations did not capture any occupant characteristics, as data collectors cannot accurately observe inside vehicles in motion. For speeding and seatbelt use observations, the vehicle type and ownership were captured; vehicle types were either a sedan, sport utility vehicle, pickup or light truck, minivan, heavy truck, bus, or, for speeding observations only, motorcycle. Vehicles ownership was classified as private, government, commercial, taxi, or tourist vehicles, based on markings on the outside of the vehicle.
particular to the context. Vehicle type and ownership were not included in helmet use observations, as all vehicles were uniformly private motorcycles.

We matched simultaneous digital and paper observation periods by date, time, and location. We compared the productivity of the two methods by calculating the correlation in the number of observations made on vehicles (for speeding) or vehicle occupants (for helmet and seatbelt use) per 90-min observation session. The measure for reliability was the correlation in the prevalence of each risk factor among subgroups defined by vehicle occupant, vehicle, and environmental characteristics within matching sessions. Both reliability and productivity were assessed using Pearson correlations. Although Spearman rank correlations are more conventionally used to compare proportions, we were interested in how closely the proportions exactly matched each other, rather than whether the rank ordering of proportions was similar between digital and paper data collection methods. Pearson correlations are also appropriate for proportions when the proportions are not close to 0 or 1. We also performed a precision analysis, evaluating the margin of error available with current data and the sample size that would be required to estimate a proportion within 1 and 2 percentage points.

We also wished to understand whether the method of data collection would influence the results of descriptive or inferential analysis. To achieve this, we aggregated together all observation sessions by data collection method and round of observation (January-March 2018 and July-September 2018), creating four datasets. We conducted descriptive analysis separately within each dataset and compared the prevalence of various risk factors, overall and across subgroups. We also conducted multivariable logistic regression separately using each of the four datasets and compared the adjusted odds ratios. Covariates included in the regressions included the occupant sex, age, and position in or on the vehicle, vehicle type, and ownership. Also included were the time of day, the location, and whether the date was a weekend or weekday. Finally, environmental factors included whether there was visible police presence, camera enforcement, or, for speeding observations, speed deterrents such as speed bumps, stop signs, or crosswalks. For analysis related to speeding, occupant characteristics were not included. As the location of the observation being naturally collinear with the presence of environmental speed deterrents, we included speed deterrents in our models and omitted locations, as the effect of environmental deterrents on speeding is of interest to road safety researchers.

Cost Estimates
Personnel costs included field data collectors (observers, recorders, and field supervisors) and data entry operators, and logistical costs included staff training and transportation to observation sites. Supplies and equipment included running costs for office supplies, space for paper data entry, data plans for tablets, with one-time costs for computers for data entry, tablets and power banks, and app development. We assumed that tablets and power banks would need to be replaced every 3 years. Digital data collection running costs also included annual server costs and cloud data backup. Costs were calculated using the 2018 midyear exchange rate between Indian rupees (INR) and US dollars. Costs were calculated for only the 75 observation sessions that were simultaneously collected using both paper and digital methods.

Time Estimates
The time to complete an observation on a vehicle (for speeding observations) or on the vehicle occupants (for helmet use and seatbelt use observations) was assessed by dividing the 90 minutes of each observation session by the volume of observations in that session, and then multiplying by 60 seconds for a minute to obtain the number of seconds needed to complete an observation. Finally, we took the average number of seconds to complete an observation for each risk factor in each round of data collection.

The time to obtain a complete dataset was measured as the number of days it took until the dataset was entered, cleaned, and ready for analysis, which included all work performed by the local partners onsite, including training, field work itself, data entry and verification of paper data, and both local and offsite data cleaning and management. As only half of the paper sessions were simultaneously collected digitally, time estimates for paper data entry and verification were appropriately divided in half.

Results
Productivity Comparison
Across each of the three risk factors, paper methods showed higher productivity than digital methods, in both the winter (January-March) and summer (July-September) data collection rounds (Figures 1-3). However, the gap between digital and paper data collection volumes narrowed between the winter and summer rounds, with the correlation in productivity by observation session increasing from r=0.27 to 0.96 among helmet use, 0.32 to 0.95 among seatbelt use, and 0.49 to 0.89 among speeding observations.

The results of our precision analysis showed that the existing sample sizes in digital and paper provided precision to within 0.7 percentage points or smaller (1.4% margin of error). Conversely, the difference between paper and digital levels of precision was less than 0.2 percentage points, regardless of risk factor or round of data collection (Table 2). When comparing results from the regression analysis, digital data collection had a lower Akaike Information Criteria (AIC) in all cases except in the summer speeding data collection. This was despite digital data collection methods having a smaller sample size and the same number of variables in the models (Multimedia Appendix 1).
Figure 1. Correct helmet use: correlation between digital and paper volumes of observations by round.
Figure 2. Seatbelt use: correlation between digital and paper volumes of observations by round.
Figure 3. Speeding: correlation between digital and paper volumes of observations by round.

Table 2. Level of precision: current and needed sample sizes.

<table>
<thead>
<tr>
<th>Risk factor and round of data collection</th>
<th>Paper sample size, n</th>
<th>Precision with existing paper sample, proportionate terms</th>
<th>Digital sample size, n</th>
<th>Precision with existing digital sample, proportionate terms</th>
<th>Required sample size for estimation within 0.5 percentage points (0.005), n</th>
<th>Required sample size for estimation within 0.1 percentage point (0.01), n</th>
</tr>
</thead>
<tbody>
<tr>
<td>Helmet use</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Winter</td>
<td>34,309</td>
<td>0.006</td>
<td>24,283</td>
<td>0.007</td>
<td>9595</td>
<td>38,377</td>
</tr>
<tr>
<td>Summer</td>
<td>29,286</td>
<td>0.006</td>
<td>24,778</td>
<td>0.007</td>
<td>9585</td>
<td>38,338</td>
</tr>
<tr>
<td>Seatbelt Use</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Winter</td>
<td>36,573</td>
<td>0.006</td>
<td>25,452</td>
<td>0.007</td>
<td>9603</td>
<td>38,411</td>
</tr>
<tr>
<td>Summer</td>
<td>35,434</td>
<td>0.006</td>
<td>27,423</td>
<td>0.006</td>
<td>9604</td>
<td>38,414</td>
</tr>
<tr>
<td>Speeding data</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Winter</td>
<td>30,634</td>
<td>0.004</td>
<td>24,799</td>
<td>0.006</td>
<td>7827</td>
<td>31,307</td>
</tr>
<tr>
<td>Summer</td>
<td>30,190</td>
<td>0.004</td>
<td>25,783</td>
<td>0.006</td>
<td>8459</td>
<td>33,835</td>
</tr>
</tbody>
</table>

Statistical Reliability

Reliability in the prevalence of behavioral risk factors matched by date, time, location, and by characteristics of vehicles and vehicle occupants showed moderate to high levels of correlation in both rounds of data collection. There were some improvements in correlations between the winter and summer rounds of data collection among all risk factors, particularly among speeding observations and in the prevalence of incorrect helmet use (Table 3).
Table 3. Reliability in behavioral risk factor prevalence: Pearson correlation and \( P \) value.

<table>
<thead>
<tr>
<th>Risk factor</th>
<th>Winter</th>
<th></th>
<th>Summer</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Correlation value (( r ))</td>
<td>( P ) value</td>
<td>Correlation value (( r ))</td>
<td>( P ) value</td>
</tr>
<tr>
<td>Helmet use(^a)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Any helmet use</td>
<td>0.98</td>
<td>&lt;.001</td>
<td>0.99</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Correct helmet use</td>
<td>0.82</td>
<td>&lt;.001</td>
<td>0.86</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Incorrect helmet use</td>
<td>0.79</td>
<td>&lt;.001</td>
<td>0.92</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Seatbelt use(^a)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Correct seatbelt use</td>
<td>0.82</td>
<td>&lt;.001</td>
<td>0.82</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Speeding(^b)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No speeding</td>
<td>0.73</td>
<td>&lt;.001</td>
<td>0.80</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>( \leq 10 ) kph(^c) over speed limit</td>
<td>0.61</td>
<td>&lt;.001</td>
<td>0.63</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>&gt;10 kph over speed limit</td>
<td>0.72</td>
<td>&lt;.001</td>
<td>0.73</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

\(^a\)Matched by date, time, location, age, sex, and position.  
\(^b\)Matched by date, time, location, vehicle type, and ownership.  
\(^c\)kph: kilometers per hour.

Overall Comparison: Risk Factor Proportions

The descriptive analyses showed similar results between methods for most subgroups defined by vehicle and occupant characteristics. For helmet observations, the digital and paper datasets showed correct helmet use proportions within 2 percentage points of each other, across subgroups by age, sex, and role or position. Among seatbelt observations, digital and paper seatbelt use prevalence by vehicle type and occupant position were within 5 percentage points of each other, except for those subgroups with fewer than 200 observations. For comparisons of speeding by vehicle ownership, digital and paper percentages within each category of speeding were also within 5 percentage points of each other. Across all risk factors, the comparability decreased as the subgroup sample size decreased (Multimedia Appendices 2-4).

Overall Comparison: Regression Results

The multivariate logistic regressions for correct helmet use, correct seatbelt use, and any speeding showed more variability. Estimates for adjusted odds ratios were largely similar for the associations between occupant characteristics (age, sex, and position) and correct helmet use, regardless of method or round of data collection, adjusting for the day, time, and location (Figure 4). Passengers, compared with drivers, had consistently lower odds of using a helmet correctly, as did males, compared with females, and occupants under 18 years of age, compared with those over 18 years of age. However, the age estimate in the winter 2018 paper dataset was not significant, leading to a different inference from the digital dataset about the impact of age on helmet use between digital and paper. By contrast, the adjusted odds ratios for day of week, time, and location of data collection did not have as many overlapping CIs in either round of helmet use data collection.

As with helmet use data collection, the relationships between occupant characteristics and seatbelt use were comparable between digital and paper datasets, while adjusted odds ratios for day of week, time, and location showed more variability (Figure 5). We regressed sex, age, occupant position, day, time, location, vehicle type, and vehicle ownership onto correct seatbelt use. Seatbelt use was higher among males as compared with females, with front and rear passengers showing very low odds of seatbelt use, as compared with drivers, in both paper and digital datasets. There were similar estimates with overlapping CIs for all occupant age groups, although inferences differed between data collection methods for some age groups (12-17 years and over 60 years) in the winter round of data collection, as the paper data collection CI overlapped with the null value.

Similar to the other two risk factors, in the speeding regressions, the adjusted odds ratios for time showed some variability, controlling for vehicle type, vehicle ownership, and environmental speed deterrents (Figure 6). The effect of speed deterrents, which were only present during the winter round of data collection, showed a similar impact on reducing speeding regardless of data collection method; both the magnitude of the adjusted odds ratios and inferences were similar. Please see Multimedia Appendices 5-7 for further details on regression results for all risk factors.
Figure 4. Correct helmet use: adjusted odds ratios by data collection method and round.

^Location 1: Eastern Express Highway; Vikhroli; Location 2: Jogeshwari Vikhrolí Link Road; Location 3: General Arun Kumar Vaidya Road; Location 4: Dadabhai Naoroji Road; Location 5: Netaji Subash Chandra Bose Road.
Figure 5. Seatbelt use: adjusted odds ratios by data collection method and round.

Location 1: Eastern Express Highway, Vikhroli; Location 2: Jogeshwari Vikhroli Link Road; Location 3: General Arun Kumar Vaidya Road; Location 4: Dadabhai Naoroji Road; Location 5: Netaji Subash Chandra Bose Road.
**Efficiency: Cost Comparison**

A comparison of the initial set up and running costs for paper and digital data collection for this study is presented in Table 4. Field data collection costs for staffing and transportation were identical between methods. The field data collection for a single round was covered in 2880 labor hours for each method. Fixed costs or one-time costs, for digital and paper data collection, differed. Four android tablets with sim cards, cases, and power banks were used for digital data collection. For the paper data collection, two desktop computers with hard drives were purchased in the first round, and a laboratory space for paper data entry and storage was rented.

Variable costs or running costs for materials and supplies in paper data collection included paper printing, pens, and clipboards. For digital data collection, variable costs included monthly cellular data plans to ensure continuous connectivity and annual subscription of server space and backup storage.

---

*There were no environmental speed deterrents present in the summer round of data collection.*
The variable costs for labor were also different between digital and paper data collection methods. Data management for paper data included data entry, cleaning, and verification. Data entry required 450 labor hours divided over 5 persons, with data cleaning and verification taking an additional 180 labor hours. This could take an additional 26.25 days of work per person, an estimated 105 labor days for 4 data entry operators working 6 hours per day. Digital data management included initial app development, data cleaning, and daily server monitoring, taking approximately 12 labor hours per round.

During the first round, digital data collection cost 1.54% (US $310/20,071) more than paper data collection, driven by the fixed costs of software development and server setup. However, over both rounds in year 1, digital data collection cost 7.73% (US $3011/38,947) less than paper data collection, as with further data collection the higher variable costs in paper exceed the higher fixed costs with digital data collection. Given that the project would potentially last for multiple years, projected costs for data collection over 4 years is presented in Table 5. Over 4 years with two rounds of data collection per year, digital data collection would result in 10.03% (US $15,268/152,203) cost savings, primarily by cutting data entry and verification costs.

Table 4. Cost comparison between paper and digital data collection across rounds of data collection in US dollars.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Fixed costs</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Hardware</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Computers for data entry, number</td>
<td>2</td>
<td>1195</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Tablets and accessories, number</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>4</td>
<td>1972</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Others</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Laboratory space for data entry and storage,</td>
<td>1</td>
<td>299</td>
<td>299</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>total cost</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>App development, labor hours</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>20</td>
<td>955</td>
<td>N/A</td>
</tr>
<tr>
<td>Server and back up, annual total cost</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>1</td>
<td>1899</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Training</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total training costs, days</td>
<td>2</td>
<td>299</td>
<td>299</td>
<td>2</td>
<td>299</td>
<td>299</td>
</tr>
<tr>
<td><strong>Variable cost</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Data collection personnel</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Observation, labor hours</td>
<td>1260</td>
<td>5647</td>
<td>5647</td>
<td>1260</td>
<td>5647</td>
<td>5647</td>
</tr>
<tr>
<td>Recording, labor hours</td>
<td>1260</td>
<td>5647</td>
<td>5647</td>
<td>1260</td>
<td>5647</td>
<td>5647</td>
</tr>
<tr>
<td>Supervision, labor hours</td>
<td>360</td>
<td>2690</td>
<td>2690</td>
<td>180</td>
<td>1345</td>
<td>1345</td>
</tr>
<tr>
<td><strong>Data Management</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Data entry, labor hours</td>
<td>450</td>
<td>1008</td>
<td>1008</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Data cleaning and verification, labor hours</td>
<td>180</td>
<td>1076</td>
<td>1076</td>
<td>12</td>
<td>364</td>
<td>364</td>
</tr>
<tr>
<td><strong>Others</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Supplies (pens, paper, etc.), total cost</td>
<td>1</td>
<td>195</td>
<td>195</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Tablet data plans, days</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>360</td>
<td>239</td>
<td>239</td>
</tr>
<tr>
<td>Transportation, trips</td>
<td>180</td>
<td>2017</td>
<td>2017</td>
<td>180</td>
<td>2017</td>
<td>2017</td>
</tr>
</tbody>
</table>

aN/A: not applicable. This type of cost was not incurred.
### Table 5. Realized and projected cost savings by switching to digital data collection in US dollars.

<table>
<thead>
<tr>
<th>Year</th>
<th>Winter</th>
<th>Digital</th>
<th>Summer</th>
<th>Digital</th>
<th>Yearly savings from DDC $, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Paper</td>
<td>Digital</td>
<td>Paper</td>
<td>Digital</td>
<td></td>
</tr>
<tr>
<td><strong>Year 1 (realized)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fixed costs, US $</td>
<td>1793</td>
<td>5125&lt;sup&gt;b,c&lt;/sup&gt;</td>
<td>598</td>
<td>299</td>
<td>N/A&lt;sup&gt;d&lt;/sup&gt;</td>
</tr>
<tr>
<td>Variable costs, US $</td>
<td>18,278</td>
<td>15,256</td>
<td>18,278</td>
<td>15,256</td>
<td>N/A</td>
</tr>
<tr>
<td>Total costs, US $</td>
<td>20,071</td>
<td>20,381</td>
<td>18,876</td>
<td>15,555</td>
<td>N/A</td>
</tr>
<tr>
<td>Cost savings from DDC&lt;sup&gt;e&lt;/sup&gt; (US $), n (%)</td>
<td>N/A</td>
<td>–310 (–1.54)</td>
<td>N/A</td>
<td>3321 (17.59)</td>
<td>3011 (7.73)</td>
</tr>
<tr>
<td><strong>Year 2 (projected)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fixed costs, US $</td>
<td>598</td>
<td>2198&lt;sup&gt;b&lt;/sup&gt;</td>
<td>598</td>
<td>299</td>
<td>N/A</td>
</tr>
<tr>
<td>Variable costs, US $</td>
<td>18,278</td>
<td>15,256</td>
<td>18,278</td>
<td>15,256</td>
<td>N/A</td>
</tr>
<tr>
<td>Total costs, US $</td>
<td>18,876</td>
<td>17,454</td>
<td>18,876</td>
<td>15,555</td>
<td>N/A</td>
</tr>
<tr>
<td>Cost savings from DDC&lt;sup&gt;e&lt;/sup&gt; (US $), n (%)</td>
<td>N/A</td>
<td>1422 (7.53)</td>
<td>N/A</td>
<td>3321 (17.59)</td>
<td>4743 (12.56)</td>
</tr>
<tr>
<td><strong>Year 3 (projected)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fixed costs, US $</td>
<td>598</td>
<td>4170&lt;sup&gt;b,f&lt;/sup&gt;</td>
<td>598</td>
<td>299</td>
<td>N/A</td>
</tr>
<tr>
<td>Variable costs, US $</td>
<td>18,278</td>
<td>15,256</td>
<td>18,278</td>
<td>15,256</td>
<td>N/A</td>
</tr>
<tr>
<td>Total costs, US $</td>
<td>18,876</td>
<td>19,426</td>
<td>18,876</td>
<td>15,555</td>
<td>N/A</td>
</tr>
<tr>
<td>Cost savings from DDC&lt;sup&gt;e&lt;/sup&gt; (US $), n (%)</td>
<td>N/A</td>
<td>–550 (–2.91)</td>
<td>N/A</td>
<td>3321 (17.59)</td>
<td>2771 (7.34)</td>
</tr>
<tr>
<td><strong>Year 4 (projected)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fixed costs, US $</td>
<td>598</td>
<td>2198&lt;sup&gt;b&lt;/sup&gt;</td>
<td>598</td>
<td>299</td>
<td>N/A</td>
</tr>
<tr>
<td>Variable costs, US $</td>
<td>18,278</td>
<td>15,256</td>
<td>18,278</td>
<td>15,256</td>
<td>N/A</td>
</tr>
<tr>
<td>Total costs, US $</td>
<td>18,876</td>
<td>17,454</td>
<td>18,876</td>
<td>15,555</td>
<td>N/A</td>
</tr>
<tr>
<td>Cost savings from DDC&lt;sup&gt;e&lt;/sup&gt; (US $), n (%)</td>
<td>N/A</td>
<td>1422 (7.53)</td>
<td>N/A</td>
<td>3321 (17.59)</td>
<td>4743 (12.56)</td>
</tr>
<tr>
<td>Total cost savings (projected; US $), n (%)</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>15,268 (10.03)</td>
</tr>
</tbody>
</table>

<sup>a</sup>DDC: digital data collection.

<sup>b</sup>Includes yearly subscription of the cloud server.

<sup>c</sup>Includes initial app development.

<sup>d</sup>N/A: not applicable.

<sup>e</sup>This is difference between paper and digital costs as a percentage of the paper cost ([paper–digital]/paper).

<sup>f</sup>Assumes replacement of tablets and accessories after 2 years.

### Efficiency: Time Comparison

As mentioned earlier, productivity was higher in paper collection as compared with digital data collection, with improvement in the correlation of volumes over time. With observation periods lasting 90 min in each data collection method, this higher productivity in paper data collection is due to the fact that it took field teams between 2-6 seconds longer to collect data digitally than to collect data using paper forms, on average (Table 6). Such small differences added up over the several hundred observations made per observation period and over 75 observation periods per round. Interestingly, the improvement in the correlation of productivity between the winter and summer rounds was due not only to an increase in speed in digital data collection but a slight drop in speed in paper data collection. Between the winter and summer data collection rounds, the time to complete an observation decreased or remained the same in digital but increased slightly in paper. Although each observation took less time in paper data collection, it took less time to obtain a complete dataset with digital data collection. The time for training and field data collection were the same between digital and paper data collection methods, with 2 days for training and 15 days for field data collection. Data entry and verification in paper data took an additional 630 hours, or 26.25 days for 4 data entry operators to complete, which was done concurrently with ongoing fieldwork. Under the best conditions, this would delay receipt of data collection by a minimum of 11 days after fieldwork was complete. By contrast, digital data collection initially required 20 hours before fieldwork to develop the app and set up the server, and an average of 12 hours of data cleaning following receipt of the data before it was ready for
analysis. Switching from paper to digital data collection reduced the time to receive a clean dataset after fieldwork was completed from 630 hours to 12 hours, or from 11 days to 2 days.

Table 6. Time in seconds to complete an observation by data collection method and round.

<table>
<thead>
<tr>
<th>Risk factor</th>
<th>Winter, time (seconds)</th>
<th>Summer, time (seconds)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Paper</td>
<td>Digital</td>
</tr>
<tr>
<td>Helmet use(^a)</td>
<td>12.0</td>
<td>17.6</td>
</tr>
<tr>
<td>Seatbelt use(^b)</td>
<td>11.3</td>
<td>17.5</td>
</tr>
<tr>
<td>Speeding(^b)</td>
<td>13.4</td>
<td>16.7</td>
</tr>
</tbody>
</table>

\(^a\)Observation on a vehicle occupant.
\(^b\)Observation on a vehicle.

**Discussion**

**Productivity**

In our study, productivity was higher in paper data collection as compared with digital data collection regardless of the round of data collection or risk factor. The majority of studies comparing productivity between digital and paper data collection methods found equivalent or less time to complete a digital survey or observation, as compared with paper data collection [12-16]. Paper data collection may have taken less time in our study for several reasons. First, the data collectors had greater familiarity and experience with paper data collection, having previously completed five rounds of paper-based data collection over 3 years. Second, the act of swiping through multiple screens during digital data collection may take more time than filling in a single row in a predesigned table format on paper. Third, the digital tools used logic checks and constraints to prevent errors, which may delay recording the response. Although digital productivity did improve over time, it is not possible to project whether it would ever eventually catch up to the productivity seen in paper data collection, due to the formatting of the digital module and the logic checks imposed. Researchers and project managers may wish to spend additional time on classroom and field training with digital data collection tools, to give field staff the extra practice required to close this productivity gap as much as possible.

Despite the higher productivity in paper data collection, both digital and paper data collection methods were able to obtain a large enough sample size to estimate a proportion within ± 1 percentage point, which we judged to be a reasonable margin of error. Moreover, this higher productivity in paper did not translate into higher quality statistical models, measured using AIC.

**Reliability**

Similar to other direct comparisons of digital and paper data collection, we found high reliability between the two methods [15,17-27]. This high reliability was seen across risk factors, and improved between rounds of data collection, perhaps indicating improvements in data collector facility with the digital modules over time.

**Overall Comparison: Risk Factor Proportions and Regression Results**

The descriptive analyses showed comparable results of behavioral risk factor prevalence between subgroups defined by occupant, vehicle, or environmental characteristics, but with comparability decreasing with sample size. Other studies that conducted descriptive analyses also found similar distributions between data collection methods [12,15-28].

However, the multivariable regression analyses showed that the digital and paper datasets produced comparable results for some variables but not for others. Occupant characteristics—age, sex, and position—showed similar adjusted odds ratios, meaning that a researcher using digital data collection would have come to the same conclusions as a researcher using paper-based data collection when trying to understand the occupant-related factors associated with the use of protective equipment. However, there was less comparability between digital and paper methods in odds ratios for vehicle-related factors, or for day, time, and location, across risk factors.

Owing to smaller sample sizes in some subgroups, some age categories, vehicle types, and vehicle ownership types showed different prevalence estimates between paper and digital methods. Differences in regression results by day, time, and location, between digital and paper methods seem to be due to the nature of observational sampling and the differences in productivity between digital and paper methods. With faster data collection in paper, digital and paper data collectors do not make observations on the same target vehicles and their occupants. Such random differences are less pronounced for occupant characteristics (age, sex, or position), or when the prevalence of the risk factor are significantly modified by sex and occupant roles (drivers vs passengers). Differences in risk factor prevalence are less pronounced among the different locations and times of day, and therefore, random differences in target vehicle selection may have a larger effect on prevalence and odds ratio estimates. These results cannot be explained by surveyor effects, as the pool of data collectors were randomly assigned to data collection teams, and teams were randomly switched between methods and among locations, times of day, and days of the week.

**Efficiency: Cost Comparison**

Digital data collection had higher fixed costs and lower variable costs compared with paper data collection. In the initial round
of data collection, digital data collection was slightly more expensive, driven by the costs of purchasing tablets, but became less expensive with additional rounds of data collection. Digital data collection is significantly more cost efficient than paper when costs are annualized over several years with ongoing data collection. Digital data collection will have the greatest cost efficiency when used by projects with larger sample sizes, or multiple and extended rounds of data collections [29]. As labor, training, and transportation cost would be the same between methods, regardless of annual salary increase or inflation rate, the cost savings by digital data collection are driven primarily by savings in data management, particularly data entry. Other studies have similarly found higher fixed costs for digital data collection and lower variable costs, providing increased cost savings for larger sample sizes [13,14,16,30-33].

Cost differences between digital and paper will vary by project and context. The relative cost of labor, hardware, and electricity may differ by geographic location. Additionally, the cost of data collection platforms differs by company and by project. For example, for this project, the server space was purchased to accommodate data for all 10 cities, and hence the actual space required for Mumbai data was smaller and could have cost significantly less. Contractual agreements and price negotiations for server space could be influenced by a number of factors such as the size of the company, infrastructure and service details, promotions, packages, size and configuration of the server space, program, data security and back up arrangements, length of time, region, and location. The cost figures provided are particular to this project, and we encourage researchers for whom cost differential is a major consideration to draw up similar comparative budgets for digital and paper data collection methods for a given project. On the basis of our experience and the existing literature, for each study, there will be a sample size threshold above which digital data collection will provide cost savings, and below which paper data collection will be the more cost-effective option.

Our study was not able to directly measure a third dimension of efficiency: accuracy, or the reduction in errors achieved per resource unit expended. However, we note that the error protection built into the digital app through logic checks and constraints had two advantages. It decreased the cost of digital data collection as compared with paper, as evident by significantly fewer hours spent on verification and cleaning of data. It also decreased the size of the AIC seen in digital data collection compared with paper, even with lower sample size in digital methods. In other words, digital data collection provided our project with more precision at a lower cost.

Efficiency: Time Comparison

One of the biggest benefits of digital data collection is the real-time nature of data collection and availability: once data collection starts, the digital data are immediately available for data cleaning and analysis, while researchers using paper data collection must wait for data entry and reconciliation to be complete. It is important to note that for complex questionnaires, more time may be needed at startup for digital data collection as compared with paper-based data collection [24,34]. However, the efficiency for subsequent rounds of data collection would be significantly increased. The majority of studies comparing digital and paper data collection methods found that digital data collection reduced the time to obtain a complete dataset, as they avoided double data entry and reconciliation [14,16,33,35].

Conclusions

Our study did not face trade-offs among time efficiency, cost efficiency, statistical reliability, and descriptive comparability when deciding between digital and paper methods, as digital data collection proved equivalent or superior on these domains in the context of our project. Digital data collection provides estimates which are precise and reliable with paper data collection, with overall comparable results. Digital data collection may take longer per survey but takes less calendar time to obtain a completed dataset. The setting, context, length of the survey, and desired sample size play a role in determining the extent of time and cost efficiency. However, we may have encountered a method effect due to sampling methods for observational studies and random error.

Researchers considering using digital data collection may benefit from developing comparative budgets for each of the two methods, and pilot testing each method to understand relative productivity. When working with data collectors who are unfamiliar with handheld devices or with the chosen digital data collection app, additional classroom and field training on the digital data collection tools would improve productivity. Although this may slightly narrow the time efficiency advantage that digital data collection has over paper and increase the cost of training for digital methods as compared with paper, this additional effort would be worthwhile especially in studies relying on higher productivity. As trade-offs among cost, timeliness, and comparability and the relative importance of each could be unique to every data collection project, researchers should carefully consider the questionnaire complexity, target sample size, implementation plan, cost and logistical constraints, and geographical contexts when making the decision between digital and paper [36].

Authors' Contributions

NT and AM conceptualized the study and prepared all manuscript drafts. AM developed the digital data collection tool. NT led the data analysis and prepared results. PV and SG led the data collection in Mumbai. RP and AM participated in training and implementation of digital data collection in Mumbai. AB provided oversight of the study and critical feedback in data analysis and manuscript drafts. All authors read and approved the final manuscript.

Conflicts of Interest

None declared.
Multimedia Appendix 1
Akaikes Information Criterion for logistic regressions, by risk factor, round, and method of data collection.

[DOCX File, 14 KB - imir_v22i5e17129_app1.docx]

Multimedia Appendix 2
Whole sample proportions of correct, incorrect and no helmet use by occupant role, age, and sex.

[PNG File, 102 KB - imir_v22i5e17129_app2.png]

Multimedia Appendix 3
Whole sample proportions of restraint use by occupant role and vehicle type.

[PNG File, 107 KB - imir_v22i5e17129_app3.png]

Multimedia Appendix 4
Whole sample proportion of vehicles speeding by vehicle ownership.

[PNG File, 96 KB - imir_v22i5e17129_app4.png]

Multimedia Appendix 5
Correct helmet use: adjusted odds ratios and 95% CIs by round and method of data collection.

[DOCX File, 17 KB - imir_v22i5e17129_app5.docx]

Multimedia Appendix 6
Seatbelt use: adjusted odds ratios and 95% CIs by round and method of data collection.

[DOCX File, 20 KB - imir_v22i5e17129_app6.docx]

Multimedia Appendix 7
Speeding: adjusted odds ratios and 95% CIs by round and method of data collection.

[DOCX File, 18 KB - imir_v22i5e17129_app7.docx]

References


Abbreviations

AIC: Akaike Information Criteria
BIGRS: Bloomberg Initiative for Global Road Safety
kph: kilometers per hour
LMICs: low- and middle-income countries
RTI: road traffic injury

©Niloufer Taber, Amber Mehmood, Perumal Vedagiri, Shivam Gupta, Rachel Pinto, Abdulgafoor M Bachani. Originally published in the Journal of Medical Internet Research (http://www.jmir.org), 22.05.2020. This is an open-access article distributed under the terms of the Creative Commons Attribution License (https://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution, and reproduction in any medium, provided the original work, first published in the Journal of Medical Internet Research, is properly cited. The complete bibliographic information, a link to the original publication on http://www.jmir.org/, as well as this copyright and license information must be included.
Characterizing the US Population by Patterns of Mobile Health Use for Health and Behavioral Tracking: Analysis of the National Cancer Institute's Health Information National Trends Survey Data

Camella J Rising¹, PhD, MS, RDN; Roxanne E Jensen², PhD; Richard P Moser³, PhD; April Oh¹, PhD, MPH

¹Health Communication and Informatics Research Branch, Behavioral Research Program, Division of Cancer Control and Population Sciences, National Cancer Institute, Rockville, MD, United States
²Outcomes Research Branch, Healthcare Delivery Research Program, Division of Cancer Control and Population Sciences, National Cancer Institute, Rockville, MD, United States
³Office of the Associate Director, Behavioral Research Program, Division of Cancer Control and Population Sciences, National Cancer Institute, Rockville, MD, United States

Corresponding Author:
Camella J Rising, PhD, MS, RDN
Health Communication and Informatics Research Branch, Behavioral Research Program
Division of Cancer Control and Population Sciences
National Cancer Institute
9606 Medical Center Drive, 3E636
Rockville, MD, 20850
United States
Phone: 1 240 276 5262
Email: camella.rising@nih.gov

Abstract

Background: Multiple types of mobile health (mHealth) technologies are available, such as smartphone health apps, fitness trackers, and digital medical devices. However, despite their availability, some individuals do not own, do not realize they own, or own but do not use these technologies. Others may use mHealth devices, but their use varies in tracking health, behaviors, and goals. Examining patterns of mHealth use at the population level can advance our understanding of technology use for health and behavioral tracking. Moreover, investigating sociodemographic and health-related correlates of these patterns can provide direction to researchers about how to target mHealth interventions for diverse audiences.

Objective: The aim of this study was to identify patterns of mHealth use for health and behavioral tracking in the US adult population and to characterize the population according to those patterns.

Methods: We combined data from the 2017 and 2018 National Cancer Institute Health Information National Trends Survey (N=6789) to characterize respondents according to 5 mutually exclusive reported patterns of mHealth use for health and behavioral tracking: (1) mHealth nonowners and nonusers report not owning or using devices to track health, behaviors, or goals; (2) supertrackers track health or behaviors and goals using a smartphone or tablet plus other devices (eg, Fitbit); (3) app trackers use only a smartphone or tablet; (4) device trackers use only nonsmartphone or nontablet devices and do not track goals; and (5) nontrackers report having smartphone or tablet health apps but do not track health, behaviors, or goals.

Results: Being in the mHealth nonowners and nonusers category (vs all mHealth owners and users) is associated with males, older age, lower income, and not being a health information seeker. Among mHealth owners and users, characteristics of device trackers and supertrackers were most distinctive. Compared with supertrackers, device trackers have higher odds of being male (odds ratio [OR] 2.22, 95% CI 1.55-3.19), older age (vs 18-34 years: 50-64 years: OR 2.83, 95% CI 1.52-5.30; 65+ years: OR 6.28, 95% CI 3.35-11.79), have an annual household income of US $20,000 to US $49,999 (vs US $75,000+: OR 2.31, 95% CI 1.36-3.91), and have a chronic condition (OR 1.69, 95% CI 1.14-2.49). Device trackers also have higher odds of not being health information seekers than supertrackers (OR 2.98, 95% CI 1.66-5.33).

Conclusions: Findings revealed distinctive sociodemographic and health-related characteristics of the population by pattern of mHealth use, with notable contrasts between those who do and do not use devices to track goals. Several characteristics of individuals who track health or behaviors but not goals (device trackers) are similar to those of mHealth nonowners and nonusers.
Our results suggest patterns of mHealth use may inform how to target mHealth interventions to enhance reach and facilitate healthy behaviors.

(J Med Internet Res 2020;22(5):e16299) doi:10.2196/16299
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Introduction

Background
Mobile health (mHealth) includes the use of portable digital devices, such as smartphones, tablet computers, and fitness and medical wearables, to support health. Approximately 80% of US adults own a smartphone [1], which typically has one or more health-related software apps (health apps) preinstalled at the point of purchase. Close to 60% of smartphone owners also report installing (ie, downloading) one or more health apps onto their smartphone [2]. Wearable devices with a multitude of sensor types designed to monitor health indicators, such as activity, sleep, blood glucose, and blood pressure, have also penetrated the US marketplace [3,4]. Within the general population, wearable activity monitors (eg, Fitbit) are among the most commonly owned wearable devices and are reportedly used by about 13% of Americans [5].

Despite its ubiquity, ownership and use of diverse types of mHealth technologies for health and behavioral tracking varies. Reported use of mHealth technologies includes communicating with health care providers [6], making dietary or physical activity decisions [7,8], achieving health goals such as weight loss [9], and monitoring chronic conditions such as diabetes or hypertension [10,11]. Some mHealth intervention studies have reported that the use of mHealth technologies is associated with improved health or behavioral outcomes. These include, for example, improvements in diet and physical activity [12,13], weight loss or maintenance and blood glucose reduction [11], and higher quality patient-provider communication [14].

Although these studies suggest the potential for mHealth to enhance patient-provider communication, improve health outcomes, and facilitate behavior change, research examining how mHealth technologies are used by the US population for health and behavioral tracking is needed to understand how to target and tailor mHealth interventions to enhance their reach and efficacy across population subgroups.

Currently, there are gaps in the literature related to understanding use of mHealth technologies for health and behavioral tracking that need to be filled to advance mHealth intervention science. First, most intervention studies to date evaluate only one type of mHealth technology to address a desired health outcome or target behavior [8,15-18]. Yet, as mHealth technologies diversify in functionality, individuals have also become increasingly diverse in the types of mHealth technologies they own and use, with multiuse becoming more common [19]. Therefore, identifying the types of mHealth technologies the US population uses for health or behavioral tracking is an essential component of advancing the science.

Second, there is limited research about whether people in the United States set health goals when they use mHealth technologies for health or behavioral tracking. Goal setting can promote higher and sustained engagement with mHealth interventions [20-22]. Moreover, goal setting is strongly associated with favorable health behavior outcomes, such as increased physical activity and healthy eating in overweight and obese adults [23] and is a characteristic of efficacious mHealth interventions to improve diet, physical activity, and sedentary behaviors of children and adults in the general population [13]. Investigating whether tracking includes goal setting and assessing the characteristics of those who set these goals may increase understanding about who may be more (or less) likely to change health behavior as a result of using mHealth technologies for health or behavioral tracking and facilitate more precise targeting and tailoring of future mHealth interventions.

Finally, past studies have found that many people in the United States report not owning or using mHealth technologies for health or behavioral tracking, and that these individuals differ from mHealth technology owners and users on several characteristics such as age, gender, education, and income [5,24]. However, mHealth technologies for health and behavioral tracking continue to evolve and are adopted at different rates across population subgroups. Thus, continuing to describe and characterize mHealth nonowners and nonusers is necessary to understand patterns of mHealth use for health and behavioral tracking in the US population.

Study Aims

This paper has 3 primary aims. The first is to address gaps in the literature by describing patterns of mHealth use for health and behavioral tracking in the US population. We account for 3 factors in our conceptualization of pattern of mHealth use: (1) whether mHealth technologies are owned and used for health or behavioral tracking, (2) the types of mHealth technologies owned and used for health or behavioral tracking, namely smartphones or tablets and other digital devices such as fitness trackers or medical devices, and (3) whether health or behavioral tracking with mHealth technologies includes goal setting.

On the basis of these 3 factors, we distinguish between 5 mutually exclusive categories, or population subgroups, of mHealth owners and users and mHealth nonowners and nonusers in the United States. mHealth nonowners and nonusers are those who report that they do not own or use mHealth technologies for health or behavioral tracking. Among mHealth owners and users, supertrackers are those who report using multiple devices—a smartphone or tablet and another device, such as a fitness tracker or medical device—to track health or behaviors and goals, whereas app trackers report only using a smartphone.
or tablet for the same purpose. Device trackers are those who report only using a device other than a smartphone or tablet to track health or behaviors and do not use smartphone or tablet health apps to track goals. Finally, nontrackers are those who report only having smartphone or tablet health apps but do not use them to track goals and do not track health or behaviors with other devices.

The second aim of this paper is to describe the characteristics of mHealth nonowners and nonusers by comparing them with people who own or use mHealth technologies for health and behavioral tracking. We consider individual-level factors such as sociodemographics—age, gender, race and ethnicity, education, income, and geographical area. We also consider factors associated with health and health behaviors, such as weight status, having a chronic condition (eg, diabetes), perceived health status, health self-efficacy, and being a health information seeker.

The third and final aim of this paper is to describe and compare the characteristics (sociodemographics, health, and health behaviors) of mHealth owners and users by pattern of mHealth use for health and behavioral tracking. Comparing mHealth owners and users by pattern of mHealth use may provide important insights about those who not only own and use different types of mHealth technologies in the United States but also use those technologies in ways that can promote improved health and health behavior outcomes (ie, goal setting). As mHealth technology development and adoption rapidly evolves, characterizing the population by pattern of mHealth use may inform how to target and tailor mHealth interventions to reach diverse US audiences and facilitate healthy behaviors.

Methods

Data

Data were merged from the National Cancer Institute (NCI)’s Health Information National Trends Survey (HINTS), HINTS 5, Cycle 1, and HINTS 5, Cycle 2. HINTS is a probability-based, cross-sectional survey of the US adult, civilian, noninstitutionalized population. Survey data were collected by paper-and-pencil self-administered questionnaires completed from January through May 2017 (Cycle 1; see Multimedia Appendix 1) and January through May 2018 (Cycle 2, see Multimedia Appendix 2). HINTS has a two-stage, stratified sample; addresses were randomly selected from a US Postal Service file of residential addresses, and a random individual respondent was selected from each sample household (HINTS 5, Cycle 1 response rate=32.4%, N=3285; HINTS 5, Cycle 2 response rate=32.9%, N=3504). Details related to HINTS methodology have been described elsewhere [25].

Sociodemographic and Health-Related Characteristics

Items included in the analysis pertaining to respondent characteristics were asked of the full, merged sample from 2017 and 2018 (N=6789). Sociodemographic variables included in analyses were gender (male and female); age (18-34, 35-49, 50-64, and 65 years old); race (white, black, and other race, which combines low-frequency responses for American Indian/Alaska Native, Asian Indian, Chinese, Filipino, Japanese, Korean, Vietnamese, other Asian, Native Hawaiian, Guamanian or Chamorro, Samoan, and other Pacific Islander); Hispanic ethnicity (Hispanic, non-Hispanic); education (less than high school or high school graduate, technical, vocational, or some college, and college graduate or postgraduate); annual household income (<US $20,000, US $20,000-US $49,999, US $50,000-US $74,999, and ≥US $75,000); and geographical area. Geographical area was categorized as urban or rural based on the US Department of Agriculture Economic Research Service continuum codes.

Health-related variables included BMI (normal: 18.5-24.9; overweight: 25-29.9; and obese: ≥30), perceived health status (poor or fair, good, very good, and excellent), health self-efficacy (not confident at all or a little confident, somewhat confident, very confident, and completely confident), having one or more chronic conditions (diabetes, high blood pressure, or a heart condition), and being a health information seeker. Perceived health status was evaluated with a single item, In general, would you say your health is... This single item includes a 5-point Likert response from poor to excellent. Health self-efficacy was measured with the item, Overall, how confident are you about your ability to take good care of your health? Response options were also on a 5-point Likert scale, ranging from completely confident to not confident at all. Having one or more chronic conditions was reported using a checklist that followed the question, Has a doctor or other health professional ever told you that you had any of the following medical conditions? In this study, respondents were classified as having a chronic condition if they selected yes to diabetes or high blood sugar, high blood pressure or hypertension, or a heart condition such as heart attack, angina, or congestive heart failure. These chronic conditions were included because self-management using digital medical devices (eg, glucometer) is common. The item, Have you ever looked for information about health or medical topics from any source? (yes or no), was used to evaluate being a health information seeker.

Mobile Health Technologies Owned and Used for Health or Behavioral Tracking and Goal Setting

Respondents with a smartphone or tablet computer were asked, On your tablet or smartphone, do you have any apps related to health and wellness? (yes, no, or don’t know). For logistic regression analyses, this response was dichotomized to yes vs no and don’t know. Don’t know responses were collapsed with no responses owing to a low response frequency for don’t know (n=285) and because not knowing whether one has health apps suggests nonuse of those apps for health or behavioral tracking. Respondents were also asked, Has your tablet or smartphone helped you track progress on a health-related goal such as quitting smoking, losing weight, or increasing physical activity? (yes or no). All respondents were asked, Other than a tablet or smartphone, have you used an electronic device to monitor or track your health within the last 12 months? Examples include Fitbit, blood glucose meters, and blood pressure monitors. (yes or no).
Operationalizing Pattern of Mobile Health Use for Health and Behavioral Tracking

Figure 1 represents our operationalization of each mutually exclusive pattern of mHealth use for health and behavioral tracking. The combined HINTS sample was divided into mHealth owners and users and nonowners and nonusers. mHealth nonowners and nonusers were defined as those who reported that they do not have or do not know if they have health apps on their smartphone or tablet, do not use a smartphone or tablet to track health-related goals, and do not use other devices to track health or behaviors (eg, Fitbit, glucose meter, and blood pressure monitor). mHealth owners and users were divided into 4 categories based on distinctive ways mHealth technologies are owned or used to track health or behaviors and goals. Supertrackers were defined as those who reported using a smartphone or tablet to track health-related goals and use other devices, such as a fitness tracker or digital medical device, to track health or behaviors. App trackers were defined as those who reported using a smartphone or tablet to track health-related goals but do not use other devices to track health or behaviors. Device trackers were defined as those who reported using devices other than a smartphone or tablet to track health or behaviors but do not use a smartphone or tablet to track health-related goals. Finally, nontrackers were defined as those who only reported having smartphone or tablet health apps but do not use them to track health-related goals and do not use other devices to track health or behaviors.

Figure 1. Operationalizing pattern of mobile health use for health and behavioral tracking. a. On your tablet or smartphone, do you have any “apps” related to health and wellness? Yes. b. Has your tablet or smartphone helped you track progress on a health-related goal such as quitting smoking, losing weight, or increasing physical activity? Yes. c. Other than a tablet or smartphone, have you used an electronic device to monitor or track your health within the last 12 months? Examples include Fitbit, blood glucose meters, and blood pressure monitors. Yes. HINTS: Health Information National Trends Survey.

Statistical Analysis

Analyses of merged HINTS 5, Cycle 1 and HINTS 5, Cycle 2 data were conducted using SAS version 9.4 (SAS Institute, Cary, NC). Descriptive statistics (frequencies, weighted percentages, and chi-square statistics) were used to examine patterns of mHealth use for health and behavioral tracking (Aim 1). Respondents with and without a smartphone or tablet were included in the mHealth nonowners and nonusers category; not having, not tracking, and not monitoring health with a mobile device was the primary criterion for inclusion. Similar to mHealth nonowners and nonusers, having a smartphone or tablet was not a criterion for inclusion in the device tracker category.

In all, 2 logistic regression models were constructed to characterize and compare US population subgroups by pattern of mHealth use for health and behavioral tracking. To address Aim 2, binomial logistic regression was performed to test the odds that respondent characteristics independently predict being in the mHealth nonowners and nonusers category, while holding the other respondent characteristics constant (reference category=all mHealth owners and users). To address Aim 3, a multinomial logistic regression model using the generalized logit was constructed to determine the predicted probability that respondent characteristics independently predict mHealth owners’ and users’ pattern of mHealth use for health and behavioral tracking, while controlling for the other respondent characteristics. Because a normative group of mHealth owners and users does not exist, supertrackers were chosen as the reference category for this second model as Aim 1 findings showed supertrackers made up the largest category of mHealth owners and users in the sample. Tests for significance for odds ratios and 95% CI were calculated at \( P < .05 \). Complete case analysis and listwise deletion were used for regression models. Data weights were applied to provide representative US population estimates. A full-sample weight was used to calculate population-level point estimates and parameters. Replicate weights (calculated using the jackknife variance estimation method) were used to compute accurate standard errors.
Results

Sociodemographic and Health-Related Characteristics
The total combined HINTS sample was 6789. Weighted prevalence estimates were calculated for HINTS respondents’ sociodemographic and health-related characteristics (see Multimedia Appendix 3). HINTS poststratification weightings adjust for inherent variations in the obtained sample by adjusting weighted totals to approximate known population characteristics. As in most health surveys, the HINTS raw sample tended to overaccumulate responses from females, older age individuals, people who are urban-dwelling, and those with more education and higher annual household income. In addition, white, non-Hispanic respondents comprised more than half of the sample. With respect to health-related characteristics, about half of the US adult population reported at least very good perceived health status, and most were at least very confident about their health self-efficacy. Most were health information seekers, overweight or obese, and had never been diagnosed with diabetes, hypertension, or a heart condition.

Mobile Health Technologies Owned and Used for Health or Behavioral Tracking and Goal Setting
Weighted prevalence estimates were also calculated for items pertaining to ownership and use of mHealth technologies for health or behavioral tracking and goal setting. Most respondents (85.22%) reported having a smartphone or tablet, close to half (46.83%) reported having a health app on one of these devices, and 43.23% reported that they use their smartphone or tablet to track progress on a health-related goal. Approximately one-third of respondents (34.66%) reported that they have a device other than a smartphone or tablet to track their health or behaviors.

Aim 1: Patterns of Mobile Health Use for Health and Behavioral Tracking
On the basis of our operationalization of pattern of mHealth use for health and behavioral tracking, mHealth nonowners and nonusers made up about one-third of the sample (34.72%). Most mHealth nonowners and nonusers were owners of a smartphone or tablet (95.15%). Nontrackers, those who reported having health apps on their smartphone or tablet but do not use them to track a health-related goal and do not use other devices to track health or behaviors, comprised the smallest percentage of the sample (8.8%).

Among respondents who reported owning or using mHealth technologies for health or behavioral tracking, supertrackers were the most prevalent (24.05%), followed by app trackers (19.5%) and device trackers (12.9%). Most device trackers reported having a smartphone or tablet (97.6%), and approximately one-third reported that they have a health app on one of those devices (35.0%). Table 1 describes the sociodemographic and health-related characteristics of respondents by pattern of mHealth use for health and behavioral tracking.
Table 1. Weighted population estimates for sociodemographic and health-related characteristics by pattern of mobile health use for health and behavioral tracking; HINTS 5, Cycle 1, 2017 and Cycle 2, 2018 (N=6789).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Nonowners and nonusers (n=1832; 34.72%)</th>
<th>Nontrackers (n=508; 8.8%)</th>
<th>Device trackers (n=840; 12.9%)</th>
<th>App trackers (n=882; 19.5%)</th>
<th>Supertrackers (n=1287; 24.05%)</th>
<th>Chi-square (df)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>733 (51.90)</td>
<td>192 (46.4)</td>
<td>381 (58.0)</td>
<td>298 (46.2)</td>
<td>445 (41.93)</td>
<td>21.6 (4)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Female</td>
<td>955 (48.10)</td>
<td>290 (53.6)</td>
<td>396 (42.0)</td>
<td>542 (53.8)</td>
<td>776 (58.07)</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Age (years), n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18-34</td>
<td>180 (21.25)</td>
<td>61 (22.6)</td>
<td>42 (12.0)</td>
<td>244 (42.1)</td>
<td>216 (27.56)</td>
<td>222.5 (12)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>35-49</td>
<td>355 (28.47)</td>
<td>117 (29.4)</td>
<td>96 (22.1)</td>
<td>267 (33.1)</td>
<td>390 (33.67)</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>50-64</td>
<td>645 (33.36)</td>
<td>183 (33.5)</td>
<td>289 (37.9)</td>
<td>255 (19.9)</td>
<td>458 (30.76)</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>≥65</td>
<td>583 (16.92)</td>
<td>133 (14.5)</td>
<td>388 (28.0)</td>
<td>101 (4.9)</td>
<td>203 (8.01)</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Race and ethnicity, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>White, non-Hispanic</td>
<td>1,046 (64.50)</td>
<td>315 (70.7)</td>
<td>538 (75.0)</td>
<td>487 (60.9)</td>
<td>756 (63.92)</td>
<td>29.3 (12)</td>
<td>.004</td>
</tr>
<tr>
<td>Black, non-Hispanic</td>
<td>204 (9.91)</td>
<td>60 (10.5)</td>
<td>87 (6.9)</td>
<td>130 (10.5)</td>
<td>182 (11.60)</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Hispanic</td>
<td>272 (17.72)</td>
<td>52 (12.9)</td>
<td>83 (11.0)</td>
<td>148 (19.1)</td>
<td>155 (13.69)</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Other</td>
<td>142 (7.87)</td>
<td>45 (5.9)</td>
<td>62 (7.1)</td>
<td>72 (9.5)</td>
<td>123 (10.79)</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Education, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>High school graduate or less</td>
<td>514 (35.42)</td>
<td>84 (28.5)</td>
<td>170 (26.3)</td>
<td>150 (21.2)</td>
<td>148 (16.37)</td>
<td>109.9 (8)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Technical, vocational, or some college</td>
<td>566 (38.31)</td>
<td>150 (30.9)</td>
<td>284 (43.2)</td>
<td>259 (38.5)</td>
<td>337 (36.84)</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>College graduate or postgraduate</td>
<td>705 (26.27)</td>
<td>266 (40.6)</td>
<td>369 (30.5)</td>
<td>466 (40.3)</td>
<td>791 (46.79)</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Income in US $, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;20,000</td>
<td>360 (19.04)</td>
<td>45 (9.4)</td>
<td>109 (12.0)</td>
<td>125 (14.9)</td>
<td>104 (10.23)</td>
<td>106.5 (12)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>20,000-49,999</td>
<td>530 (29.04)</td>
<td>111 (18.6)</td>
<td>242 (27.4)</td>
<td>223 (27.7)</td>
<td>214 (14.91)</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>50,000-74,999</td>
<td>342 (20.76)</td>
<td>100 (19.1)</td>
<td>159 (19.4)</td>
<td>160 (16.9)</td>
<td>243 (19.93)</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>≥75,000</td>
<td>566 (31.16)</td>
<td>245 (52.9)</td>
<td>316 (41.2)</td>
<td>367 (40.5)</td>
<td>712 (54.93)</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Geographical area, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Urban</td>
<td>1569 (85.83)</td>
<td>460 (90.2)</td>
<td>709 (82.4)</td>
<td>782 (87.8)</td>
<td>1,170 (90.39)</td>
<td>15.4 (4)</td>
<td>.004</td>
</tr>
<tr>
<td>Rural</td>
<td>263 (14.17)</td>
<td>48 (9.8)</td>
<td>131 (17.6)</td>
<td>100 (12.2)</td>
<td>117 (9.61)</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Perceived health status, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Poor or fair</td>
<td>281 (14.70)</td>
<td>58 (8.2)</td>
<td>179 (21.5)</td>
<td>102 (11.7)</td>
<td>141 (9.89)</td>
<td>47.4 (12)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Good</td>
<td>643 (35.14)</td>
<td>170 (36.5)</td>
<td>315 (38.8)</td>
<td>257 (31.2)</td>
<td>399 (30.42)</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Very good</td>
<td>672 (36.92)</td>
<td>206 (41.9)</td>
<td>267 (30.7)</td>
<td>371 (37.4)</td>
<td>551 (45.23)</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Excellent</td>
<td>219 (13.24)</td>
<td>70 (13.4)</td>
<td>70 (9.0)</td>
<td>145 (19.7)</td>
<td>189 (14.46)</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Health self-efficacy, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>A little confident or not confident at all</td>
<td>89 (5.11)</td>
<td>15 (2.7)</td>
<td>51 (8.3)</td>
<td>22 (3.2)</td>
<td>35 (3.50)</td>
<td>19.4 (12)</td>
<td>.08</td>
</tr>
<tr>
<td>Somewhat confident</td>
<td>442 (26.83)</td>
<td>112 (25.5)</td>
<td>221 (26.3)</td>
<td>174 (20.1)</td>
<td>276 (23.31)</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Very confident</td>
<td>845 (44.51)</td>
<td>237 (46.5)</td>
<td>383 (45.2)</td>
<td>412 (44.9)</td>
<td>634 (48.53)</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Completely confident</td>
<td>440 (23.55)</td>
<td>138 (25.3)</td>
<td>178 (20.2)</td>
<td>268 (31.8)</td>
<td>337 (24.66)</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Health information seeker, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>66.15 (4)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>
Aim 2: Characteristics Associated With Being in the Mobile Health Nonowners and Nonusers Category

Compared with mHealth owners and users (nontrackers, app trackers, device trackers, and supertrackers), mHealth nonowners and nonusers had higher odds of being male (OR 1.38, 95% CI 1.08-1.77) and 35 years old or older, with the odds of being in the mHealth nonowners and nonusers category increasing with advancing age (35-49 years old: OR 1.55, 95% CI 1.01-2.36; 50-64 years old: OR 2.01, 95% CI 1.30-3.11; 65+ years old: OR 2.77, 95% CI 1.86-4.13). mHealth nonowners and nonusers also had higher odds of reporting an annual household income below US $75,000 (<US $20,000: OR 2.06, 95% CI 1.34-3.16; US $20,000-US $49,999: OR 1.94, 95% CI 1.33-2.83; US $50,000-US $74,999: OR 1.67, 95% CI 1.14-2.46).

In addition, mHealth nonowners and nonusers had higher odds of not being a college graduate (high school graduate or less: OR 1.88, 95% CI 1.31-2.69; technical, vocational, or some college: OR 1.36, 95% CI 1.02-1.83) and not being health information seekers (OR 1.53, 95% CI 1.15-2.04). However, they had lower odds of reporting a chronic condition (OR 0.57, 95% CI 0.45-0.72) compared with mHealth owners and users. There were nonsignificant differences for race and ethnicity (F<sub>3,98</sub>=0.11; P=.95), geographical area (F<sub>1,98</sub>=0.39; P=.54), perceived health status (F<sub>3,98</sub>=0.31; P=.82), health self-efficacy (F<sub>3,98</sub>=0.92; P=.43), and weight status (BMI, F<sub>1,98</sub>=1.77; P=.18) when controlling all other variables (see Table 2).
Table 2. Sociodemographic and health-related characteristics significantly associated with being in the mobile health nonowners and nonusers category (n=1468). Reference category=all mobile health owners and users.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Odds ratio (95% CI)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>Reference</td>
<td>N/A</td>
</tr>
<tr>
<td>Male</td>
<td>1.38 (1.08-1.77)</td>
<td>.01</td>
</tr>
<tr>
<td>Age (years)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>18-34</td>
<td>Reference</td>
<td>N/A</td>
</tr>
<tr>
<td>35-49</td>
<td>1.55 (1.01-2.36)</td>
<td>.04</td>
</tr>
<tr>
<td>50-64</td>
<td>2.01 (1.30-3.11)</td>
<td>.002</td>
</tr>
<tr>
<td>≥65</td>
<td>2.77 (1.86-4.13)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Education</td>
<td></td>
<td></td>
</tr>
<tr>
<td>College graduate or postgraduate</td>
<td>Reference</td>
<td>N/A</td>
</tr>
<tr>
<td>Technical, vocational, or some college</td>
<td>1.36 (1.02-1.83)</td>
<td>.04</td>
</tr>
<tr>
<td>High school graduate or less</td>
<td>1.88 (1.31-2.69)</td>
<td>.001</td>
</tr>
<tr>
<td>Income in US $</td>
<td></td>
<td></td>
</tr>
<tr>
<td>≥75,000</td>
<td>Reference</td>
<td>N/A</td>
</tr>
<tr>
<td>50,000-74,999</td>
<td>1.67 (1.14-2.46)</td>
<td>.009</td>
</tr>
<tr>
<td>20,000-49,999</td>
<td>1.94 (1.33-2.83)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>&lt;20,000</td>
<td>2.06 (1.34-3.16)</td>
<td>.001</td>
</tr>
<tr>
<td>Health information seeker</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>Reference</td>
<td>N/A</td>
</tr>
<tr>
<td>No</td>
<td>1.53 (1.15-2.04)</td>
<td>.004</td>
</tr>
<tr>
<td>One or more chronic conditions</td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>Reference</td>
<td>N/A</td>
</tr>
<tr>
<td>Yes</td>
<td>0.57&lt;sup&gt;b&lt;/sup&gt; (0.45-0.72)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

<sup>a</sup>N/A: not applicable.

<sup>b</sup>Indicates a negative association.

Aim 3: Characteristics Associated With Mobile Health Owners’ and Users’ Pattern of Mobile Health Use for Health and Behavioral Tracking

Multinominal logistic regression analysis revealed several sociodemographic and health-related characteristics associated with pattern of mHealth use for health and behavioral tracking among mHealth owners and users (reference category=supertrackers). As shown in Table 3, there were significant differences in terms of gender, age, race and ethnicity, income, having a chronic condition, weight status, and being a health information seeker. There were, however, nonsignificant differences for pattern of mHealth use by geographical area ($F_{3,98}=1.37; P=.29$), perceived health status ($F_{9,98}=1.33; P=.23$), health self-efficacy ($F_{9,98}=0.91; P=.52$), and education ($F_{6,98}=1.47; P=.20$) when controlling for all other variables.

Compared with supertrackers, the largest category of mHealth owners and users in this study, app trackers had higher odds of being male (OR 1.46, 95% CI 1.11-1.94) and lower odds of being 50 years old or older (50-64 years old: OR 0.63, 95% CI 0.41-0.96; 65+ years old: OR 0.50, 95% CI 0.29-0.88). App trackers had about 2 times the odds of reporting an annual household income in the US $20,000-US $49,999 range than US $75,000 or more (OR 2.32, 95% CI 1.61-3.33). Finally, app trackers had lower odds of reporting that they have a chronic condition than supertrackers (OR 0.62, 95% CI 0.42-0.92).

Device trackers also had higher odds of being male (OR 2.22, 95% CI 1.55-3.19) compared with supertrackers. With respect to age, device trackers had nearly 3 times the odds of being 50-64 years old (OR 2.83, 95% CI 1.52-5.30) and about 6 times the odds of being 65 years old or older (OR 6.28, 95% CI 3.35-11.79). Device trackers had about 2 times the odds of reporting an annual household income in the US $20,000-US $49,999 range than US $75,000 or more when compared with supertrackers (OR 2.31, 95% CI 1.36-3.91) and about 3 times the odds of not being health information seekers (OR 2.98, 95% CI 1.66-5.33). Device trackers had lower odds of identifying as non-Hispanic black (OR 0.48, 95% CI 0.31-0.74) and other race and ethnicity (OR 0.54, 95% CI 0.30-0.99). They had higher odds of reporting a chronic condition (OR 1.69, 95% CI...
1.14-2.49) but lower odds of being overweight (OR 0.58, 95% CI 0.38-0.88) or obese (OR 0.55, 95% CI 0.35-0.86) than supertrackers.

Finally, compared with supertrackers, nontrackers had more than twice the odds of being 65 years old or older (OR 2.74, 95% CI 1.47-5.11). They also had more than 2 times the odds of not being health information seekers (OR 2.37, 95% CI 1.64-3.41) or obese (OR 2.37, 95% CI 1.16-4.86). Nontrackers had lower odds of being in the other race and ethnicity category (OR 0.51, 95% CI 0.35-0.86) than supertrackers. In addition, they had lower odds of being overweight (OR 0.47, 95% CI 0.29-0.76) or obese (OR 0.43, 95% CI 0.28-0.67).

Table 3. Characteristics significantly associated with being a mobile health (mHealth) owner and user by pattern of mHealth use for health and behavioral tracking. Reference category=Supertrackers (n=1122).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>N/A</th>
<th>App trackers (n=773), OR (95% CI)</th>
<th>P value</th>
<th>Device trackers (n=685), OR (95% CI)</th>
<th>P value</th>
<th>Nontrackers (n=428), OR (95% CI)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender</td>
<td>N/A</td>
<td>N/A</td>
<td>.008</td>
<td>2.22 (1.55-3.19)</td>
<td>&lt;.001</td>
<td>1.47 (0.96-2.25)</td>
<td>.07</td>
</tr>
<tr>
<td>Age (years)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18-34 (ref)</td>
<td>N/A</td>
<td>N/A</td>
<td>.34</td>
<td>1.29 (0.70-2.28)</td>
<td>.03</td>
<td>1.29 (0.70-2.21)</td>
<td>.42</td>
</tr>
<tr>
<td>35-49</td>
<td>0.80 b (0.54-1.19)</td>
<td>.03</td>
<td>2.83 (1.52-5.30)</td>
<td>.001</td>
<td>1.65 (0.84-3.24)</td>
<td>.14</td>
<td></td>
</tr>
<tr>
<td>50-64</td>
<td>0.63 b (0.41-0.96)</td>
<td>.02</td>
<td>6.28 (3.35-11.79)</td>
<td>&lt;.001</td>
<td>2.74 (1.47-5.11)</td>
<td>.002</td>
<td></td>
</tr>
<tr>
<td>&gt;65</td>
<td>0.50 b (0.29-0.88)</td>
<td>.03</td>
<td>2.38 (1.52-5.30)</td>
<td>.001</td>
<td>1.65 (0.84-3.24)</td>
<td>.14</td>
<td></td>
</tr>
<tr>
<td>Race and ethnicity</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>White, non-Hispanic (ref)</td>
<td>N/A</td>
<td>N/A</td>
<td>.001</td>
<td>0.48 b (0.31-0.74)</td>
<td>.04</td>
<td>0.48 b (0.31-0.74)</td>
<td>.01</td>
</tr>
<tr>
<td>Black, non-Hispanic</td>
<td>1.02 (0.65-1.62)</td>
<td>.93</td>
<td>0.75 b (0.44-1.29)</td>
<td>.29</td>
<td>0.82 b (0.42-1.60)</td>
<td>.56</td>
<td></td>
</tr>
<tr>
<td>Hispanic</td>
<td>1.23 (0.80-1.88)</td>
<td>.35</td>
<td>0.44 b (0.27-0.67)</td>
<td>.002</td>
<td>0.44 b (0.27-0.67)</td>
<td>.04</td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>0.92 b (0.47-1.81)</td>
<td>.81</td>
<td>0.44 b (0.27-0.67)</td>
<td>.002</td>
<td>0.44 b (0.27-0.67)</td>
<td>.04</td>
<td></td>
</tr>
<tr>
<td>Income in US $</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&gt;75,000 (ref)</td>
<td>N/A</td>
<td>N/A</td>
<td>.001</td>
<td>1.23 (1.36-3.91)</td>
<td>.002</td>
<td>1.23 (1.36-3.91)</td>
<td>.002</td>
</tr>
<tr>
<td>50,000-74,999</td>
<td>1.22 (0.78-1.92)</td>
<td>.39</td>
<td>1.33 (0.67-2.65)</td>
<td>.41</td>
<td>0.87 b (0.33-2.31)</td>
<td>.78</td>
<td></td>
</tr>
<tr>
<td>20,000-49,999</td>
<td>2.32 (1.61-3.33)</td>
<td>.001</td>
<td>1.33 (0.67-2.65)</td>
<td>.41</td>
<td>0.87 b (0.33-2.31)</td>
<td>.78</td>
<td></td>
</tr>
<tr>
<td>&lt;20,000</td>
<td>1.76 (0.83-3.73)</td>
<td>.14</td>
<td>1.33 (0.67-2.65)</td>
<td>.41</td>
<td>0.87 b (0.33-2.31)</td>
<td>.78</td>
<td></td>
</tr>
<tr>
<td>Health information seeker</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes (ref)</td>
<td>N/A</td>
<td>N/A</td>
<td>.001</td>
<td>2.37 (1.16-4.86)</td>
<td>.02</td>
<td>2.37 (1.16-4.86)</td>
<td>.02</td>
</tr>
<tr>
<td>No</td>
<td>1.70 (0.86-3.35)</td>
<td>.12</td>
<td>2.98 (1.66-5.33)</td>
<td>&lt;.001</td>
<td>2.37 (1.16-4.86)</td>
<td>.02</td>
<td></td>
</tr>
<tr>
<td>BMI (kg/m²)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Normal (18.5-24.9; ref)</td>
<td>N/A</td>
<td>N/A</td>
<td>.01</td>
<td>0.47 b (0.29-0.76)</td>
<td>.002</td>
<td>0.47 b (0.29-0.76)</td>
<td>.002</td>
</tr>
<tr>
<td>Overweight (25-29.9)</td>
<td>0.87 b (0.57-1.33)</td>
<td>.51</td>
<td>0.58 b (0.38-0.88)</td>
<td>.01</td>
<td>0.47 b (0.29-0.76)</td>
<td>.002</td>
<td></td>
</tr>
<tr>
<td>Obese (≥30)</td>
<td>0.71 b (0.45-1.14)</td>
<td>.15</td>
<td>0.55 b (0.35-0.86)</td>
<td>.009</td>
<td>0.43 b (0.28-0.67)</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td>One or more chronic conditions</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No (ref)</td>
<td>N/A</td>
<td>N/A</td>
<td>.009</td>
<td>0.62 b (0.42-0.92)</td>
<td>.009</td>
<td>0.62 b (0.42-0.92)</td>
<td>.009</td>
</tr>
<tr>
<td>Yes</td>
<td>0.62 b (0.42-0.92)</td>
<td>.02</td>
<td>1.69 (1.14-2.49)</td>
<td>.009</td>
<td>0.62 b (0.42-0.92)</td>
<td>.009</td>
<td></td>
</tr>
</tbody>
</table>

aN/A: not applicable.

bIndicates a negative association.
Discussion

Principal Findings

The aims of this study were to examine patterns of mHealth use for health and behavioral tracking in the US population and to characterize the population according to those patterns. We found that those who do not own or use mHealth technologies for health or behavioral tracking make up a relatively large proportion of the population (about one-third). Among owners and users of mHealth technologies, being a supertracker—using multiple mHealth technologies for health or behavioral tracking and goal setting—is the most common pattern of mHealth use. Our study also confirms and extends what other studies of nationally representative samples (eg, Canada) have discovered [7]: that is, there are substantive differences among mHealth technology owners and users in terms of sociodemographics and health-related factors. The sociodemographic and health-related characteristics of supertrackers and device trackers were the most distinctive, with several characteristics of device trackers—those who track health or behaviors but not health goals—paralleling those of mHealth nonowners and nonusers. Our findings suggest that the distinctive characteristics of supertrackers and device trackers, in particular, can be used to help target and tailor future mHealth interventions.

Characteristics of Nonowners and Nonusers of Mobile Health Technologies for Health and Behavioral Tracking

People who do not own or use mHealth technologies for health and behavioral tracking make up about one-third of the US population; regardless of the high percentage of Americans who own a smartphone or tablet, ownership does not necessarily mean that these devices are being used to track health, behaviors, or goals. We found that mHealth nonowners and nonusers tend to be male, older age, and report lower education and income levels than owners and users of mHealth technologies for health or behavioral tracking, which are findings supported by other studies focused on the US population’s mHealth technology usage [5,24]. In addition, our findings revealed a relationship between being in the mHealth nonowners and nonusers category and not seeking health information in general.

mHealth nonowners and nonusers also tended not to have a chronic condition, specifically diabetes, hypertension, or a heart condition, when compared with owners and users of mHealth technologies for health or behavioral tracking. These results suggest that having a chronic condition is a potential reason or motivator for owning and using mHealth technologies. Although a study of smartphone owners found that those with chronic conditions are no more likely to use health apps than people without a chronic condition [10], our analyses also accounted for respondents’ use of other devices, such as Fitbits, glucometers, and blood pressure monitors. Thus, our analyses appear to have detected distinctive differences in use of mHealth technologies between those with and without a chronic condition because these diverse types of technology were included in our measurement.

Although the link between older age and being a nonowner or nonuser of mHealth technologies is consistently reported across studies, we recommend continued population-level research of mHealth nonowners and nonusers because the proportion of digital natives will grow as the population ages. In turn, this may increase the proportion of the population that trusts collecting personal health information on digital devices [26]. Perceived utility of mHealth technologies for health or behavioral tracking may also increase among nonowners and nonusers and former owners and users as mHealth technologies advance in their functionality, especially if approaches such as ensuring sociocultural relevancy [27] and person-centered design [28,29] are considered throughout mHealth technology development.

In addition, our findings related to mHealth nonowners and nonusers suggest that clinical and public health practitioners could consider alternatives to mHealth interventions to track and promote health behavior change, especially among less educated older men. However, they also call to mind the importance of ensuring that not owning or using mHealth technologies for health or behavioral tracking is not due to barriers that can be addressed, such as digital health literacy [28,30-32]. Researchers and organizations are addressing some of these issues through programs such as RecycleHealth [31,33], American Association of Retired Persons Tek workshops [34,35], and The Wellness Group [36], with measurable beneficial effects on health and behavioral outcomes [31,36].

Characteristics of Mobile Health Owners and Users by Pattern of Mobile Health Use for Health and Behavioral Tracking

In this study, we also discovered differences in the characteristics of mHealth owners and users by comparing nontrackers, app trackers, and device trackers with the largest group of mHealth owners and users, supertrackers. Supertrackers, those who use multiple devices for health or behavioral tracking and goal setting, make up approximately one-quarter of the US population. Our findings demonstrate that supertrackers, conceivably the most intrinsically interested in mHealth technologies, are younger than nontrackers and device trackers, who have in common that they do not use mHealth technologies to track a health-related goal. Supertrackers also tended to be female when compared with their tracker counterparts, device trackers and app trackers. This finding related to gender is consistent with previous studies of people who download smartphone health apps [24] and users of wearable activity monitors, such as Fitbits [5].

With respect to socioeconomic factors, when compared with supertrackers, we found that being an app tracker or being a device tracker, respectively, was associated with reporting an annual household income in the US $20,000-US $49,999 range vs US $75,000 or more. Paré et al [7] found in a Canadian sample that reporting the highest annual income level, greater than Can $80,000 (US $59968.80), was associated with being a digital self-tracker, someone who uses health apps, wearables, or digital medical devices. By analyzing the US population’s distinctive patterns of mHealth use, we add to the literature that multiuse of mHealth technologies for health or behavioral...
tracking and goal setting is associated with higher reported annual household income. In addition, level of education was not significantly associated with mHealth owners and users’ pattern of mHealth use for health and behavioral tracking when controlling all other factors. Other studies have found that higher level of education is associated with having or downloading smartphone health apps [2,24,37], digital self-tracking [7], and reporting current use of a wearable activity monitor [5]. Future studies should continue to examine relationships between mHealth owners and users’ specific pattern of mHealth use, education, and income, as ease of use, pricing, and accessibility will continue to evolve with the advancement of mHealth technologies.

Although we did not find that racial or ethnic identity was associated with being an mHealth owner or user vs being in the mHealth nonowners and nonusers category (see Aim 2 results), race and ethnicity was associated with mHealth owners and users’ pattern of mHealth use for health and behavioral tracking. For example, non-Hispanic blacks and respondents in the other race and ethnicity category had lower odds of being device trackers than supertrackers. Future studies should explore the relationship between sociocultural factors that foster or challenge interest and motivation to use mHealth technologies and the perceived sociocultural relevancy of different types of mHealth technologies for health or behavioral tracking and goal setting [27].

We also discovered several health-related characteristics associated with mHealth owners and users’ pattern of mHealth use for health and behavioral tracking. For example, we found that supertrackers tended to be health information seekers when compared with mHealth owners and users who do not use devices to track health goals (ie, nontrackers and device trackers). One explanation for this finding is that supertrackers may be relatively more attentive, interested, and curious about personal health information (evidenced by their goal-setting behavior), including collecting and recording it on digital devices [30,38]. Health information-seeking behavior and goal setting appear to be distinguishing characteristics among the US population’s mHealth technology users.

Unlike the results of our analysis of mHealth nonowners and nonusers vs mHealth owners and users, we found a significant relationship between mHealth owners and users’ pattern of mHealth use for health and behavioral tracking and weight status. Specifically, supertrackers had greater odds of being overweight or obese compared with nontrackers and device trackers, respectively. Krebs and Duncan [2] found that smartphone owners who download health apps are more likely to be overweight or obese, and Byuhan et al [37] also report greater odds of using health apps to track a health-related goal among obese compared with underweight individuals. Therefore, we add to the findings of these authors that being overweight or obese is associated with multiuse of mHealth technologies for health or behavioral tracking and goal setting.

Having a chronic condition (diabetes, hypertension, or a heart condition) was also associated with mHealth owners and users’ pattern of mHealth use for health and behavioral tracking; however, the direction of the relationship differed when comparing supertrackers with app trackers and with device trackers. Namely, supertrackers had greater odds of having a chronic condition than app trackers but lower odds of having a chronic condition than device trackers. This result may be explained by the wide range of devices other than a smartphone or tablet that respondents might use, ranging from fitness trackers to digital medical devices, such as glucometers. On the basis of the characteristics of device trackers—male, older age, non–health information seekers, with a chronic condition—the type of mHealth technologies used by this group may be digital medical devices over fitness trackers. We recommend that future iterations of HINTS include separate items to measure use of specific types of wearables and other portable digital devices because motivations for use and individual differences of mHealth technology users likely vary considerably by the specific type of nonsmartphone or nontablet mHealth technology used.

We also recommend that mHealth intervention researchers and health care providers who study or prescribe mHealth to individuals who fit the device tracker profile consider individual-level factors that might threaten continued engagement with mHealth technologies, such as relatively less intrinsic interest in digital self-tracking, potentially low digital health literacy, and data-entry burden [2,29,36]. However, our findings suggest opportunities, not only potential challenges. For example, although device trackers in our study reported that they do not use health apps to track health-related goals, about one-third reported downloading health apps onto their smartphone or tablet. These downloads may represent implementation intentions that clinical and public health practitioners might leverage by working with device trackers to set personal health goals within their health apps. Health goal-setting and reminders embedded in mHealth technologies that stimulate habit formation may lead to guided mastery, which is theorized to help people with implementation intentions act on their behavioral intentions [22].

Notably, geographical area (urban vs rural), perceived health, and health self-efficacy were not significantly associated with pattern of mHealth use for health and behavioral tracking. These results are inconsistent with studies showing that mHealth technology users are more likely to reside in urban over rural areas [37]. One explanation for our findings may be the rapid increase in smartphone ownership throughout the entire United States since the time other population studies were conducted [1]. Although better perceived health status [7,10,24,29,37] and greater health self-efficacy [37] have been associated with mHealth technology use in past studies, our results highlight that other individual-level factors may be stronger predictors when mHealth technology owners and users are compared by distinctive pattern of mHealth use for health and behavioral tracking.

Limitations

This study is the largest and most current nationally representative study of mHealth ownership and use in US adults across 2 cycles of NCI HINTS. However, there are also several limitations, including reliance on self-report and cross-sectional data. Because the survey data are cross-sectional, we cannot
infer causal relationships between variables (eg, being a supertracker leads to obesity or vice versa). In addition, we cannot discern whether respondents intended to engage, reengage, or disengage from mHealth technologies following their participation in HINTS.

Given the limitations of the dataset, we could neither determine the type of devices used beyond smartphones and tablets nor discern whether respondents used a combination of nonsmartphone or nontablet devices (eg, fitness tracker plus a digital medical device). We also could not distinguish their specific reasons for tracking health or behaviors (eg, blood glucose monitoring or number of steps walked) or the extent to which they engage with mHealth technologies (frequency of use, duration of use, etc). Moreover, we were unable to evaluate their experience of mHealth technology use (eg, usability and acceptability). However, findings from this study may be used to guide development of future research focused on improving users’ experience of mHealth technologies for health or behavioral tracking because we were able to capture the characteristics of the US population by diverse patterns of mHealth use.

An additional limitation of this study is that we could not determine the specific health goals respondents set in their health apps. Goals may have varied from smoking cessation to weight loss to asthma control, for example. Although the aim of this study was not to make predictions based on the specific goals of mHealth technology use, we acknowledge that making such distinctions is important for behavioral interventions.

Conclusions
This study contributes to understanding of the US adult population’s ownership, use (including multiuse), and nonuse of diverse types of mHealth technologies for health or behavioral tracking and goal setting. We discovered that characteristics, such as age, gender, being a health information seeker, and having a chronic condition, are associated with specific patterns of mHealth use. Researchers and clinical and public health practitioners can apply these findings to research design, practice, and health message development to better reach intended audiences and promote health behavior change.

Although mHealth technologies have the potential to broadly reach people and facilitate behavior change, our findings suggest that an appreciation for the diverse ways mHealth technologies are used (and not used) for health or behavioral tracking and goal setting should be considered when designing as well as interpreting the results of mHealth intervention studies. Future studies could build on this work through continued surveillance of patterns of mHealth use for health and behavioral tracking and the individual-level factors associated with those patterns. Research that keeps pace with mHealth technology development is needed to understand the contextual factors that help explain variation in population-level effects of mHealth technology use on health behavior.
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Abstract

Background: In chronic neurological diseases, especially in multiple sclerosis (MS), clinical assessment of motor dysfunction is crucial to monitor the disease in patients. Traditional scales are not sensitive enough to detect slight changes. Video recordings of patient performance are more accurate and increase the reliability of severity ratings. When these recordings are automated, quantitative disability assessments by machine learning algorithms can be created. Creation of these algorithms involves non–health care professionals, which is a challenge for maintaining data privacy. However, autoencoders can address this issue.

Objective: The aim of this proof-of-concept study was to test whether coded frame vectors of autoencoders contain relevant information for analyzing videos of the motor performance of patients with MS.

Methods: In this study, 20 pre-rated videos of patients performing the finger-to-nose test were recorded. An autoencoder created encoded frame vectors from the original videos and decoded the videos again. The original and decoded videos were shown to 10 neurologists at an academic MS center in Basel, Switzerland. The neurologists tested whether the 200 videos were human-readable after decoding and rated the severity grade of each original and decoded video according to the Neurostatus-Expanded Disability Status Scale definitions of limb ataxia. Furthermore, the neurologists tested whether ratings were equivalent between the original and decoded videos.

Results: In total, 172 of 200 (86.0%) videos were of sufficient quality to be ratable. The intrarater agreement between the original and decoded videos was 0.317 (Cohen weighted kappa). The average difference in the ratings between the original and decoded videos was 0.26, in which the original videos were rated as more severe. The interrater agreement between the original videos was 0.459 and that between the decoded videos was 0.302. The agreement was higher when no deficits or very severe deficits were present.
Conclusions: The vast majority of videos (172/200, 86.0%) decoded by the autoencoder contained clinically relevant information and had fair intrarater agreement with the original videos. Autoencoders are a potential method for enabling the use of patient videos while preserving data privacy, especially when non–health-care professionals are involved.
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**Introduction**

In chronic neurological diseases, especially multiple sclerosis (MS), clinical assessment of motor dysfunction is crucial to monitor the disease in patients [1]. Traditional scales used to assess MS, such as the Expanded Disability Status Scale (EDSS), are not sensitive enough to detect slight changes in motor performance [2]. Video recordings of patient performance are more accurate and increase the reliability of severity ratings [3,4]. Moreover, when these recordings are automated, quantitative disability assessments by machine learning algorithms (MLA) can be created [5]. Machine learning algorithms are potentially more sensitive in detecting small changes between images; however, they require high-resolution images because of the high dimensionality of the data [6,7]. Creation of these algorithms usually involves non–health care professionals, which is a potential challenge for maintaining data privacy. Autoencoders can address this issue. They embed visual information into a lower-dimensional latent space that preserves information needed for algorithm development but is not visually interpretable by humans. [6]. An autoencoder consists of an encoder that creates encoded videos by creating a sequence of coded frame vectors and a paired decoder that transforms the coded frame vectors back into the original video. Videos encoded in this way can be shared with non–health-care professionals, while the decoder can be used to verify if the essential information from the video has been captured. However, it is unknown whether the condensed data in the coded frame vectors contain clinically relevant data. Therefore, the aim of this proof-of-concept study was to test whether coded frame vectors of autoencoders contain relevant information for analyzing videos of the motor performance of patients with MS.

**Methods**

**Study Design and Participants**

This study was a subproject of the ASSESS MS study [5] and was approved by the local ethics committees. All participants gave their written informed consent prior to inclusion. In the ASSESS MS study, 9 standardized movements were recorded on video; these movements covered overall motor function, including upper extremity function, truncal stability, and mobility. A detailed description of the movements can be found elsewhere [8]. For this study, we used recordings of the finger-to-nose test. The execution of the finger-to-nose test was standardized using a detailed protocol: Each participant was instructed to close their eyes and abducted their arms to 90° at the shoulder in full extension before touching their nose with the tip of their index finger. Both sides were tested. Original and decoded videos of 20 participants were shown to 10 neurologists at an academic MS center in Basel, Switzerland. The neurologists tested whether these 200 videos in total were human-readable after decoding and rated the severity grade of each original and decoded video according to the Neurostatus-EDSS definitions of limb ataxia [9] (subscore grade 0=no ataxia; grade 1=signs only; grade 2=tremor or clumsy movements easily seen, minor interference with function; grade 3=tremor or clumsy movements that interfere with function in all spheres; and grade 4=most functions are very difficult). The decoded videos were shown firstly, and after an interval of 2-3 weeks, the original videos were shown in the same order to minimize recall bias. The neurologists tested whether these videos were human-readable after decoding.

**Autoencoder**

A variational autoencoder was trained on 2230 videos comprising the 9 standardized motor performances included in the ASSESS MS study. The autoencoder was structured so that the frames of each video were encoded into a lower-dimensional space and then decoded into their original form. Figure 1 depicts the structure of the autoencoder [10]. An encoder network was presented with a single frame from the video without further context. The frame passed through 5 encoding blocks. In each block, the input was processed in a block inspired by a densely connected convolutional network [11], wherein a skip connection was provided between the input and output layers in addition to a convolutional layer/batch normalization sequence. Each block halved the resolution of the image and doubled the feature depth. This network predicted the mean and variance of a normal distribution, which was then sampled to produce a code. The code was presented to a second network that consisted of 5 decoding blocks. Each decoding block consisted of a skip connection (which performed a simple upsampling process) and a transposed convolutional block like that used in a deep convolutional generative adversarial network [12]. Each block doubled the resolution and halved the feature depth. The network was trained using a multi-scale structural similarity–based perceptual loss function [13] with Kullback-Leibler regularization as per Kingma and Welling [10]. The input images were 256×256 RGB-D images with a code length of 256. The training hyperparameters were as follows: the learning rate was 0.001, the convolutional kernel size was 5, and the number of initial filters was 8. The model was trained for 400 epochs.
The key property of interest to us was that when a frame is in its coded form, it is computationally prohibited to decipher it without access to the decoder [6]. An autoencoder as described above reduces the dimensionality of the input data (in our case, videos) by passing the data through an “information bottleneck” [14]. The resulting coded, or latent, space sufficiently describes the data in a way that allows an accurate partial reconstruction. The shared latent embedding is optimized to represent the salient information that is similar across frames of multiple videos (in our case: the movement), whereas dissimilar aspects (eg, background aspects, details of physical features) are less well conserved. Neural networks are a machine learning approach that is inspired by biological neuronal computation; these networks have demonstrated exceptional performance in complex image-related tasks in recent years [15-17]. Given this success, in this study, we used a neural net approach called a variational autoencoder [18]. A variational autoencoder has at its center a coded vector of vastly reduced dimensionality. This is because the decoder requires millions of floating point values to be set precisely before the coded vector can be successfully decoded into an image. At the same time, the coded vector contains all the information necessary to reconstruct that frame; interestingly, due to the variational constraints during training, the frame has semantically meaningful cosine distances to other visually similar frames. This property is very useful for machine learning tasks that operate upon these coded vectors because the coded frames can be used in place of the original video frames without the possibility that a human could use it to recognize the depicted participant.

Statistics

Intrarater agreement between the ratings of the original and the decoded videos was assessed using the Cohen weighted kappa with linear weights (ie, disagreements of 1, 2, and 3 were weighted by factors of 1, 2, and 3, respectively). A Cohen kappa of 0 corresponds to chance agreement; 0-0.2, to slight agreement; 0.21-0.4, fair agreement; 0.41-0.6, to moderate agreement; 0.61-0.8, to substantial agreement; and 0.81-1, to almost perfect agreement [19]. All analyses were performed in MATLAB (MathWorks, Inc).

Results

The characteristics of the study population and the participating neurologists are summarized in Table 1.

In total, 172/200 (86.0%) videos were of sufficient quality to be ratable. The Cohen weighted kappa indicating intra-rater agreement between the original and decoded videos was 0.317. The average difference in the ratings between the original and decoded videos was 0.26, in which the original videos were rated as more severe. The inter-rater agreements of the original and decoded videos were 0.459 and 0.302, respectively. As depicted in Figure 2, agreement was higher when no deficits (grade 0) or very severe deficits (grade 4) were present. Note that most videos that were not ratable were judged so by neurologists 2 and 5.
Table 1. Characteristics of the patients and neurologists who participated in the study.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Patient characteristics (n=20)</strong></td>
<td></td>
</tr>
<tr>
<td>Age (years), mean (95% CI)</td>
<td>44.4 (27-74)</td>
</tr>
<tr>
<td>Gender (female/male), n (%)</td>
<td>12 (63%)/7 (37%)</td>
</tr>
<tr>
<td>Disease duration (years), mean (95% CI)</td>
<td>13.2 (1-40)</td>
</tr>
<tr>
<td>Median EDSS^a (range)</td>
<td>3.5 (0-6.5)</td>
</tr>
<tr>
<td>Type of MS^b (RRMS^c/SPMS^d), n (%)</td>
<td>19 (95%)/1 (5%)</td>
</tr>
<tr>
<td><strong>Neurologists (n=10)</strong></td>
<td></td>
</tr>
<tr>
<td>Gender (female/male), n (%)</td>
<td>5 (50%)/5 (50%)</td>
</tr>
<tr>
<td>Years of experience in neurology, mean (range)</td>
<td>8.8 (3 to &gt;30)</td>
</tr>
</tbody>
</table>

^aEDSS: Expanded Disability Status Scale.
^bMS: multiple sclerosis.
^cRRMS: relapsing remitting multiple sclerosis.

Figure 2. Ratings by 10 neurologists of the original and decoded videos. The colored squares represent the different grades for limb ataxia of the finger-to-nose-test according to the Neurostatus-Expanded Disability Status Scale subscores: black=0, dark grey=1, grey=2, bright grey=3, and white=4. The blue squares represent videos that were judged as not ratable by the neurologists.
Discussion

Principal Findings
In this proof-of-concept study, 172/200 (86.0%) of the decoded videos were of sufficient quality to be ratable. We found fair intrarater agreement between the original and decoded videos. The agreement was better for minor and severe deficits in motor function.

Data security and privacy are increasingly requested by health care professionals for data capture, analysis, and storage [20]. At the same time, the use of machine learning algorithms and deep neuronal network techniques as subdomains of artificial intelligence is increasingly infiltrating all areas of health care [21,22]. The use of new technologies and electronic tools for capture and automated analysis of clinical data generally requires the involvement of non–health care professionals, which creates challenges regarding data privacy. To our knowledge, this is the first study to use an autoencoder to allow the analysis of patient videos while preserving data privacy.

Patients with MS may present with slight changes in motor performances over their disease course. Clinical assessment of these changes is notoriously difficult. Video analysis of motor performances allows automated analyses and quantification of disability by using machine learning algorithm–based analysis systems such as those used in the ASSESS MS study; however, it requires a huge data set [5]. Since the creation of machine learning algorithms usually involves non-medical collaborators, encoding of these videos is essential. The intra-rater agreement of original and decoded videos in this study was fair. It is unclear whether this is due to accordance of the video quality or the test-retest reliability of the finger-to-nose test. To our knowledge, no data are available regarding this psychometric property of the finger-to-nose test.

Limitations
A limitation of this proof-of-concept study is the class imbalance of the patient videos according to the four grades of limb ataxia for the finger-to-nose test [9,21]. Further iterations of the deep neural network are necessary to increase the intrarater reliability.

Conclusions
In this proof-of-concept study, we have shown that the vast majority (172/200, 86.0%) of videos decoded by an autoencoder contained clinically relevant information regarding upper extremity motor performance represented by the finger-to-nose test and had fair intrarater agreement. Autoencoders are a potential method for enabling the use of patient videos while preserving data privacy, especially when non–health care professionals are involved.
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Abstract

Background: Point-of-care clinical photography using mobile devices is coming of age as a new standard of care for clinical documentation. High-quality cameras in modern smartphones facilitate faithful reproduction of clinical findings in photographs; however, clinical photographs captured on mobile devices are often taken using the native camera app on the device and transmitted using relatively insecure methods (e.g., SMS text message and email) that do not preserve images as part of the electronic medical records. Native camera apps lack robust security features and direct integration with electronic health records (EHRs), which may limit patient acceptability and usefulness to clinicians. In March 2015, Mayo Clinic overcame these barriers by launching an internally developed mobile app that allows health care providers to securely capture clinical photographs and upload them to the EHR in a manner that is compliant with patient privacy and confidentiality regulations.

Objective: The study aimed to understand the perceptions, attitudes, and experiences of patients who were photographed using a mobile point-of-care clinical image capture app.

Methods: The study included a mail-out survey sent to 292 patients in Rochester, Minnesota, who were photographed using a mobile point-of-care clinical image capture app within a preceding 2-week period.

Results: The surveys were completed by 71 patients who recalled being photographed. Patients were seen in 18 different departments, with the most common departments being dermatology (19/71, 27%), vascular medicine (17/71, 24%), and family medicine (10/71, 14%). Most patients (49/62, 79%) reported that photographs were taken to simply document the appearance of a clinical finding for future reference. Only 16% (10/62) of patients said the photographs were used to obtain advice from a specialist. Furthermore, 74% (51/69) of the patients said they would recommend medical photography to others and 67% (46/69) of them thought the photos favorably affected their care. Patients were largely indifferent about the device used for photography (mobile device vs professional camera; 40/69, 58%) or the identity of the photographer (provider vs professional photographer; 52/69, 75%). In addition, 90% (64/71) of patients found reuse of photographs for one-on-one learner education to be acceptable. Acceptability for other uses declined as the size of the audience increased, with only 42% (30/71) of patients deeming reuse on social media for medical education as appropriate. Only 3% (2/71) of patients expressed privacy or confidentiality concerns. Furthermore, 52% (33/63) of patients preferred to provide consent verbally, and 21% (13/63) of them did not think a specific consent process was necessary.
Conclusions: Patient attitudes regarding medical photography using a secure EHR-integrated app were favorable. Patients perceived that photography improved their care despite the most common reason for photography being to simply document the appearance of a clinical finding for future reference. Whenever possible, health care providers should utilize secure EHR-integrated apps for point-of-care medical photography using mobile devices.
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- photography; mobile apps; telemedicine; electronic health records; mobile phone; digital imaging; dermatology; vascular medicine; family medicine

**Introduction**

**Clinical Photography**

Clinical photography has been standard practice in the fields of dermatology [1,2], plastic surgery [1,3] and dentistry [4] for years, and it has emerged as a useful tool for use by general practitioners [5] and emergency medicine providers [6] as well. Clinical photographs can be captured by professional medical photographers using clinic-owned equipment or by health care providers themselves using a clinic-owned camera or their personal mobile device. With personal smartphone ownership approaching nearly 3 billion, the usage of mobile devices is expected only to increase [7].

Clinical photography has many uses, and most patients seem to find it useful in the course of their care [8,9]. It can provide more vivid descriptions than a provider could detail in their written documentation, allow providers to follow progression of a disease over time, facilitate telemedicine, and allow patients or their caregivers to see clinical findings they might not otherwise be able to see themselves (eg, finding on back or intraoperative findings) [10,11].

**Privacy and Confidentiality Concerns**

A number of legal and ethical issues concerning patient privacy and data security arise in the course of clinical photography; for example, patients may feel uncomfortable with clinical photography that involves sensitive areas (eg, genitalia) [6]. Patient attitudes may vary when a professional-grade, clinic-owned camera is used compared with a health care provider’s personal mobile phone [8,9,12,13]. Consent practices may vary [8], and the optimal method of consent (ie, implied, verbal, or written) for medical photography is unclear [2,9]. Furthermore, when patients consent to medical photography, they may assume that the photographs will only be used to provide clinical care, yet it is clear that clinical photographs may be beneficial tools for medical education [10]. The extent to which patients are comfortable with photographs being used for various educational purposes may be variable [6,8,9,12,13]. Although patients are, in general, accepting of reuse for medical care and education in small settings, they are less accepting of reuse in media that are distributed to larger audiences and the lay public (eg, social media) [6,8,9,12,13].

Legal provisions in the United States and elsewhere dictate the manner in which health care providers must keep protected health information private and secure. Although some health care providers transmit clinical photographs to colleagues using methods that lack certain privacy and security features, such as text messaging or email [2], various electronic health record (EHR) vendors have incorporated secure clinical photography modules that include patient identity management and security features within the mobile apps. Despite this, these secure mobile apps may be relatively underused. In a Canadian survey of neurosurgical residents, 45% of whom used their smartphone for clinical photography, 89% stored photos or videos of patients in the native smartphone app and only 8% used a password-protected app [9]. More concerning is that only 32% of users deleted photographs immediately after use, and 23% of them said that they do not routinely delete patient photographs on their phones [9]. At the same time, a survey of dermatologists—approximately half of whom used a smartphone for clinical photography—revealed that only 43% used a secure smartphone app that is integrated with the EHR [14]. This practice is problematic for several reasons. First, mobile devices may not be uniformly password protected to prevent unauthorized access. Second, mobile devices often automatically backup photos to a personal cloud storage service (eg, iCloud, Apple Inc; Dropbox, Dropbox, Inc). These tools may not be compliant with health care data protection laws as they may lack sufficient security to prevent unauthorized viewing and there may be no reliable mechanism to ensure that patients are notified in the event of a data breach on the cloud storage service. Finally, capturing a photograph using a native app implies that the photograph will not become part of the medical record. Not only does this limit visibility by other clinicians participating in the patient’s care, but it also implies that the photograph may be transmitted using insecure methods (eg, personal email, text message).

**Goal**

In March 2015, after legal and policy review, Mayo Clinic released an internally developed iOS-based clinical photography app named PhotoExam. The app permits any member of the health care team with clinical documentation privileges to capture photographs using their personal mobile device or a clinic-owned device and directly upload the images to the EHR. The app’s features include patient identity management, Health Insurance Portability and Accountability Act (HIPAA) compliance, and confirmation that patient consent has been obtained before photography takes place. We previously reported app uptake at the 3 Mayo Clinic campuses in Minnesota, Florida, and Arizona as well as the regional Mayo Clinic Health System [11]. Considering that the existing literature largely focused on patient attitudes about medical photography performed either using a clinic-owned professional camera or a smartphone app that lacks security features and is
not integrated with the EHR, we aimed to understand how patient experience may differ with PhotoExam.

Therefore, to assess perceived patient benefit, acceptability, and privacy/security concerns, we surveyed patients who were photographed by their health care providers using the PhotoExam app.

**Methods**

**PhotoExam App**

The PhotoExam app is an internally developed iOS-based mobile app that allows health care providers to take clinical photographs of patients and incorporate them into the EHR in a manner that is secure and HIPAA compliant. Providers launch the app either from the patient’s chart opened within a third-party EHR mobile app or they open the app from their home screen and then manually enter the patient’s medical record. A hard-stop requires providers to verify that they have obtained patient consent, according to departmental policies, before capturing photographs. Providers then select the anatomical site(s) they will photograph and use the smartphone camera to capture up to 6 photographs per anatomical site. Photos can be immediately deleted or retaken if quality is suboptimal. After all images have been captured, the app uploads the images to the patient’s medical record and provides confirmation that the images have been successfully uploaded. The photographs are then automatically deleted from the user’s device after upload is complete or whenever the user closes the app—whichever comes first. Images are never made accessible outside of the PhotoExam app (eg, within the native photo gallery). Newer versions of PhotoExam allow capture of short video clips; however, video recordings were not considered for this study.

**Patient Selection**

We included a random sample of 300 adult patients or parents of pediatric patients (ie, aged <18 years) who were photographed using the PhotoExam app at Mayo Clinic, Rochester, Minnesota, within a preceding 2-week period and for whom a mailing address was available. Patients who refused research participation were excluded. We also excluded patients whose primary language was not English because the survey was written in English. To protect pediatric patients, we reviewed the photographs and clinical records of pediatric patients identified for potential inclusion and excluded patients who were seen for confidential visits or visits of a potentially emotionally sensitive nature. The excluded pediatric patients were substituted with another randomly selected pediatric patient (ie, aged <18 years) who had been photographed during the same 2-week period.

**Survey Description**

The survey included the patient’s name, medical record number, and the date of the most recent clinical visit where a health care provider photographed them using the PhotoExam app. Surveys were mailed to patients at their home address. Surveys corresponding to patients younger than 18 years were addressed to the patient’s parent or guardian. Patients who did not recall being photographed were asked to not answer further questions and return the survey. Questions generally related to the reason photos were taken, effect on timeliness of care, comfort level with medical photography, and the manner in which consent to photography was obtained. Patients were also allowed to share general comments or concerns about the practice of medical photography using mobile devices in free-text form (Multimedia Appendix 1). Patients who did not respond to the initial survey were sent a follow-up survey.

**Statistical Analysis**

Responses are reported in counts and percentages with continuous variables summarized as means or medians and standard deviations or ranges, as appropriate. In cases where patients did not respond to individual questions, percentages represent the number of patients who responded to an individual question.

**Human Subjects Protection**

The study procedures were approved by the Mayo Clinic Institutional Review Board.

**Results**

**Patient Selection**

Patients (n=1,547) who were photographed with the app within a 2-week period were identified. After ineligible patients were excluded, surveys were printed and mailed to 292 patients, 29 of whom were pediatric patients (Figure 1). Surveys were mailed 51 days after the end of the 2-week period when photos were taken. A total of 64 completed surveys were returned after the initial mailing. The second mailing was sent to nonrespondents 1 month after the initial mailing (81 days after the end of the 2-week period where photos were taken). A total of 83 total surveys were returned. In addition, 14% (12/83 of respondents willing to complete the survey) adult patients did not recall a health care provider using a mobile device to take a photograph during a visit and therefore did not complete the remainder of the survey. The remainder of respondents (n=71; 10 pediatric) recalled medical photography taking place and completed the remainder of the survey.
Figure 1. Patient selection.

Population and Demographics
The patient demographics are shown in Table 1. Patients were seen in 18 different departments, with the most common departments being dermatology (19/71, 27%), vascular medicine (17/71, 24%), and family medicine (10/71, 14%).
Table 1. Patient demographics (N=83 surveys returned).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), median (SD)</td>
<td>63 (23)</td>
</tr>
<tr>
<td>Younger than 18 years of age, n (%)</td>
<td>10 (12)</td>
</tr>
<tr>
<td>Marital status (N=83 surveys returned), n (%)</td>
<td></td>
</tr>
<tr>
<td>Single</td>
<td>19 (23)</td>
</tr>
<tr>
<td>Married</td>
<td>59 (71)</td>
</tr>
<tr>
<td>Divorced</td>
<td>4 (5)</td>
</tr>
<tr>
<td>Widowed</td>
<td>1 (1)</td>
</tr>
<tr>
<td>Race (N=83 surveys returned), n (%)</td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>82 (99)</td>
</tr>
<tr>
<td>Other</td>
<td>1 (1)</td>
</tr>
<tr>
<td>Number of photos taken of patient using PhotoExam during an encounter, median (range)</td>
<td>2 (1-9)</td>
</tr>
<tr>
<td>Number of photos ever taken of patient using PhotoExam, all encounters included, median (range)</td>
<td>5 (1-164)</td>
</tr>
<tr>
<td>Days between clinical visit and survey completion (days), median (range)</td>
<td>68 (58-224)</td>
</tr>
<tr>
<td>Eligible surveys (N=292 surveys mailed), n (%)</td>
<td></td>
</tr>
<tr>
<td>Survey returned</td>
<td>83 (28.4)</td>
</tr>
<tr>
<td>No response after 3 mailings</td>
<td>177 (60.6)</td>
</tr>
<tr>
<td>Refused</td>
<td>24 (8.2)</td>
</tr>
<tr>
<td>Deceased (survey not sent)</td>
<td>8 (2.7)</td>
</tr>
<tr>
<td>Survey returned without Health Insurance Portability and Accountability Act authorization</td>
<td>3 (1.0)</td>
</tr>
<tr>
<td>Deceased (notified after survey sent)</td>
<td>2 (0.6)</td>
</tr>
<tr>
<td>Invalid mailing address</td>
<td>1 (0.3)</td>
</tr>
<tr>
<td>Physically/mentally unable to complete</td>
<td>1 (0.3)</td>
</tr>
<tr>
<td>Returned blank survey</td>
<td>1 (0.3)</td>
</tr>
</tbody>
</table>

Rationale for Photography

Patients reported that the majority of photos were taken to document the appearance of the area for future reference (49/71, 69%). Furthermore, 14% (10/71) photos were taken to send to a specialist for review. Three percent (2/71) reported that photographs were taken for educational purposes, and the remainder were unsure why photographs were taken.

Effect of Photography on Time to Diagnosis and Treatment When Specialist was Consulted

Two of the patients whose providers photographed them to obtain a specialist’s assistance with making the diagnosis said the photography had no effect on the time to diagnosis and treatment, but the remaining 3 indicated that it either slightly or significantly expedited time to diagnosis and treatment.

Consent for Photography

Overall, 91% (60/66) of patients who were surveyed recalled being asked permission to take photographs, with three-fourth (45/60) of these patients providing verbal permission and the rest (15/60) providing written permission.

Of the patients who provided written consent, 53% (8/15) indicated that they only read a part of the consent form and 1 patient (1/15, 7%) did not read any part of the form, with the remaining 33% (5/15) patients indicating that they read the entire consent form word for word.

When patients were asked their preference for providing consent, 21% (13/63) did not think specific permission was necessary, 52% (n= 33/63) preferred verbal consent, and 27% (17/63) preferred to provide written consent, with 59% (10/17) of these patients requesting to provide written consent by signing the screen on the device used to take photos (a feature that was not available).

Attitudes Regarding Photography Practice and Process

Patients were asked a variety of questions regarding their attitudes about photography, including their comfort with photos being present in the EHR, preference of photographer, and preference of photography equipment. Patients were also asked whether photography affected their care and whether they would recommend photography to family or friends in a similar clinical scenario. Responses are shown in Figure 2, where Likert scale responses are color coded. Overall, 74% (51/69) of patients said they were likely to recommend mobile point-of-care clinical photography to others, and 67% (46/69) of patients thought the photos favorably affected their care.
Furthermore, 80% (56/70) of patients indicated that they owned a phone with a camera, and the majority of them expressed an interest in transferring personally taken photographs into the EHR (Figure 2). Three of the patients (3/55, 5%) who owned a smartphone experienced a provider taking a photograph of a phone screen to transfer a photograph from a personal device to the EHR.

Privacy and Data Security Concerns

In total, 2 patients (2/71, 3%) indicated that they had concerns regarding privacy or confidentiality related to the photos. When asked for further explanation, one of these patients inquired whether the photos remain on the provider’s phone and another explained that they believed the photos were used professionally but that they did not know the provider who took the photos. Therefore, it appeared that these concerns did not represent a belief that a privacy breach had actually occurred.

In addition, 26% (18/70) of patients recalled that security features of the app were explained by the health care provider. Furthermore, 16% (11/70) indicated that security features were not explained, and the majority (41/70, 59%) of them did not remember or were unsure if security features were explained to them.

Reuse of Photographs for Educational Purposes

Patients were asked about their comfort level with the photos that were taken being shared in various settings, provided that any personally identifying information was removed. In general, patients were supportive of use for medical education; however, comfort declined with progressively increasing audience sizes (Table 2).

Table 2. Patient comfort with reuse of photographs for educational purposes (N=71)

<table>
<thead>
<tr>
<th>Reuse of photographs</th>
<th>Value, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>One-on-one learner education</td>
<td>64 (90)</td>
</tr>
<tr>
<td>Large group (eg, classroom) medical learner education</td>
<td>57 (80)</td>
</tr>
<tr>
<td>Presentation at a national medical professional meeting</td>
<td>52 (73)</td>
</tr>
<tr>
<td>Publication in a medical journal or textbook</td>
<td>48 (68)</td>
</tr>
<tr>
<td>Publication on social media for medical education</td>
<td>30 (42)</td>
</tr>
</tbody>
</table>

Free-Text Responses

Overall, 41% (29/71) of patients provided additional written comments regarding their experiences with being photographed using a mobile device. The comments included the following:

- Requests to have a personal copy of the photographs sent.
- Indication that answers regarding comfort with the photos would have been different had the anatomical site photographed been a more sensitive area.
- Indication that the ability to have medical photographs taken prevented the need for an additional office visit.
- General questions regarding the security of the app and desire for a patient education handout regarding the privacy and security of the app.
- Indication that the ability to review images allowed patients to track the progress of their medical condition.

Discussion

Principal Findings

To the best of our knowledge, this is the first report to focus on the attitudes and experiences of patients who were photographed using a secure EHR-integrated smartphone app designed specifically for medical photography. Patients were largely satisfied with clinical photography using the app, with 74% (51/69) of patients indicating they were likely to recommend a friend or family member to give permission for medical photography using a mobile device in a similar clinical situation.
In addition, 67% (46/69) of patients perceived that the app’s use improved the care they received even though most patients indicated that the photograph was taken only to document the appearance of a clinical finding that could be referenced at a future visit. This suggests that patients see benefit in the documentation of findings in a manner that may facilitate future clinical care. Indeed, in free-text responses, 2 patients shared that it helped them to track the progress of their medical condition. Although a minority of photographs were sent to a specialist, some patients shared that sending photographs to a specialist prevented them from needing an additional office visit—presumably because of the use of telemedicine.

Responses demonstrated that some patients had a desire to incorporate personally taken photographs into their medical record and revealed evidence that some health care providers had resorted to using PhotoExam to take a photograph of a photograph displayed on a patient’s smartphone screen as a workaround to incorporate these photographs. EHR vendors should consider how to better integrate photograph upload functionality into their patient-facing products so that patient-taken photographs may complement those taken by providers. After the survey was administered, Mayo Clinic implemented a new commercially vended EHR that included the ability of patients to upload clinical photographs to providers with whom they have an established relationship. In the future, we will explore whether patients could be permitted to upload photographs to providers who are not already members of their care team (eg, emergency medicine provider).

The consent processes were variable. Although many patients feel that verbal consent is adequate, verbal consent processes may be problematic in that they may not elicit specific permission for all potential reuses (ie, medical education). Furthermore, even though written consent forms may ask for permission to use photographs for medical education, they may not explicitly detail various medical education uses for which patients may consent (eg, internal use on-one-on with learners vs widely distributed patient education pamphlet) and may simply include a boilerplate legal blanket statement seeking permission for all possible uses. We are currently evaluating the use of a 3-tiered consent form with clear language, allowing patients to consent for use of photographs for (1) clinical care only; (2) clinical care and internal education; or (3) clinical care, internal education, and external education.

Comparison With Prior Work

In our survey, most patients who recalled the consent process indicated that they provided verbal consent, and the majority of patients felt that verbal consent was adequate. In contrast, a French survey involving 158 adult patients and parents of 114 pediatric patients photographed in a dermatology clinic observed that 80% of adult patients and 89% of parents thought written consent was necessary for medical photography [8]. Another study surveyed a convenience sample of 398 patients seen in dermatology clinics in New York City and observed that 78.4% (312/398) of respondents preferred to provide written consent compared with 14.1% (56/398) who preferred verbal consent. A similar study conducted in Chicago reported 58.7% (172/293) preferring written consent over verbal consent (113/293, 38.6%) [13]. Potential explanations for the differences observed between our survey and those reported in the literature include temporal changes in patient attitudes between the survey time points (with patients gaining acceptability over time); patients’ understanding of security features in the PhotoExam app; and sociodemographic differences between study populations, including the enrichment of our community with health care workers.

Patients were overwhelmingly supportive of reuse of their clinical photographs for educational purposes. Acceptability of different uses decreased as the size of the audience increased. These observations were consistent with other studies that generally reported high rates (ie, >80%) of acceptability of use of photographs for medical teaching and less comfort with widespread distribution to the lay public [6,8,9,12,13]. Despite these high levels of acceptability of image reuse, consent for reuse should always be sought (either at the time of photography or at the time reuse is desired).

We also observed, consistent with other studies, that comfort with photographs depends on the anatomical area photographed, with patients expressing discomfort with photography of sensitive anatomic areas [8,9]. A total of 3% (2/71) of actual photos in our sample were of the breast, buttock, or genitalia, and free-text comments suggested that other patients would have expressed more discomfort if they had been photographed in a more anatomically sensitive area.

More than half of patients had no preference regarding whether a provider’s personal mobile device was used for clinical photography compared with a clinic-owned camera. This is in contradiction to multiple previous studies that reported poor acceptability of providers’ personal mobile devices for clinical photography [8,9,12,13]. As with the differences observed regarding attitudes about the consent process in other studies, it is unclear if changes in patients’ perceptions over time, the security features of the PhotoExam app, or sociodemographic differences account for the inconsistency between studies.

Strengths and Limitations

This study has several strengths. First, we included a random sample of pediatric and adult patients seen in a variety of departments who were photographed using a mobile app designed specifically for the purpose of clinical medical photography. Surveys were mailed shortly after the clinical encounter where photography occurred to maximize recall. In addition, we surveyed patients across multiple domains, including the perceived benefit, attitudes regarding use of photographs for education, preferred method of providing consent, and preferred camera type. We were also able to incorporate additional information from the medical record, including patient demographics, anatomical site(s) photographed, and the department of the specialist who photographed the patient.

Conversely, there are several limitations to this study. Although initial surveys were sent within 10 weeks of the occurrence of medical photography and most completed surveys were filled out promptly, we were surprised that 14% (12/82) of those who returned the survey did not recall that they were photographed...
by their health care provider. This significantly limited our ability to gather information about these patients’ experience with medical photography. It is unclear whether patients’ failure to recall the photography is evidence that medical photography was viewed as an insignificant and unimportant part of their visit or whether it was perceived as standard of care and therefore not memorable. Although our response rate was low, at 28% (83/292), this was similar to response rates of similar internal patient surveys conducted at Mayo Clinic. The low response rate led to a small sample size, which limits the generalizability of the results and limits our ability to make meaningful conclusions regarding questions that only a subset of patients were eligible to respond to based on other responses.

In addition, responses were only gathered from patients, and clinical outcome measurement was limited to a patient’s perception of how medical photography affected their care. Use of a formally validated survey would improve the internal and external validity of the study. Health care providers who use clinical photographs may have other insights into how clinical photography affects clinical management. To address provider experience, we plan to separately report a survey of health care providers who have used PhotoExam.

It is also important to note that our sample is biased in that we only surveyed patients who were photographed using the PhotoExam app. By nature of permitting a health care provider to photograph them with the app, patients may have preconceived notions of how the app may be beneficial or may have different attitudes regarding medical photography when compared with patients who refused medical photography with the PhotoExam app. In the authors’ personal experience, refusal of consent to photograph is rare and is generally in the context of a request to photograph an anatomically sensitive area. As noted above, the patient population seen in Rochester, Minnesota, may not be representative of the broader United States. Although our population includes both local patients and those who travel from elsewhere to receive care, our local population is enriched with health care workers, whose attitudes may differ from those who do not work in health care; for example, 82% (68/83) of patients in our study were from Minnesota, with 47% (39/83) of included patients residing in Rochester, Minnesota, and an additional 7% (6/83) living outside of Rochester, Minnesota, but within Olmsted County. In addition, our patient population was 99% (82/83) white. A more racially diverse cohort may have resulted if we had provided translated surveys for non-English-speaking patients. Owing to this limitation, our current results may have failed to reflect important cultural differences in attitudes that may vary among patients.

We were encouraged that, in general, patients felt that medical photography using the app favorably affected their care, and only on a rare occasion did patients perceive it to be detrimental to their care. Concerns about privacy were rare, and patients were generally comfortable with clinical photography conducted using their provider’s mobile device. These findings suggest that PhotoExam was implemented in a way that facilitates patient care and is sensitive to patients’ privacy and confidentiality.

Conclusions

In summary, the PhotoExam app was well received by patients, addressed privacy and confidentiality issues, and was perceived to favorably affect patient care. We discovered no major patient-perceived barriers to implementing point-of-care clinical photography. In this regard, point-of-care medical photography is an up-and-coming best practice that we predict will become a new standard of care because of the obvious clinical benefit and ease with which photographs can be captured and entered into the medical record [15]. Future priorities include explicitly clarifying permissible educational reuses of photographs using uniform consent processes.
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Abstract

Background: Laryngeal microsurgery (LMS) is often accompanied by a sudden increase in blood pressure (BP) during surgery because of stimulation around the larynx. This sudden change in the hemodynamic status is not immediately reflected in a casual cuff-type measurement that takes intermittent readings every 3 to 5 min.

Objective: This study aimed to investigate the potential of pulse arrival time (PAT) as a marker for a BP surge, which usually occurs in patients undergoing LMS.

Methods: Intermittent measurements of BP and electrocardiogram (ECG) and photoplethysmogram (PPG) signals were recorded during LMS. PAT was defined as the interval between the R-peak on the ECG and the maximum slope on the PPG. Mean PAT values before and after BP increase were compared. PPG-related parameters and the correlations between changes in these variables were calculated.

Results: BP surged because of laryngoscopic manipulation (mean systolic BP [SBP] from 115.3, SD 21.4 mmHg, to 159.9, SD 25.2 mmHg; \( P < .001 \)), whereas PAT decreased significantly (from mean 460.6, SD 51.9 ms, to 405.8, SD 50.1 ms; \( P < .001 \)) in most of the cases. The change in SBP showed a significant correlation with the inverse of the PAT (\( r = 0.582 \); \( P < .001 \)). Receiver-operating characteristic curve analysis indicated that an increase of 11.5% in the inverse of the PAT could detect a 40% increase in SBP, and the area under the curve was 0.814.

Conclusions: During LMS, where invasive arterial catheterization is not always possible, PAT shows good correlation with SBP and may, therefore, have the potential to identify abrupt BP surges during laryngoscopic manipulations in a noninvasive manner.

(J Med Internet Res 2020;22(5):e13156) doi:10.2196/13156
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Introduction

Background
Laryngeal microsurgery (LMS) is often accompanied by a sudden increase in blood pressure (BP) during surgery because of stimulation around the larynx [1,2]. Laryngoscopic manipulations cause sympathetic nervous system stimulation and increase in the level of plasma catecholamines, such as epinephrine and norepinephrine [3]. Acute hypertension resulting from this process can cause complications such as ischemic heart disease, heart failure, stroke, and life-threatening arterial bleeding even in patients without predisposing factors [4,5]. Moreover, myocardial ischemia or arrhythmia can occur during the perioperative period because of the stimulation of the deep receptors of both the larynx and cardioinhibitory fibers of the vagus nerve [6]. There have been previous studies regarding the appropriate methods of anesthesia for maintaining a stable hemodynamic status in patients during LMS [7,8]. Despite a sudden change in the hemodynamic status, an abrupt BP rise is not immediately reflected in a casual cuff-type measurement that takes intermittent readings every 3 to 5 min.

Pulse arrival time (PAT), measured as the interval from the R-peak on an electrocardiogram (ECG) to the peripheral arrival of the pulse wave, has been used as an estimate for pulse transit time and may be a noninvasive marker for BP [9-14]. Recent advancements in technology enabled adjustment for confounding factors (eg, heart rate, arterial stiffness, and pre-ejection time) in estimating BP from PAT [9,15,16]. Furthermore, a cuff-less approach for 24-hour BP monitoring became possible using wearable devices [13]. Clinical application and commercialization of these wearable BP-monitoring devices are underway [17,18].

Objectives
We previously reported that beat-to-beat changes in PAT can effectively detect decreases in systolic BP (SBP) during anesthesia induction in hypertensive patients undergoing renal transplantation [11]. However, most previous studies have estimated the state of hypotensive events, but no report to date has focused on PAT monitoring to detect an abrupt BP surge. In this study, we investigated whether noninvasive PAT could be used to monitor rapid BP increases during LMS in real time.

Methods

Study Population and Anesthesia Protocol
We retrospectively analyzed the electronic records of 30 patients with vocal cord polyps or edema who were scheduled for an elective LMS under general anesthesia. Patients with cardiac arrhythmias or incomplete data were excluded.

All patients were prepared for general anesthesia according to our institutional protocol. Premedication was not given. Cardiovascular medication, including antihypertensive medication, was administered until the day of surgery, except for angiotensin II receptor blocker or angiotensin-converting enzyme inhibitor. Routine monitoring included noninvasive intermittent BP (NIBP), ECG, pulse oximetry, and end-tidal concentration of CO₂ using a multiparameter monitor (Philips IntelliVue MP70; Philips). All data were recorded simultaneously throughout the procedure. Volatile induction and maintenance of anesthesia were performed. Anesthesia was induced with 6% to 8% sevoflurane and rocuronium (0.5-1 mg/Kg) and maintained with 2% sevoflurane and 50% nitrous oxide in oxygen.

Data Acquisition and Signal Processing
ECG and photoplethysmogram (PPG) waveform data were recorded with data acquisition software (Vital Recorder) [19] at a sampling rate of 300 Hz, and NIBP was measured and recorded every 3 min. The signal data were transferred via serial port from the MP70 monitor to a computer running the Vital Recorder and written to the hard drive. PAT was measured as the time between the R-peak on the ECG and the point at which the maximal rising slope appears on the PPG [11]. The PAT of each beat was calculated using the filter function, which was built using Python code in the Vital Recorder software (Multimedia Appendix 1). When the filter function is executed, the PAT at every heartbeat is calculated from the recorded ECG and PPG waveforms by the algorithm, and the PAT values at each time point are added as a new time series variable. The PPG waveform data recorded with the data acquisition software were converted to European Data Format [20] and analyzed with signal processing software (LabChart 8; AD Instruments) to acquire features of the PPG waveform, such as height, widthₜₐₜₐₜ (width at 50% height of each PPG wave peak), maximum slope, minimum slope, and area of each wave peaks [21]. These features were extracted by the peak analysis function of the software. The 1-min averages of each value just before and after laryngoscopic manipulation were calculated by the function and recorded for further analysis. All the acquired parameters during the laryngoscopic manipulation were compared. The 1-min averages of PAT just before laryngoscopy insertion and at the lowest point of PAT after stimulation were used as the PAT parameters for each time point. PPG and PAT parameters were obtained simultaneously.

Statistical Analysis
All study data are presented as mean (SD), n (%), or median (IQR). A Shapiro-Wilk test was used as a test of normality. A paired t-test or Wilcoxon signed-rank test was used to compare parameters before and after LMS. The correlation between the changes in BP and PAT and between the changes in BP and PPG-related variables at all time points were evaluated with a Pearson correlation coefficient or Spearman correlation coefficient, as appropriate. Receiver operating characteristic (ROC) curve analyses were performed to evaluate the ability of PAT and PPG-related variables to detect a 40% change in the SBP. R version 3.4.2 software (R Foundation for Statistical Computing) was used for all statistical analyses.

Ethics Approval and Consent to Participate
This study was approved by the institutional review board at Asan Medical Center (IRB No, 2017-2268). The requirement for written informed consent was waived because of the retrospective nature of the study and the anonymity of the biosignals used in this study.
Availability of Data and Materials
All data generated or analyzed during this study are included in this published paper and Multimedia Appendices 1 and 2.

Results
Changes in Hemodynamic Variables and Photoplethysmogram Variables
After data processing, 60 sets of BP, ECG, and PPG values were analyzed. The demographic data of study patients are presented in Table 1. A representative plot of SBP and PAT of a randomly selected patient is shown in Figure 1. As indicated in Figure 1, systolic NIBP showed a tendency to follow the changing trends in the inverse of the PAT at intervals of 1 to 2 min, as the cuff-type NIBP device measures arterial pressure intermittently. Laryngoscopic manipulation during LMS caused a mean 41.3% increase in SBP and a mean 13.4% decrease in PAT. The inverse of the PAT increased as SBP increased in all patients except one (Figure 2). Heart rate increased by an average of 31.3% from baseline, and morphological parameters of PPG (eg, maximum slope, minimum slope, width, and area) also changed significantly after laryngoscope insertion (Table 2).

Table 1. Demographic and clinical characteristics of the 30 study patients.

<table>
<thead>
<tr>
<th>Patient characteristics and prior comorbidities</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sex, male, n (%)</td>
<td>18 (60)</td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>58 (14)</td>
</tr>
<tr>
<td>Height (cm), mean (SD)</td>
<td>161.2 (7.6)</td>
</tr>
<tr>
<td>Weight (kg), mean (SD)</td>
<td>65.3 (12.2)</td>
</tr>
<tr>
<td>BMI (kg/m²), mean (SD)</td>
<td>24.2 (2.9)</td>
</tr>
<tr>
<td>Hypertension, n (%)</td>
<td>12 (40)</td>
</tr>
<tr>
<td>Diabetes mellitus, n (%)</td>
<td>4 (13)</td>
</tr>
<tr>
<td>Calcium channel blocker, n (%)</td>
<td>9 (30)</td>
</tr>
<tr>
<td>Beta blocker, n (%)</td>
<td>2 (6)</td>
</tr>
<tr>
<td>Angiotensin II receptor blocker, n (%)</td>
<td>3 (10)</td>
</tr>
</tbody>
</table>
Figure 1. Tracing showing the relationship between systolic noninvasive intermittent blood pressure and pulse arrival time during laryngeal microscopic surgery. Beat-to-beat changes in pulse arrival time instantaneously reflected marked perturbations of systolic noninvasive intermittent blood pressure during endotracheal intubation and the beginning of the laryngeal microsurgery procedure. The insets show the electrocardiography (upper) and the photoplethysmographic waveform (bottom) results before and after the insertion of the laryngeal microscope. The thick blue line is the smoothed line of the PAT using locally estimated scatterplot smoothing.
Figure 2. Changes in systolic blood pressure and pulse arrival time before and after surgical stimulation because of laryngeal microsurgery. Red dots represent changes before stimulation, whereas blue dots represent changes after stimulation.

Table 2. Changes in hemodynamic, photoplethysmographic, and pulse arrival time variables during blood pressure surge (N=30).

<table>
<thead>
<tr>
<th>Variables</th>
<th>Before</th>
<th>After</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Systolic blood pressure (mm Hg), mean (SD)</td>
<td>115.3 (21.4)</td>
<td>159.9 (25.2)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Diastolic blood pressure (mm Hg), mean (SD)</td>
<td>69.0 (14.2)</td>
<td>97.6 (15.6)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Mean arterial blood pressure (mm Hg), mean (SD)</td>
<td>79.8 (14.7)</td>
<td>113.2 (17.0)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Heart rate (bpm), mean (SD)</td>
<td>78.1 (11.7)</td>
<td>101.3 (12.3)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Pulse arrival time (ms), mean (SD)</td>
<td>460.6 (51.9)</td>
<td>405.8 (50.1)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>PPG amplitude (AU), median (IQR)</td>
<td>45.6 (44.6-46.8)</td>
<td>46.3 (45.0-47.0)</td>
<td>.49</td>
</tr>
<tr>
<td>PPG maximum slope (AU/s), mean (SD)</td>
<td>485.0 (81.9)</td>
<td>564.3 (81.1)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>PPG minimum slope (AU/s), mean (SD)</td>
<td>−247.2 (49.8)</td>
<td>−337.9 (50.3)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>PPG width50 (ms), median (IQR)</td>
<td>256.8 (233.3-278.4)</td>
<td>221.9 (209.4-240.0)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>PPG area (AU·ms), median (IQR)</td>
<td>15.7 (14.6-16.4)</td>
<td>17.0 (15.9-18.5)</td>
<td>.001</td>
</tr>
</tbody>
</table>

aPPG: photoplethysmogram.
bAU: arbitrary unit.

Correlations between Hemodynamic Variables and Photoplethysmogram Variables

During the abrupt BP rise because of laryngeal stimulation, changes in the inverse of the PAT showed better correlation with the changes in SBP \((r=0.582; 95\% \text{ CI 0.281-0.779})\) than with changes in either mean arterial pressure (MAP; \(r=0.525; 95\% \text{ CI 0.204-0.745}\)) or diastolic BP (DBP; \(r=0.442; 95\% \text{ CI 0.098-0.692}\)). However, these differences in correlation coefficients were not statistically significant when compared with the coefficient between changes in the inverse of PAT and SBP using Fisher Z-transformation (correlation coefficient between changes in the inverse of PAT and MAP, \(P=.76\); between changes in the inverse of PAT and DBP, \(P=.48\)).

When we examined the relationship between SBP and PPG-related variables, the changes in the maximum slope of the PPG showed a significant correlation with SBP changes \((r=0.49, P=.01)\). SBP changes also showed a good correlation with changes in the inverse of PAT \((r=0.582; P<.001; \text{ Figure 3})\). Other PPG parameters such as amplitude, minimum slope, width50, and area did not show a statistically significant correlation with SBP changes (Table 3).
Figure 3. Correlation between the changes in systolic blood pressure and the changes in the inverse of the pulse arrival time ($r=0.582$, 95% CI 0.281-0.779; $P<.001$).

Table 3. Correlation between systolic blood pressure changes and photoplethysmogram-related variables.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Correlation coefficient, $r$</th>
<th>$P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Delta$1/pulse arrival time</td>
<td>0.582</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>$\Delta$PPG amplitude</td>
<td>0.338</td>
<td>.07</td>
</tr>
<tr>
<td>$\Delta$PPG maximum slope</td>
<td>0.468</td>
<td>.009</td>
</tr>
<tr>
<td>$\Delta$PPG minimum slope</td>
<td>$-0.149$</td>
<td>.43</td>
</tr>
<tr>
<td>$\Delta$PPG width$_{50}$</td>
<td>0.049</td>
<td>.79</td>
</tr>
<tr>
<td>$\Delta$PPG area</td>
<td>0.254</td>
<td>.18</td>
</tr>
</tbody>
</table>

$^a$PPG:photoplethysmogram.

PAT and PPG maximal slope showed a significant correlation with the changes in SBP, and in ROC curve analysis, these were evaluated as measurements for detecting greater than 40% change in SBP. In total, 3 models were introduced for the evaluation. The first model detected a 40% change in BP with 1/PAT alone. The second model used the maximum slope of PPG. The last model used both. The model that used changes in the 1/PAT alone to detect 40% or greater changes in the SBP showed an area under the curve (AUC) of 0.814 (95% CI 0.656-0.973 and optimal cutoff value 11.5%), whereas the model that used changes in the maximum slope of PPG showed an AUC of 0.679 (95% CI 0.465-0.892 and optimal cutoff value 11.7%). The combined ROC curve using the changes in both 1/PAT and PPG maximum slope showed an AUC of 0.819 (95% CI 0.650-0.988), which was not significantly different from the model with 1/PAT alone (Delong test, $z=-0.114$; $P=.91$; Figure 4).
Figure 4. Receiver operating characteristic (ROC) curve analysis of percentage changes in the inverse of the pulse arrival time (PAT) and the maximum slope of photoplethysmogram (PPG) relative to 40% or greater changes in systolic blood pressure. Model using the maximum slope of PPG alone, area under the curve (AUC) 0.679, 95% CI 0.465-0.892, optimal cutoff value 11.7%; model using the inverse of the PAT alone, AUC 0.814, 95% CI 0.656-0.973, optimal cutoff value 11.5%; model using both inverse of the PAT and PPG maximum slope, AUC 0.819, 95% CI 0.650-0.988. DeLong test for ROC curves of the model using inverse of PAT alone and the model using both inverse of PAT and PPG maximum slope, z=−0.114; P=.91.

Discussion

Principal Findings

We found that beat-to-beat PAT measurements using ECG and PPG are useful noninvasive indicators of BP surge in patients undergoing LMS. Specifically, changes in the inverse of the PAT and systolic NIBP show similar trends, and the inverse of the PAT changes shows a better correlation with the systolic NIBP changes than with those in the MAP or DBP. Moreover, beat-to-beat changes in the PAT reflect the BP surge 1 to 2 min earlier compared with cuff-type NIBP measurements.

Laryngoscopic manipulation in our study is clinically similar to the endotracheal intubation phase in our previous study [11]. PAT did not significantly decrease despite a 24.5% increase in SBP in the previous study. However, this study showed significant changes in SBP and PAT caused by laryngoscopic manipulation. The difference in the intensity of stimulation between LMS and endotracheal intubation might be an explanation for this discrepancy. In addition, the difference in the study population is a possible cause. All subjects of the previous study were hypertensive patients with end-stage renal disease, whereas only 40% of patients in this study had hypertension. It is assumed that the disturbances in autonomic cardiovascular regulation by chronic hypertension can cause these different responses to similar sympathetic stimulation [22].

Although changes in the maximum slope of the PPG showed a correlation with SBP changes, it did not increase the AUC of the ROC curve when it was combined with 1/PAT changes. Rather, the change in the 1/PAT value alone was sufficient to detect a 40% or greater change in the SBP, and the AUC of the ROC curve (AUC 0.814; Figure 4) was comparable with that in our previous study (AUC 0.85) [11]. This suggests that simply combining the features from the PPG signal and PAT does not further increase the diagnostic ability regarding detecting BP changes.

Clinical Applicability of Pulse Arrival Time

LMS is a hemodynamically challenging procedure for anesthesiologists. Laryngoscopic manipulation and suspension of the larynx cause plasma catecholamine levels to rise and induce hemodynamic perturbation, including hypertension, tachycardia, bradycardia, and arrhythmias [7,23-27]. These hemodynamic aberrations can potentially produce poor postoperative outcomes, including prolonged hospital stay and morbidity [28]. As LMS has a short operating time and is usually an outpatient-based procedure, it is not suitable for invasive monitoring such as arterial catheterization unless the patient has known significant preoperative risk factors. However, it is not possible to screen every patient during routine preoperative
evaluation for risks such as undiagnosed intracranial aneurysm. Even in patients without any underlying disease, unexpected changes in BP can be a potential risk for including bleeding, cerebrovascular events, or myocardial ischemia. Hence, simple and noninvasive methods of continuous monitoring are needed for early detection and quick response to unexpected BP change. During different surgical procedures, various kinds of biosignals can be used to monitor abrupt physiological changes or to predict outcomes. PPG signals, in particular, can be used to reflect various physiological changes such as vascular compliance during hepatic graft reperfusion period following liver transplantation [29] and the success of lumbar sympathetic ganglion block [30]. There have been previous studies on the association between pulse transit time and BP. One study reported that the pulse transit time decreased as the DBP increased because of epinephrine injections in a cohort of 10 dogs [10]. In another study of 10 normal volunteers and 4 hemodialysis patients, PAT was found to correlate with SBP in normal subjects and could detect BP variations in dialysis patients [31]. Ambulatory BP monitoring based on PAT was reported to have significant accuracy in detecting BP above a threshold during nighttime [13]. In a previous evaluation of a monitoring device that estimates BP using a PAT derived by ECG and PPG, the accuracy of the instrument was comparable with that of a monitor based on oscillometry [32]. In addition to underlying heart disease, other possible confounding factors, including heart rate, pre-ejection period, and arterial stiffness, should be considered as limitations of BP monitoring using PAT [9,16,34,35]. In an earlier study of patients undergoing maxillofacial surgery, BP estimation using PAT was enhanced when two confounding factors, heart rate and arterial stiffness, were included in the multiple regression analysis model [9]. In this study, one subject showed a PAT increase from 443.4 to 462.6 ms despite a BP surge (systolic NIBP 118 to 160 mmHg; Figure 2). This was thought to be because of a decreased heart rate in this individual (102-75 bpm), which increased with an elevated BP in all other cases. This finding suggests that the refinement of the PAT-based BP-monitoring approach is necessary to reflect confounding factors.

There were some notable findings from this analysis. First, we found that BP changes could be detected 1 to 2 min earlier with PAT than with NIBP, suggesting that PAT monitoring will facilitate earlier responses to BP changes than NIBP monitoring alone. Second, changes in PPG maximum slope also correlated with SBP changes. It is noteworthy that a feature of the PPG waveform alone correlates with BP, regardless of other signals, such as ECG. On the basis of the results of this study, we developed a built-in device, which is able to monitor BP surge using ECG and PPG signal in a continuous and noninvasive manner (Figure 5). Now we are preparing for prospective research to validate the accuracy and to evaluate the usefulness of this device in real clinical practice. We also expect to apply more advanced mathematical techniques to build up a plausible physiologic model of BP estimation. In a recent study that estimated BP from features of the PPG waveform using an artificial neural network, all estimations showed a good correlation with the reference values when the algorithm was validated [36]. Additional research on features of the PPG waveform itself in the estimation of BP is also likely to be of value.

**Figure 5.** Development of a built-in device to monitor blood pressure surge using electrocardiogram (ECG) and photoplethysmographic (PPG) signal. Tablet personal computer as display and other biosignal sensor system were combined together and enclosed by housing. Blood pressure estimation algorithm was applied to the device, and the software was based on LabVIEW programming. Note that real-time–plotted red dots over ECG and PPG wave on display monitor indicate peak and first derivatives of those signals.

**Limitations**

Our study has several limitations of note. First, we used PAT measured by ECG R-wave and PPG signal to estimate actual pulse transit time, which should be measured by the time delay between arterial waveforms from two different places. Although the measurement of PAT is noninvasive and is technically easy to perform at low cost, it has been suggested that the PAT may not be a proper surrogate for the correct pulse transit time [37,38]. To calculate the exact pulse transit time, pre-ejection...
period should be subtracted from the PAT. However, the pre-ejection period was not measured in this study. Future studies are needed to measure the pre-ejection time, using a method such as the cardiac bioimpedance technique [35], and to investigate its hemodynamic relationships. Second, despite the importance of the heart rate as a confounding factor in the relationship between PAT and BP [9,15,34], adjustment for the heart rate was not performed in this study. The development of techniques to make adjustments for the effect of heart rate on PAT is likely to be meaningful. Third, we used an automated oscillometric NIBP as a routine BP monitor in our patients undergoing LMS. The oscillometric NIBP may not be reliable for measuring actual BP beyond a specific range [39]. However, with advances in technology and manufacturers' efforts to meet medical standards, the accuracy of oscillometric NIBP instruments has been validated [40] and is considered to be reliable in determining BP measurements within the scope of our study. Fourth, instead of performing a calibration of PAT for NIBP, we only assessed the performance of PAT in monitoring relative changes in BP during the intubation period. PAT requires calibration to provide absolute BP values because both measurements have different scales and wide ranges of interpatient variability when they are converted to each other. Finally, as we conducted a retrospective analysis, selection bias or unknown confounders cannot be excluded. Well-designed prospective analyses and further device evaluation are warranted in the future.

Conclusions
There is a clear correlation between BP and PAT, which demonstrates the potential of PAT as a useful and noninvasive means of continuous BP monitoring in situations where invasive monitoring is not appropriate. Further studies to adjust for confounding factors are needed to refine the BP-monitoring approach using PAT.
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Abstract

Background: Cardiac rehabilitation (CR) is known for its beneficial effects on functional capacity and is a key component within current cardiovascular disease management strategies. In addition, a larger increase in functional capacity is accompanied by better clinical outcomes. However, not all patients respond in a similar way to CR. Therefore, a patient-tailored approach to CR could open up the possibility to achieve an optimal increase in functional capacity in every patient. Before treatment can be optimized, the differences in response of patients in terms of cardiac adaptation to exercise should first be understood. In addition, digital biomarkers to steer CR need to be identified.

Objective: The aim of the study was to investigate the difference in cardiac response between patients characterized by a clear improvement in functional capacity and patients showing only a minor improvement following CR therapy.

Methods: A total of 129 patients in CR performed a 6-minute walking test (6MWT) at baseline and during four consecutive short-term follow-up tests while being equipped with a wearable electrocardiogram (ECG) device. The 6MWTs were used to evaluate functional capacity. Patients were divided into high- and low-response groups, based on the improvement in functional capacity during the CR program. Commonly used heart rate parameters and cardiac digital biomarkers representative of the heart rate behavior during the 6MWT and their evolution over time were investigated.

Results: All participating patients improved in functional capacity throughout the CR program (P<0.001). The heart rate parameters, which are commonly used in practice, evolved differently for both groups throughout CR. The peak heart rate (HRpeak) from patients in the high-response group increased significantly throughout CR, while no change was observed in the low-response group (F1,49=8.321, P<0.001). Similar results were obtained for the recovery heart rate (HRec) values, which increased significantly over time during every minute of recuperation, for the high-response group (HRec1: P<0.001, HRec2: P<0.001, HRec3: P<0.001, HRec4: P<0.001, and HRec5: P=0.02). The other digital biomarkers showed that the evolution of heart rate behavior during a standardized activity test differed throughout CR between both groups. These digital biomarkers, derived from the continuous measurements, contribute to more in-depth insight into the progression of patients’ cardiac responses.
Conclusions: This study showed that when using wearable sensor technology, the differences in response of patients to CR can be characterized by means of commonly used heart rate parameters and digital biomarkers that are representative of cardiac response to exercise. These digital biomarkers, derived by innovative analysis techniques, allow for more in-depth insights into the cardiac response of cardiac patients during standardized activity. These results open up the possibility to optimized and more patient-tailored treatment strategies and to potentially improve CR outcome.

(J Med Internet Res 2020;22(5):e17326) doi:10.2196/17326
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Introduction
Cardiovascular diseases are the most prevalent noncommunicable diseases worldwide. The American College of Cardiology Foundation, the American Heart Association, and the European Society of Cardiology consider cardiac rehabilitation (CR) to be a key component within current disease management strategies, making millions of cardiac patients eligible for rehabilitation [1-3]. Unfortunately, CR programs worldwide are characterized by low implementation rates, as 33%-71% of eligible patients are not referred [4]. Notwithstanding, participation in a CR program has shown to increase cardiorespiratory fitness, thereby improving physiological responses to physical effort [5]. The improvement in functional capacity is clinically relevant as it not only improves quality of life in patients, but also serves as a powerful predictor for mortality [6]. These benefits of CR on mortality, morbidity, and quality of life have been studied comprehensively in several meta-analyses [7-10]. Moreover, the beneficial effects of CR seem to be even more pronounced when functional capacity is increased to a larger extent [11-14]. Although previous research showed that exercise-based CR has beneficial and clinically relevant effects on functional capacity, a large variability on the response to training is seen among CR patients. Recent studies have shown that responders are characterized by lower baseline peak VO₂ (peak oxygen uptake) values and a reduced baseline ejection fraction, while nonresponders have an impaired chronotropic competence, which predicts poor training response [15-17]. Other potential contributing factors to poor training response include adherence rates, exercise dose, functioning of the autonomic system, or comorbidities [18]. Nevertheless, little is known about the mechanisms causing the large variability. Therefore, Gevaert et al stated that future research needs to focus on studying these contributing factors in order to generate the best response to CR [18]. Moreover, research focusing on changes occurring during CR, and not only before or after completing the program, can contribute in the development of a more patient-tailored CR program.

The aim of this study was to investigate the difference in cardiac response, a measure of chronotropic response, between patients that showed a clear improvement in functional capacity and patients that only showed a minor improvement following CR therapy. This was done by using data captured with a wearable electrocardiogram (ECG) device during a standardized activity. Moreover, innovative analysis techniques were used to derive digital cardiac biomarkers allowing an in-depth analysis of heart rate behavior during a standardized activity test.

Methods
Study Design
A total of 129 cardiovascular patients, who were enrolled in a multidisciplinary CR program in a single tertiary-care center (Ziekenhuis Oost-Limburg [ZOL], Genk, Belgium) and representative of the typical CR population, were included. Patients over the age of 18 years with heart failure and reduced ejection fraction, with heart failure and preserved ejection fraction, and with a left ventricular ejection fraction less than or equal to 55% were eligible for the study. Patients with an inability to exercise due to orthopedic or neurological limitations were excluded from the study. The goal was to investigate the different levels of response to exercise intervention during a standardized CR program. The 6-minute walking test (6MWT) was used to follow up on the improvement in functional capacity in the course of the CR program. A wearable device was used to collect ECG data during the 6MWT. A descriptive analysis of the longitudinally collected wearable data was performed to identify patterns or trends in the dataset. To distinguish the response to rehabilitation, patients were assessed as being within a low-response and a high-response group based on a median split for the increase in distance walked throughout the CR program. Therefore, two groups with an equal number of patients were created based on the level of improvement in functional capacity measured by the 6-minute walking distance. Patients who increased more than 90 meters after completing the CR were referred to as the high-response group, while the low-response group consisted of patients who increased less than 90 meters. The study complied with the Declaration of Helsinki, and the local ethical committee approved the study protocol. All subjects gave written informed consent prior to study participation.

Multidisciplinary Cardiac Rehabilitation Program
Patients were referred to the multidisciplinary CR program following a cardiovascular-related hospital admission. The 15-week program consisted of 45 ambulatory rehabilitation sessions at a frequency of three 1-hour sessions per week. Both resistive and aerobic exercises were included in the program. Additionally, dietary sessions, psychological support, and social consultations were included in the multidisciplinary program. By standard, a cardiopulmonary exercise test (CPET) was performed at baseline and at end-of-study to assess functional capacity. A total of 14 low-response group patients out of 45 (31%) and 21 high-response group patients out of 45 (47%) had a CPET at both baseline and end-of-study. The heart rate achieved at 90% of ventilator threshold during the CPET was...
chosen as the target heart rate during aerobic training. If no CPET data were available, target heart rate was set at 50%-80% of the maximal heart rate. Aerobic training consisted of 30-40 minutes, in total, of aerobic exercise on bicycle, hand bike, treadmill, and/or stepper. Resistive training was performed at 50%-80% of one repetition maximum and consisted of three sets of 15 repetitions on both the leg and arm press. Training intensity was increased every 2 weeks based on patient improvement according to the standard clinical practice of CR in our study center.

Experimental Protocol and Sensor Technology
Demographics, clinical data, medical therapy, and echocardiography data were collected from the electronic medical record. A 6MWT was performed at baseline (ie, start of rehabilitation program). Four follow-up 6MWTs were performed every 3 weeks, resulting in five 6MWTs in total. The compliance rate with the rehabilitation program between every 6MWT for both groups was calculated. Patients were expected to follow three rehabilitation sessions per week, which is equal to nine rehabilitation sessions between two consecutive 6MWT measurements. If patients attended nine rehabilitation sessions between consecutive 6MWTs, a compliance rate of 100% was obtained. The 6MWT was performed according to a standardized protocol [19]. The distance walked after 6 minutes was recorded and was used to check functional capacity during CR. During the 6MWT, all enrolled patients were equipped with a wearable device. The wearable device was equipped with the Multi SEnsor IC (MUSEIC) chip, supporting a wide range of sensor modalities, including ECG (512 Hz sample frequency) and accelerometer data (32 Hz sample frequency) (imec the Netherlands, Eindhoven, the Netherlands) [20]. The electrodes were positioned according to lead II of Einthoven’s triangle [21]. Prior to the 6MWT, patients were at rest for 5 minutes to record their resting heart rate. Additionally, a recuperation phase of 5 minutes was included after the 6MWT to record recovery heart rate.

Preprocessing and Calculation of Static and Dynamic Heart Rate Parameters
The signal was divided into three parts: a 5-minute resting phase, a 6-minute walking phase, and a 5-minute recuperation phase. First, the artefacts present in the ECG signals were automatically detected and removed by means of the algorithm proposed by Varon et al [22]. Next, an algorithm performed the initial automatic R-peak detection [23] and incorrect detections were visually corrected. The R-peaks were then used to generate the heart rate by dividing the signal into 2-minute or 16-second windows with a 4-second stride, from which the heart rate parameters were derived. The heart rate parameters derived from the 2-minute windows were used for further analysis. A distinction was made between two types of these digital cardiac biomarkers. The static, commonly used heart rate parameters that comprise the information of specific periods of time during a standardized activity are placed into a single output parameter, whereas the other digital cardiac biomarkers represent the evolution of heart rate throughout the entire time span of a standardized activity test.

The resting heart rate (HRrest) was calculated by taking the mean heart rate during the final 20 seconds of the resting period. The peak heart rate (HRpeak) was calculated by taking the mean heart rate obtained during the final 10 seconds of the walking phase. For the recovery heart rate (HRrec), the mean heart rate during every minute of recuperation following the 6MWT (ie, HRrec1, HRrec2, HRrec3, HRrec4, and HRrec5) was calculated. Moreover, to study whether HRpeak was influenced by the difference in effort among patients, HRpeak was corrected for the distance walked by dividing HRpeak by distance (HRpeak-dist), as described previously [24]. These heart rate parameters, commonly used in practice, were calculated for each measurement session separately. The accelerometer data has been used to estimate the effort during the walking phase of the 6MWT. Effort has been previously used as a measure of physical activity intensity [25-27]. The effort has been calculated for the full 6-minute-test duration using the following formula:

\[
\text{Effort} = \sum_{i=1}^{n} \left[ \frac{k \cdot \left( \sum_{j=1}^{N} k_j \right) - \left( \sum_{j=1}^{N} k_j \right)^2}{n} \right]
\]

in which n is the total number of accelerometer sample points considered and Xk is a vector representing the acceleration along the x-axis, while the other axes are represented by Yk and Zk vectors, respectively.

Four different models were used to study the heart rate behavior during a standardized activity for both patient subgroups: one-term, two-term, two-term with added coefficient, and quadratic polynomial models. The goodness of fit was determined by calculating the coefficient of determination (R-squared). The model with the best fit was used to study the heart rate behavior. The coefficients of the best fits—the digital cardiac biomarkers—were studied for differences between both groups.

Study Endpoints
This study focused on investigating the difference in cardiac response, reflected by changes in commonly used heart rate parameters and digital cardiac biomarkers, between patients with a clear increased functional capacity and patients with only a minor improvement after completing CR.

Statistics
Continuous variables are expressed as mean (SD), if normally distributed, or as median (IQR), if nonnormally distributed, and dichotomous data are expressed as n (%). Normality was checked by the Shapiro-Wilk statistic. Categorical data were expressed as numbers and percentages and compared with the Fisher exact test. Continuous variables were compared between groups with the Student t test or the Mann-Whitney U test as appropriate. A two-way mixed analysis of variance (ANOVA) investigated the effect of magnitude of improvement on the progression of heart rate measures throughout a CR program. Results are expressed as dfmain, dferror, F, and partial η². dfmain indicates degrees of freedom for the simple main effect and dferror indicates degrees of freedom for the error term. F indicates that we are comparing results to an F distribution and partial η² is a measure of effect size. If significant, a repeated-measures
ANOVA was performed to analyze the simple main effect over time and univariate analysis was performed to analyze the main effect of response groups. An independent t test was performed to compare cardiac biomarkers between groups at specific moments in time. Outliers were assessed by inspection of a boxplot for values greater than 3 box-lengths from the edge of the box and were removed from analysis. The statistical significance was always set at a two-tailed probability level of <.05. Statistics were performed using SPSS version 24.0 (IBM Corp).

Results

Demographics and Baseline Population

Of the 129 patients that consented to participate, 89 (69.0%) completed the total study protocol. Out of 129 patients, 40 (31.0%) were excluded from analysis upon failure to complete the CR program due to health-related problems, lack of motivation, and work or family commitment (see Multimedia Appendix 1). The 89 patients who completed the study protocol were subdivided into two groups based on their improvement in functional capacity throughout the CR. The high-response group consisted of 45 patients who improved more than 90 meters throughout the CR, while the low-response group consisted of 44 patients who improved less than 90 meters. Baseline characteristics of both groups are provided in Table 1. There was no statistical difference between the groups with respect to the demographics and baseline characteristics, except for diabetes. More often, patients in the low-response group suffered from diabetes compared to the high-response group (24.4% vs 2.3%, P<.01). The two-way mixed ANOVA showed a similar compliance rate between both subgroups throughout the rehabilitation program (F_{3,255}=1.03, P=.99). The low- and high-response groups showed a similar average compliance rate of 88.0% and 85.8%, respectively, during the initial 3 weeks of the program, which did not significantly change throughout the remaining 12 weeks of the program.

Functional Capacity

Patients showed an increase in functional capacity based on both the results of the CPET measurements and the results of the 6MWTs. Only 14 patients out of 44 in the low-response group (32%) and 21 patients out of 45 in the high-response group (47%) performed both a CPET at baseline and at end-of-study. Although not statistically significant, an increase of 2.23 mL kg^{-1} min^{-1} in peak VO_{2} was seen between baseline and end-of-study for the low-response group (14/44, 32%, P=.10). The same group showed a mean significant increase of 55 meters in 6MWT distance between baseline and end-of-study (P<.001). The high-response group showed a significant increase of 5.10 mL kg^{-1} min^{-1} in peak VO_{2} (21/45, 47%, P<.001) and 147 meters in 6MWT distance between baseline and end-of-study (P<.001).
Table 1. Baseline characteristics.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Low-response group&lt;sup&gt;a&lt;/sup&gt; (n=45)</th>
<th>High-response group&lt;sup&gt;b&lt;/sup&gt; (n=44)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Demographics</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gender (male), n (%)</td>
<td>30 (67)</td>
<td>35 (80)</td>
<td>.23</td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>64 (9)</td>
<td>63 (10)</td>
<td>.83</td>
</tr>
<tr>
<td>Height (m), mean (SD)</td>
<td>1.72 (0.09)</td>
<td>1.73 (0.09)</td>
<td>.44</td>
</tr>
<tr>
<td>Body surface area (m²), mean (SD)</td>
<td>1.96 (0.19)</td>
<td>1.93 (0.19)</td>
<td>.45</td>
</tr>
<tr>
<td>Active smoker, n (%)</td>
<td>12 (27)</td>
<td>6 (14)</td>
<td>.19</td>
</tr>
<tr>
<td>Left ventricle ejection fraction (%), mean (SD)</td>
<td>47 (12)</td>
<td>44 (14)</td>
<td>.18</td>
</tr>
<tr>
<td>Cardiac resynchronization therapy, n (%)</td>
<td>2 (4)</td>
<td>2 (5)</td>
<td>&gt; .99</td>
</tr>
<tr>
<td><strong>Reason for referral, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Myocardial infarction</td>
<td>14 (31)</td>
<td>9 (20)</td>
<td>.33</td>
</tr>
<tr>
<td>Heart failure</td>
<td>11 (24)</td>
<td>10 (23)</td>
<td>&gt; .99</td>
</tr>
<tr>
<td>Coronary artery bypass grafting</td>
<td>6 (13)</td>
<td>8 (18)</td>
<td>.57</td>
</tr>
<tr>
<td>Percutaneous coronary intervention</td>
<td>4 (9)</td>
<td>2 (5)</td>
<td>.68</td>
</tr>
<tr>
<td><strong>Comorbidities, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Atrial fibrillation</td>
<td>10 (22)</td>
<td>12 (27)</td>
<td>.63</td>
</tr>
<tr>
<td>Hypertension</td>
<td>16 (36)</td>
<td>22 (50)</td>
<td>.20</td>
</tr>
<tr>
<td>Dyslipidemia</td>
<td>20 (44)</td>
<td>19 (43)</td>
<td>&gt; .99</td>
</tr>
<tr>
<td>Diabetes</td>
<td>11 (24)</td>
<td>1 (2)</td>
<td>.004</td>
</tr>
<tr>
<td><strong>New York Heart Association class, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Class I</td>
<td>11 (24)</td>
<td>14 (32)</td>
<td>.62</td>
</tr>
<tr>
<td>Class II</td>
<td>24 (53)</td>
<td>20 (45)</td>
<td></td>
</tr>
<tr>
<td>Class III</td>
<td>9 (20)</td>
<td>10 (23)</td>
<td></td>
</tr>
<tr>
<td><strong>Medications, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Angiotensin converting enzyme inhibitor</td>
<td>25 (56)</td>
<td>25 (57)</td>
<td>&gt; .99</td>
</tr>
<tr>
<td>Beta-blocker</td>
<td>33 (73)</td>
<td>32 (73)</td>
<td>&gt; .99</td>
</tr>
<tr>
<td>Diuretics</td>
<td>19 (42)</td>
<td>20 (45)</td>
<td>.83</td>
</tr>
<tr>
<td>Baseline CPET&lt;sup&gt;c&lt;/sup&gt; peak VO&lt;sub&gt;2&lt;/sub&gt;&lt;sup&gt;d&lt;/sup&gt; (mL/kg·min), mean (SD)</td>
<td>17.2 (5.3)</td>
<td>16.8 (4.9)</td>
<td>.72</td>
</tr>
<tr>
<td>Baseline 6MWT&lt;sup&gt;e&lt;/sup&gt; distance (m), mean (SD)</td>
<td>496 (95)</td>
<td>473 (97)</td>
<td>.25</td>
</tr>
<tr>
<td><strong>Compliance rate (%), mean (SD)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline to first measurement</td>
<td>88.0 (17.0)</td>
<td>85.5 (13.9)</td>
<td></td>
</tr>
<tr>
<td>First to second measurement</td>
<td>87.7 (18.5)</td>
<td>85.7 (14.1)</td>
<td></td>
</tr>
<tr>
<td>Second to third measurement</td>
<td>84.5 (17.9)</td>
<td>81.9 (20.6)</td>
<td></td>
</tr>
<tr>
<td>Third to end-of-study measurement</td>
<td>85.4 (21.8)</td>
<td>83.5 (24.9)</td>
<td></td>
</tr>
</tbody>
</table>

<sup>a</sup>This group consisted of patients who improved less than 90 meters throughout the cardiac rehabilitation.

<sup>b</sup>This group consisted of patients who improved more than 90 meters throughout the cardiac rehabilitation.

<sup>c</sup>CPET: cardiopulmonary exercise test.

<sup>d</sup>VO<sub>2</sub>: peak oxygen uptake.

<sup>e</sup>6MWT: 6-minute walking test.

**Commonly Used Static Heart Rate Parameters**

To study the difference in cardiac response between the two subgroups, commonly used heart rate parameters were derived from the ECG data. Hereto, HR<sub>rest</sub>, HR<sub>peak</sub>, and HR<sub>rec</sub> were analyzed. For these parameters, the differences between the two subgroups for every session and the differences in progression throughout CR were studied. Figure 1 shows the evolution of HR<sub>rest</sub> throughout CR for both groups. A decreasing trend of
HRrest in the high-response group is observed. In addition, ANOVA did not show a difference in the evolution of HRrest throughout the CR program. Nor was a difference seen in HRrest between the high- and low-response groups at any point in time. Secondly, the evolution in HRpeak across five sessions and, more specifically, the difference between both subgroups was investigated. Figure 2 shows the change in HRpeak for both the high- and low-response groups throughout CR.

Figure 1. Resting heart rate (HRrest) for each group throughout cardiac rehabilitation.

Figure 2. Maximum heart rate (HRpeak) for each group throughout cardiac rehabilitation. *denotes a significant change over time.

The two-way mixed ANOVA showed that the evolution of HRpeak throughout CR differed between the high- and low-response groups ($F_{4,216}=3.3, P=.01$, partial $\eta^2=.058$). HRpeak of the high-response group increased significantly throughout rehabilitation, while HRpeak of the low-response group remained approximately the same ($F_{4,92}=8.321, P<.001$). Although the evolution differed between both groups, no difference in HRpeak was seen at any point in time. HRpeak was corrected for distance to study whether the effort shown by patients during the 6MWTs had an influence on HRpeak. In Figure 3, both subgroups show a significant decrease in HRpeak-dist. However, the decrease in HRpeak-dist was larger for the high-response group compared to.
the low-response group. Additionally, a summary measure of the accelerometer data was used to compare the effort between the low- and high-response groups. Both subgroups showed a similar increase in effort throughout rehabilitation and no difference in effort between the groups was seen at any point in time ($F_{4,344}=.668, P=.61$).

Figure 3. Peak heart rate corrected for distance ($HR_{peak-dist}$) for each group throughout cardiac rehabilitation. * denotes a significant change over time.

Figure 4. Heart rate recovery during the first minute ($HR_{rec1}$) after the 6-minute walking test for each group throughout cardiac rehabilitation. * denotes a significant change over time; ** denotes a significant difference in $HR_{rec1}$ during a measurement session between both groups.

The change in $HR_{rec1}$ after the 6MWT throughout CR is shown in Figure 4. The evolution of $HR_{rec}$ throughout CR differed among the response groups according to ANOVA for every minute of recuperation (see Table 2).
Table 2. Results from the two-way, mixed-model, analysis of variance (ANOVA) for the heart rate recovery (HRrec) during the first 5 minutes after the 6-minute walking test (6MWT).

<table>
<thead>
<tr>
<th>HRrec</th>
<th>df_main</th>
<th>df_error</th>
<th>F</th>
<th>Partial η²</th>
<th>P value</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>HRrec1</td>
<td>4</td>
<td>212</td>
<td>5.172</td>
<td>.089</td>
<td>.001</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>HRrec2</td>
<td>4</td>
<td>212</td>
<td>7.288</td>
<td>.121</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>HRrec3</td>
<td>4</td>
<td>212</td>
<td>6.634</td>
<td>.111</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>HRrec4</td>
<td>4</td>
<td>212</td>
<td>6.092</td>
<td>.103</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>HRrec5</td>
<td>4</td>
<td>208</td>
<td>3.967</td>
<td>.071</td>
<td>.03</td>
<td>.002</td>
</tr>
</tbody>
</table>

aHRrec: heart rate recovery; each number in this column represents every minute of recuperation following the 6MWT.
bdf_main: degrees of freedom for the simple main effect.
cdf_error: degrees of freedom for the error term.
dIndicates that we are comparing to an F distribution.
ePartial η²: a measure of effect size.
fSignificance level for the hypothesis of no time effect × group effect.
gSignificance level for the hypothesis of no time effect.

The HRrec during every minute of recuperation increased throughout CR for the high-response group, while no change was observed in the low-response group (HRrec1: P<.001, HRrec2: P<.001, HRrec3: P<.001, HRrec4: P<.001, and HRrec5: P=.02). This evolution in HRrec throughout CR resulted in a higher HRrec in the high-response group at the end of the study (HRrec2: P=.02, HRrec3: P=.02, HRrec4: P=.03, and HRrec5: P=.02). In other words, patients from the high-response group will recuperate faster at the end of CR.

Digital Cardiac Biomarkers to Capture the Dynamic Behavior of Heart Rate

The dynamic behavior of heart rate during a standardized exercise and subsequent recovery phase were investigated to further understand the difference in cardiac response between the groups. Hereto, four different models were fitted to the heart rate data. The quadratic polynomial fit obtained the best goodness of fit and was extracted from the heart rate data; the resulting coefficients, a_poly and b_poly, were analyzed. Both coefficients determine the shape and steepness of the curve, thereby characterizing the speed of heart rate increase during the 6MWT and, thus, the response of the heart to exercise. These innovative digital cardiac biomarkers were studied for differences between the groups during every session, as well as for the difference in their progression throughout CR.

Figure 5 shows the mean quadratic polynomial fit \((f(x) = a_{poly}x^2 + b_{poly}x + c)\) to the heart rate behavior during all five 6MWTs performed throughout the CR program. The behavior of heart rate measured during the walking phase evolved differently throughout CR in both groups. This is reflected in the difference in evolution for the polynomial coefficients, a_poly and b_poly, between the groups (\(F_{4,96}=5.691, P=.008, \text{partial } \eta^2=.133\) and \(F_{4,160}=4.302, P=.01, \text{partial } \eta^2=.175\)). The higher values of a_poly and b_poly during baseline and the subsequent 6MWT in the low-response group indicate that the heart rate of these patients increases faster at the start of CR (-.00013 vs -.000027 and .065 vs .022, P<.001). However, toward the end of CR, the heart rate of the high-response group shows an increase and eventually catches up with the low-response group, showing a similar heart rate behavior during walking.
Figure 5. Mean quadratic polynomial fit to the changes in heart rate (HR) during all sessions while walking. The line represents the mean fit and the shadows represent the SD. bpm: beats per minute.

The behavior of heart rate during the subsequent recovery phase was analyzed for both groups (see Figure 6). The coefficient, $b_{poly}$, extracted from the polynomial fit, showed a different evolution throughout CR between the groups ($F_{4,236}=3.367$, $P=.01$, partial $\eta^2=.054$). More specifically, the behavior of heart rate during recovery changed over time for the high-response group, while the low-response group showed no change in heart rate behavior during recovery ($P<.001$).

Figure 6. Mean quadratic polynomial fit to the changes in heart rate (HR) during all sessions while recuperating. The line represents the mean fit and the shadows represent the SD. bpm: beats per minute.

Discussion

Principal Findings

The findings of this observational study indicate that cardiac response to exercise in patients following a CR program plays a role in the level of their response to training in terms of distance walked. To our knowledge, this is the first study to describe the longitudinal follow-up of a CR patient population using wearable sensor technology during a repeated, standardized, submaximal activity test. Our 3-month follow-up period allows for novel in-depth insights into the cardiac response at rest, during exercise, and during recovery. Cardiac response is one of the possible confounders affecting the response to CR in patients. Therefore, investigating this cardiac response in a typical CR program aids in understanding the mechanisms behind different response rates. The wearable sensor technology enabled continuous monitoring of heart rate to derive both traditional heart rate parameters, commonly used in practice, and innovatively derived parameters that can function as digital cardiac biomarkers. The descriptive analysis of this longitudinally collected dataset investigated the difference
in cardiac response between two patient populations following CR, who are respectively characterized by low and high improvement in functional capacity during CR.

**Evolution of Commonly Used Static Heart Rate Parameters Throughout Cardiac Rehabilitation**

Previous research showed that the response to training depends on the cardiac output or chronotropic response, as this determines the increase in muscle blood flow during exercise [17,28]. Cardiac patients often depend on increasing their heart rate during exercise, as an increase in stroke volume is often limited due to the impaired cardiac output [29]. Heart rate parameters measured before, during, and after exercise contain information on how the heart responds to exercise. First, the effect of CR on the evolution of $HR_{rest}$, $HR_{peak}$, and $HR_{rec}$ in patients showing a high or low response to exercise intervention was analyzed. These heart rate parameters, which are commonly used in practice, comprise the heart rate–related information from the resting, walking, and recuperation phases, respectively, into one single value.

$HR_{peak}$ is a cardiac biomarker that evolves differently throughout CR for both response groups. The high-response group showed an increase in $HR_{peak}$, while the low-response group showed no significant change. At a first glance, these results might appear to be opposite of the results from previous research [30-32], which showed that an increase in functional capacity is accompanied by a decrease in $HR_{peak}$. However, they studied the heart rate response during a maximal exercise test, while in this study patients performed a submaximal test. The increase in $HR_{peak}$ that we observed is accompanied by an increased distance. Hence, it is difficult to conclude whether the increased $HR_{peak}$ is a result of the CR program or the fact that the walking distance also increases. Previous research showed that exercise intolerance causes a limitation in cardiac response in cardiac patients, as they achieved a higher heart rate compared to controls during submaximal exercise at a similar workload [33,34]. Effort is a measure of the walking intensity during the 6MWT. Both groups showed a similar effort. Although there was an increase in effort during the 6MWT throughout the CR, only the response group was characterized by an increase in $HR_{peak}$. This indicated that the cardiac response in the nonresponse group was limited, leading to exercise intolerance throughout the CR program. Additionally, a correction was made for the distance. After correcting $HR_{peak}$ for distance, a significant decrease in $HR_{peak-dist}$ was seen for both groups. Thus, the results indicate that a cautious interpretation of heart rate parameters is necessary when studying the effects of CR on cardiac response during a submaximal exercise test.

The difference between the two groups in heart rate recovery, as captured by $HR_{rec}$, was investigated. According to Qiu et al, $HR_{rec}$ measured after the 6MWT is considered to be a powerful prognostic indicator in cardiovascular disease [35]. Cardiovascular patients are characterized by a slower $HR_{rec}$ due to an attenuated autonomous nervous system. This decrease in $HR_{rec}$ can be partially restored, as following a CR program improves the impaired recovery [36]. The results showed that $HR_{rec}$ changed differently throughout the CR program for each group. In addition, our study showed no differences between the absolute $HR_{rec}$ values during the first four sessions, but indicated a difference in $HR_{rec}$ between the groups during the last session. The faster recuperation toward the end of CR could indicate the positive effect on the attenuated vagal reactivation within the high-response group, while this effect is absent in the low-response group.

To summarize, these heart rate parameters show that the effect of CR on the different response groups is also reflected in differences in cardiac response. The cardiac system of the high-response group adapts better to exercise throughout CR compared to the low-response group.

**Evolution of Digital Cardiac Biomarkers Throughout Cardiac Rehabilitation**

To further understand the difference in cardiac response, the dynamic behavior of heart rate during the 6MWT and subsequent recuperation phase was also investigated. This innovative type of heart rate analysis allows in-depth insights by reflecting changes within shorter time spans during a standardized activity test. The heart rate response is representative of the ability of the autonomic nervous system to meet the hemodynamic demands during exercise. The heart rate acceleration at the onset of exercise is often modelled by an exponential curve [37]. Previous research showed that biphasic and sigmoidal curves are suitable to model heart rate behavior due to the increase in sympathetic activity following vagal withdrawal [38,39]. The choice to model the heart rate with exponential and polynomial curves was based on both literature and the heart rate behavior during the 6MWT, which was characterized by a steep increase followed by a steady-state phase as seen in this CR population.

The heart rate behavior during the 6MWT and subsequent recuperation phase evolved differently between the groups throughout CR. The increase in heart rate during the walking phase was steeper in the low-response group at baseline, indicating that in this phase of the CR the autonomous nervous system of these patients is characterized by a superior response to exercise in comparison to the high-response group. In the course of the CR program, the increase in heart rate steepened for the high-response group, eventually catching up with the low-response group. These results are similar to the findings of Schmid et al and Jorde et al, who indicated that the heart rate slope was blunted in subjects with an impaired cardiac response [17,40]. The ability of the response group to increase the heart rate slope, and the fact that the heart rate slope remained unchanged in the nonresponse group, indicated that an impaired cardiac response could lead to an impaired response to exercise training. Schmid et al showed that nonresponders to exercise training showed poor heart rate recovery, indicative of a disturbed cardiac autonomic status [17]. Our results confirm these findings, as both groups also showed a different evolution in heart rate behavior during the recuperation phase. The high-response group patients recuperated faster toward the end of CR, while the patients in the low-response group showed no change in recuperation rate.
To summarize, this study shows novel differences between groups, as the evolution in heart rate changes differently throughout the CR. Continuous measurements using wearable sensor technology enables the collection of traditional, commonly used heart rate parameters, but also of digital cardiac biomarkers representative of heart rate behavior during and after activity. The latter parameters were derived using a polynomial curve fitting technique, which is an innovative approach to capture heart rate evolution. Our research showed that these digital cardiac biomarkers can differentiate between the low- and high-response groups at baseline; hence, they, together with the traditional heart rate–related parameters, are valuable tools to use in short-term follow-up. Moreover, the results contribute to the development toward a more patient-tailored treatment strategy. Future research should focus on the role of these heart rate–related parameters in predicting outcome. The ability to improve and complement short-term follow-up by using these innovative techniques could make it possible to adjust treatment strategy in time and optimize outcome.

Limitations
This study is an observational study analyzing the characteristics of a typical CR population; as patients were not randomized into different groups, the results should be interpreted as hypothesis generating. A low number of patients received both a baseline and end-of-study CPET measurement. These missing values do not influence the outcome of the study, as a submaximal exercise test is used to determine the progression in functional capacity throughout CR. There are some limitations to performing a median split to divide a patient population into two groups. However, data in this observational study was investigated in the search for trends upon which to base future randomized research. Another point of discussion is that the 6MWT is an effort-dependent test and a greater increase in HRpeak could be a consequence of higher effort. Therefore, effort derived from the data collected by the triaxial accelerometer was used to determine whether the high-response group was characterized by a higher effort in comparison to the low-response group. Hills et al state that acceleration is proportional to the net external force involved in an activity and, therefore, more directly reflects the energy cost associated with movement [41]. Moreover, effort is a parameter that is often used in VO2-max estimations during submaximal exercise [42,43]. Therefore, if the high-response group would have reached a higher percentage of their maximal exercise capacity during the 6MWT, this would have been reflected in a higher effort obtained during the 6MWT; however, this was not the case.

Conclusions
Following CR is, without any doubt, beneficial for cardiovascular patients. However, some patients benefit more from CR as they show a larger improvement in functional capacity in comparison to other patients. This study shows the following:

1. Continuous measurements using wearable sensor technology during standardized activity give novel insights into cardiac response between different response groups.
2. Patients showing a larger increase in functional capacity are characterized by a better improvement in cardiac response. This is in contrast to patients showing a low response to exercise intervention.
3. Innovative analysis approaches allowed us to study the difference in heart rate behavior between the response groups in more detail, showing differences in cardiac response at baseline.
4. The results from this study can be used in future research to investigate whether the outcome of CR can be predicted in order to adjust treatment strategy. Moreover, it is a first step toward the development of a more patient-tailored CR program.
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Multimedia Appendix 1
Flowchart containing the intervention measures, dropout reasons, and number of patients. 6MWT: 6-minute walking test.
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Abstract

Background: Emergency physicians face the challenge of relieving acute pain daily. While opioids are a potent treatment for pain, the opioid epidemic has ignited a search for nonopioid analgesic alternatives that may decrease the dose or duration of opioid exposure. While behavioral therapies and complementary medicine are effective, they are difficult to deploy in the emergency department. Music is a potential adjunctive therapy that has demonstrated effectiveness in managing pain.

Objective: Our objective was to understand the feasibility and potential for an effect of a novel music app to address acute pain and anxiety in patients admitted to an emergency department observation unit.

Methods: This prospective cohort study enrolled patients admitted to an emergency department observation unit with pain who had received orders for opioids. We gathered baseline pain and psychosocial characteristics including anxiety, sleep disturbance, and pain catastrophizing using validated questionnaires. Participants received a smartphone-based music intervention and listened to the music in either a supervised (research assistant–delivered music session 3 times during their stay) or unsupervised manner (music used ad lib by participant). The app collected premusic and postmusic pain and anxiety scores, and participants provided qualitative feedback regarding acceptability of operating the music intervention.

Results: We enrolled 81 participants and randomly assigned 38 to an unsupervised and 43 to a supervised group. Mean pain in both groups was 6.1 (1.8) out of a possible score of 10. A total of 43 (53%) reported previous use of music apps at home. We observed an overall modest but significant decrease in pain (mean difference −0.81, 95% CI −0.45 to −1.16) and anxiety (mean difference −0.72, 95% CI −0.33 to −1.12) after music sessions. Reduction of pain and anxiety varied substantially among participants. Individuals with higher baseline pain, catastrophizing (about pain), or anxiety reported greater relief. Changes in pain were correlated to changes in anxiety (Pearson ρ=0.3, P=.02) but did not vary between supervised and unsupervised groups. Upon conclusion of the study, 46/62 (74%) reported they liked the music intervention. 57/62 (92%) reported the app was easy to use, and 49/62 (79%) reported they would be willing to use the music intervention at home.

Conclusions: A smartphone-based music intervention decreased pain and anxiety among patients in an emergency department observation unit, with no difference between supervised and unsupervised use. Individuals reporting the greatest reduction in pain after music sessions included those scoring highest on baseline assessment of catastrophic thinking, suggesting there may
be specific patient populations that may benefit more from using music as an analgesic adjunct in the emergency department. Qualitative feedback suggested that this intervention was feasible and acceptable by emergency department patients.

(J Med Internet Res 2020;22(5):e18537) doi:10.2196/18537
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Introduction

Background
The number of opioid analgesics prescribed in the United States is now recognized as unsustainably and dangerously high [1,2], with no indication that the experience of pain among individuals has improved as a result. Three problematic consequences of increased opioid prescription are (1) overdose deaths, with over 47,000 individuals dying from opioid-related overdose in 2017 [3] (approximately 128 individuals per day); (2) an epidemic of opioid use disorder, with escalation to injection opioid use and increasing numbers of opioid-related bacterial infections [4]; and (3) an inherent conflict of clinical priorities in the emergency department (ED), where providers confront the competing pressures of reducing exposure to opioid analgesics while still managing acutely painful conditions, with limited alternatives [5,6]. Nonopioid analgesics, increasingly the first-line treatment for certain acutely painful conditions, often provide an inadequate response. Enhancing the response to nonopioid (or opioid) analgesics through adjunctive use of behavior modulatory therapies (eg, cognitive behavioral therapy) [7] or complementary medicine (eg, yoga, acupuncture) is an attractive strategy [8,9], but these therapies are difficult to deploy in the ED. Therefore, exploration of other more feasible and scalable alternative strategies is needed to reduce or replace opioid pharmacotherapy in this context.

One potential adjunctive therapy is listening to music, a nearly universal experience shared across cultures, ethnicities, and races [10]. The ubiquity of music across cultures and known human history may arise from its capacity to improve affect and mood. Functional magnetic resonance imaging studies have shown that pleasurable music listening is associated with increased dopaminergic neurotransmission in the nucleus accumbens, a common reward pathway in the brain [11,12]. Music also improves affect, with at least one study showing a beneficial effect on both pain and anxiety in the perioperative setting [13].

The favorable neurochemistry induced by listening to music may enable an innovative behavioral intervention. Machine learning has identified features (ie, musical “genes”) associated with increased dopaminergic neurotransmission and improved affect while listening to pleasurable music [14,15]. These features intrinsic to music itself have formed the basis for commercial music selection algorithms such as the music genome project [16]. Similar techniques have been applied in the development of novel music programs to create new signatures of pleasurable music to be played from a smartphone app [17,18].

Objective
The objective of this study was to evaluate the feasibility and effectiveness of a smartphone-based music intervention for acute pain in patients presenting to the ED. We specifically sought to measure changes in pain and anxiety associated with 10-minute music listening sessions delivered in either a supervised or an ad hoc fashion to patients with pain symptoms in an ED observation unit.

Methods

Participant Recruitment
In this prospective study, we recruited patients who were admitted to an ED observation unit in a quaternary, urban, level I trauma academic ED. Study staff identified potential participants by screening the electronic medical record and liaising with ED clinical staff. English-speaking patients with ED observation unit stays of up to 48 hours and who had received orders for opioid analgesia were eligible to participate. We excluded patients who had a pacemaker, had hearing loss, were on contact precautions, had previously enrolled in the study, were unstably housed, or had a significant active medical or psychiatric illness. A trained research assistant (RA) explained the study in full and gauged potential participants’ interest in the study. Interested participants provided verbal consent. The Partners Human Research Committee (Institutional Review Board of Partners HealthCare, Boston, MA, USA) approved this protocol.

Participants provided basic demographic information and underwent baseline pain and psychosocial assessments using validated measures (see section on measures) using a study phone with direct connection to a REDCap data capture system version 9.5 (REDCap Consortium) [19]. Next, participants were introduced to and given instructions for operating the novel music app on a study smartphone (iPhone 6; Apple Inc, Cupertino, CA, USA). We were interested in 2 modalities of use of the music app. First, we wanted to understand the use of music by participants if they were not given formal guidance as to how often and how long they should use music for. Second, we wanted to determine the feasibility of using a regimented prescription of music supervised by an RA. We therefore randomly assigned participants via a predetermined, computer-generated random list into unsupervised versus supervised intervention use groups. Participants randomly assigned to the unsupervised group received a smartphone with the app preloaded and paired noise-canceling headphones and were encouraged to use the music intervention app on an as-needed basis. Participants also received contact information for RAs so they could seek help to troubleshoot any potential issues with the app or the devices used. For participants
randomly assigned to the supervised intervention group, a study RA reminded and assisted the participant to use the music app up to 3 times during their ED observation unit stay (approximately every 4 hours).

**Measures**

We used several measures to assess baseline patient characteristics.

**Pain**

The Brief Pain Inventory (BPI) is a 9-item, self-report, validated measure that assesses patients’ pain severity (least, worst, and average) and functional interference in the preceding week using an 11-point Likert scale with higher scores indicating greater pain or functional impact, or both [20].

**Psychosocial Characteristics**

We used the Patient-Reported Outcomes Measurement Information System (PROMIS) depression (8 items), sleep disturbance (8 items), and anxiety (7 items) short forms [21]. All PROMIS measures were scored on a 5-point Likert scale with higher scores indicating higher symptomatology. The Pain Catastrophizing Scale (PCS) comprises 13 items exploring individuals’ pain catastrophizing divided into 3 subscales for rumination about pain, magnification of pain, and perceived helplessness to do anything about pain [22]. The PCS uses a 5-point Likert scale with cumulative scores ranging from 0 to 52. The Perceived Stress Scale consists of 10 items to measure subjective stress and uses a 5-point Likert scale for each item, where higher total scores indicate greater stress (range 0-40) [23]. We measured somatization using the 7-item somatization subscale from the Brief Symptom Inventory, where response options were scored on a 5-point Likert scale, with higher scores indicating greater somatization [24].

**The Music Intervention**

Participants interacted with a smartphone-based music app that used 5 separate commissioned instrumental tracks intended to be relaxing (Unwind; Bose Corporation, Boston, MA, USA) [25]. These music tracks were composed using a backbone of musical genes derived through a machine learning algorithm that selected key musical features expected to induce subjective “thrills” among individuals, combined with human-composed music. Users were presented with a preview screen that allowed them to sample 5 different tracks and select their favorite track. The same 5 tracks were presented to each participant. Next, participants used noise-canceling headphones to listen to 10 minutes of the selected track. Participants rated their pain and anxiety using a 10-point Likert scale at the beginning and end of the 10-minute music session. At completion of the study procedures, participants were guided through an RA-administered survey to assess the feasibility of operating the music app and formative reflections on using music in the ED observation unit. We collected data on the total opioid administered during the participants’ ED observation unit stay from the electronic medical record and converted does to milligram morphine equivalents (MMEs). We then divided the MME amount by the number of hours the patient spent in the ED observation unit to calculate a normalized opioid utilization score (MME/h) for each participant during the study.

**Data Analysis**

We summarized participant characteristics using frequencies and percentages for categorical variables, and mean and standard deviation or median and interquartile range for continuous variables, according to normality of distribution. For patient-reported scores of baseline and postmusic session pain and anxiety, we calculated mean values for each patient. We compared mean premusic versus mean postmusic scores using a nonparametric paired test (related-samples Wilcoxon signed rank test). We averaged the change in pain scores by subtracting mean end pain score from mean beginning pain score; we assessed this value (change in pain with music) for correlation with baseline patient characteristics, including psychosocial (anxiety, depression, catastrophizing, stress) and general pain severity and interference (BPI) questionnaires, using Spearman or Pearson correlations, as appropriate. All statistical tests were 2-tailed, and level of significance was set at Cronbach α = .05. We performed all analyses using IBM SPSS 25 (IBM Corporation).

**Results**

**Participant Characteristics**

We screened 420 individuals, of whom 144 were eligible for participation (Figure 1). Of these, we enrolled 82 patients. Common reasons for nonparticipation were lack of interest in research, other concomitant ongoing clinical assessments, and the inability to operate a smartphone.
The mean age of participants in the total sample (N=81) was 43.84 (SD 15) years, with a larger proportion of men (57, 70%) than women (24, 30%; Table 1). Reported pain in the previous week was high (BPI mean pain score 6.12, SD 1.8, out of 10), and at baseline 14 (17%) of participants were taking opioids on a regular basis. Participants reported relatively elevated scores on depression, anxiety, stress, and somatization (Table 1). Similarly, pain catastrophizing scores were higher than in previous reports of healthy volunteers [22] and similar to ranges reported among patients with chronic pain. We identified no difference between the supervised and unsupervised groups in terms of baseline pain or psychosocial characteristics ($P>.05$).
Table 1. Patient sample characteristics (N=81).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>43.84 (15)</td>
</tr>
<tr>
<td>Female sex, n (%)</td>
<td>24 (30)</td>
</tr>
<tr>
<td>Taking opioids at baseline, n (%)</td>
<td>14 (17)</td>
</tr>
<tr>
<td><strong>Baseline Brief Pain Inventory (BPI) score, mean (SD)</strong></td>
<td></td>
</tr>
<tr>
<td>BPI current</td>
<td>6.17 (2.1)</td>
</tr>
<tr>
<td>BPI worst</td>
<td>8.61 (2.2)</td>
</tr>
<tr>
<td>BPI least</td>
<td>3.02 (2.4)</td>
</tr>
<tr>
<td>BPI mean</td>
<td>6.12 (1.8)</td>
</tr>
<tr>
<td>BPI interference</td>
<td>6.22 (2.4)</td>
</tr>
<tr>
<td><strong>Patient-Reported Outcomes Measurement Information System score, mean (SD)</strong></td>
<td></td>
</tr>
<tr>
<td>Anxiety (score range 7-35)</td>
<td>19.13 (6.2)</td>
</tr>
<tr>
<td>Depression (score range 8-40)</td>
<td>17.38 (7.5)</td>
</tr>
<tr>
<td>Sleep Disturbance (score range 8-40)</td>
<td>29.22 (6.4)</td>
</tr>
<tr>
<td>Somatization (Brief Symptom Inventory; score range 0-35), mean (SD)</td>
<td>12.61 (4.0)</td>
</tr>
<tr>
<td>Perceived Stress Scale (score range 0-40)</td>
<td>18.83 (3.5)</td>
</tr>
<tr>
<td><strong>Pain Catastrophizing Scale (score range 0-52), mean (SD)</strong></td>
<td></td>
</tr>
<tr>
<td>Rumination</td>
<td>8.35 (4.7)</td>
</tr>
<tr>
<td>Magnification</td>
<td>3.28 (2.5)</td>
</tr>
<tr>
<td>Helplessness</td>
<td>10.48 (6.4)</td>
</tr>
<tr>
<td>Total</td>
<td>22.11 (12.5)</td>
</tr>
</tbody>
</table>

**Change in Pain During a Music Session**

A total of 73 participants successfully attempted the music sessions, with a mean of 3 music sessions and a range of 1 to 9 music sessions per participant. We obtained fewer postmusic pain ratings than premusic ratings, with the missed postmusic ratings frequently being due to the participant falling asleep while listening to the music, as noted by RAs in supervised administrations. Comparison of mean pain scores before and after music interventions revealed a significant overall reduction in pain scores in most individuals (Figure 2, part A; related-samples Wilcoxon signed rank test, \( P < .001 \)). The mean change in pain scores with music was modest (mean difference \(-0.81, 95\% \text{ CI} -0.45 \text{ to } -1.16\)), with considerable variability among participants. To explore participant characteristics associated with the greatest benefit, we correlated the magnitude change in pain scores to baseline characteristics. Those with higher current pain reported on the BPI experienced greater pain relief with the use of music (Spearman \( \rho = -0.37, P = .004 \)).
Patient Characteristics Associated With Pain Reduction

The psychosocial variables anxiety, depression, sleep disturbance, and catastrophizing showed significant intercorrelation to each other, as well as a significant association with reported acute pain (Multimedia Appendix 1). The PCS score at baseline was inversely correlated with the change in pain during the music session (difference between the end and beginning pain scores; Spearman ρ=−0.39, P=.009; Figure 2, part B); participants with initial PCS scores greater than 20 were more likely to report a significant decrease in pain with the music intervention (Figure 2, part C). Other psychosocial variables (anxiety, depression, somatization, stress) were not significantly related to the degree of music-induced change in pain. Pain reduction did not differ between the supervised and unsupervised groups (P>.05).

Change in Anxiety During a Music Session

Comparison of mean anxiety scores reported before and after the music intervention revealed a significant overall reduction in anxiety in most individuals (Figure 3, part A; related-samples Wilcoxon signed rank test, P<.001). As with pain, the mean magnitude of change in anxiety scores with music was modest (mean difference −0.72, 95% CI −0.33 to −1.12), with considerable variability among participants. Greater reduction in anxiety scores significantly correlated with baseline anxiety, with those reporting high baseline anxiety also showing a greater reduction in anxiety with music (Figure 3, part B). Other psychosocial variables (depression, somatization, stress, catastrophizing) were not significantly related to the degree of music-induced change in anxiety. Change in pain was modestly related to change in anxiety (Pearson ρ=0.30, P=.02). Anxiety reduction did not differ between the supervised and unsupervised groups (P>.05).
Figure 3. Effect of music on anxiety in emergency department patients. (A) Comparison of mean anxiety scores reported before and after the music listening intervention revealed a significant overall reduction in anxiety among individuals (related-samples Wilcoxon signed rank test, \( P < .001 \)). The mean magnitude change in anxiety score with music was modest (mean difference –0.72, 95% CI –0.33 to –1.12) with considerable variability among participants. (B) Higher baseline anxiety scores were associated with a greater reduction in anxiety scores before and after the music session (Spearman \( \rho = 0.3, P = .02 \)).

Relationship of Baseline Characteristics to Opioid Use While in the ED Observation Unit

As a secondary exploratory analysis, we examined whether certain patient characteristics were associated with higher opioid use during the ED observation unit stay. A higher reported baseline sleep disturbance was associated with increased opioid consumption (Figure 4). Other baseline patient characteristics were not significantly related to changes in opioid use.

Figure 4. Variation in opioid use among participants with baseline sleep disturbance. Baseline sleep disturbance (measured by the Patient-Reported Outcomes Measurement Information System [PROMIS] short form) was associated with a higher amount of opioid consumption (milligram morphine equivalent [MME]) per hour while in the emergency department (Spearman \( \rho = 0.24, P = .03 \)).
Feasibility and User Experience

Analyses of the exit survey data revealed that most participants had used music as therapy before (43/62, 69%), and many participants had used other music apps in the past (23/62, 37%). The majority of participants reported they liked the music app (46/62, 74%), with the majority (43/62, 69%) saying they used it to relax during their ED stay, and some (15/62, 24%) endorsed using the music to sleep (Table 2). Most participants (49/62, 79%) said they would use it at home.

Table 2. Summary of the exit survey impressions of the Unwind App (n=62).

<table>
<thead>
<tr>
<th>User experience</th>
<th>Values, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>App was easy to use</td>
<td>57 (92%)</td>
</tr>
<tr>
<td>Liked the music app</td>
<td>46 (74%)</td>
</tr>
<tr>
<td>Purpose of app use: relax</td>
<td>43 (69%)</td>
</tr>
<tr>
<td>Purpose of app use: sleep</td>
<td>15 (24%)</td>
</tr>
<tr>
<td>Would use the app at home</td>
<td>49 (79%)</td>
</tr>
</tbody>
</table>

Discussion

Principal Findings

These findings suggest that music may be used to decrease pain and anxiety among individuals admitted to an ED observation unit. Individuals who had increasing catastrophizing at baseline (measured by the PCS) experienced greater decreases in pain and anxiety after listening to the music app. This demonstrates that music interventions may potentially be applied with greater effect in individuals with higher catastrophizing in the ED. Our findings are consistent with other investigations that described many other sources of music to be associated with the reduction of postoperative or procedural pain in individuals with chronic pain [26-32]. Additionally, the feasibility of using this music intervention in both a supervised and an unsupervised model suggests that this intervention can be used as a prescribed, targeted intervention in the ED or used ad hoc in individuals who may experience pain outside of the ED.

Music has several hypothesized effects on pain. First, music may modulate affect by impacting reward pathways, as changes in dopaminergic neurotransmission are associated with pleasurable or relaxing music. Music may decrease other pain-augmenting factors such as anxiety. Second, music may alter the nociceptive processing of pain by changing pain perception of nociceptive stimuli, as some laboratory-based investigations have suggested [10,18,28], or whether music alteration of sensory modulation of pain produced by this music intervention was greatest in individuals with high levels of catastrophizing (negative cognitions and rumination about pain). Similarly, reduction of anxiety during the intervention was largest among those with highest baseline anxiety levels. The finding that music has a greater impact on those individuals with high levels of baseline catastrophizing anxiety is notable, as these traits are often associated with greater resistance to pharmacological manipulation, as well as pain persistence. Other previous studies among pain patients have found an association between greater catastrophizing scores and greater efficacy of behavioral interventions directed at affect, mood, and catastrophizing [39-41]. Whether the pain-sparing effect of music among high catastrophizers is due to alteration of sensory perception of nociceptive stimuli, as some laboratory-based investigations have suggested [17,18,28], or whether music modulates affect and thus indirectly decreases the impact of painful stimuli [27,36] remains to be clearly defined. Attentional modulation of (distraction away from) painful stimuli may be an important aspect of how music provides pain relief [41], although it seems unlikely to be the sole mechanism, as distraction alone has not led to pain reductions in similar populations [42].

Notably, the modulation of pain produced by this music intervention was greatest in individuals with high levels of catastrophizing (negative cognitions and rumination about pain). Similarly, reduction of anxiety during the intervention was largest among those with highest baseline anxiety levels. The finding that music has a greater impact on those individuals with high levels of baseline catastrophizing anxiety is notable, as these traits are often associated with greater resistance to pharmacological manipulation, as well as pain persistence. Other previous studies among pain patients have found an association between greater catastrophizing scores and greater efficacy of behavioral interventions directed at affect, mood, and catastrophizing [39-41]. Whether the pain-sparing effect of music among high catastrophizers is due to alteration of sensory perception of nociceptive stimuli, as some laboratory-based investigations have suggested [17,18,28], or whether music modulates affect and thus indirectly decreases the impact of painful stimuli [27,36] remains to be clearly defined. Attentional modulation of (distraction away from) painful stimuli may be an important aspect of how music provides pain relief [41], although it seems unlikely to be the sole mechanism, as distraction alone has not led to pain reductions in similar populations [42].

Our exit survey data of patients at the end of the study support a possible role of affect modulation in music’s effect. For example, one participant described that they continued to experience pain while listening to the music but felt “better” about their pain. Others reported decreased anxiety about their pain, while some notably reported that they preferred the use of music as therapy before (43/62, 69%), and many participants had used other music apps in the past (23/62, 37%).
of music over receiving an opioid. Interestingly, one observation from the study was that many participants fell asleep during the listening session, consistent with many previous studies that have noted an important connection between sleep deprivation and pain [43]. These findings suggest that the interplay between music and pain is complex. We anticipate that future investigations will address both the mechanisms in which music therapy may integrate within the biopsychosocial model of pain, and the implementation science behind operationalizing a recommendation for music to address the experience of pain.

**Limitations**

This study had several limitations. First, we conducted our study at a single urban academic ED. Experiences regarding complaint and psychosocial profiles of study participants and the resources available in ED observation units may be different in other types of ED settings, thus limiting generalizability to similar cohorts. Second, participants operating the app did not always rate postintervention pain and anxiety each time they used it. Anecdotally, participants reported that listening to the music made them fall asleep—itself a highly beneficial effect—thus leaving them unable to complete the postassessment, and possibly underestimating the degree of pain and anxiety reduction. This, taken together with the observation that individuals with the greatest sleep disturbance used the most opioids, suggests that future work should explore the use of music intervention to augment sleep in individuals with pain. Third, because our primary objective was the effectiveness and feasibility of using music to reduce pain and anxiety, we employed a pre-post assessment over multiple sessions, and there was thus not a control group in this study. Fourth, the use of the music app was not directly tied to opioid administration in the ED observation unit. We did not encourage participants or nursing staff to access the music app at particular times proximal to their scheduled opioid administration. Future investigations should consider offering music in strategic times near opioid administration to understand whether the analgesic effects of music can diminish the times individuals request opioids. This also made it impossible to investigate the impact of music on opioid use during the study period.

**Conclusion**

A smartphone-based intervention built on machine learning–based musical knowledge produced a significant decrease in both pain and anxiety among ED observation unit patients with acute pain. Participants experienced decreased pain and anxiety regardless of whether they used the music intervention on an as-needed basis for pain or under direct supervision. Individuals with higher catastrophizing scores at baseline gained more benefit from the music intervention. Further randomized, controlled studies evaluating the effect of different types of music intervention on pain modulation, pain catastrophizing, and opioid use are needed [43]. Careful assessment of baseline characteristics may help further delineate those who are most likely to derive analgesic benefit from music. Ultimately, our results demonstrate that a music intervention is a feasible adjunctive therapy for individuals who have pain in the ED, as participants willingly used a music intervention when offered to them.
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Abstract

Background: Continuous photoplethysmography (PPG) monitoring with a wearable device may aid the early detection of atrial fibrillation (AF).

Objective: We aimed to evaluate the diagnostic performance of a ring-type wearable device (CardioTracker, CART), which can detect AF using deep learning analysis of PPG signals.

Methods: Patients with persistent AF who underwent cardioversion were recruited prospectively. We recorded PPG signals at the finger with CART and a conventional pulse oximeter before and after cardioversion over a period of 15 min (each instrument). Cardiologists validated the PPG rhythms with simultaneous single-lead electrocardiography. The PPG data were transmitted to a smartphone wirelessly and analyzed with a deep learning algorithm. We also validated the deep learning algorithm in 20 healthy subjects with sinus rhythm (SR).

Results: In 100 study participants, CART generated a total of 13,038 30-s PPG samples (5850 for SR and 7188 for AF). Using the deep learning algorithm, the diagnostic accuracy, sensitivity, specificity, positive-predictive value, and negative-predictive value were 96.9%, 99.0%, 94.3%, 95.6%, and 98.7%, respectively. Although the diagnostic accuracy decreased with shorter sample lengths, the accuracy was maintained at 94.7% with 10-s measurements. For SR, the specificity decreased with higher variability of peak-to-peak intervals. However, for AF, CART maintained consistent sensitivity regardless of variability. Pulse rates had a lower impact on sensitivity than on specificity. The performance of CART was comparable to that of the conventional device when using a proper threshold. External validation showed that 94.99% (16,529/17,400) of the PPG samples from the control group were correctly identified with SR.

Conclusions: A ring-type wearable device with deep learning analysis of PPG signals could accurately diagnose AF without relying on electrocardiography. With this device, continuous monitoring for AF may be promising in high-risk populations.

Trial Registration: ClinicalTrials.gov NCT04023188; https://clinicaltrials.gov/ct2/show/NCT04023188

(J Med Internet Res 2020;22(5):e16443) doi:10.2196/16443
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Introduction

Atrial fibrillation (AF) is the most common cardiac arrhythmia, and its prevalence has rapidly increased, especially in the elderly population [1]. In view of this trend, 17.9 million adults are expected to develop AF in Europe by the year 2060 [2]. The socioeconomic burdens of AF are also increasing rapidly in line with its prevalence such that annual medical expenses associated with AF have risen at least five fold in the last decade [3]. Considering the serious complications of AF, early diagnosis and proper management are important.

However, the early detection of AF is challenging owing to its paroxysmal nature [4]. This characteristic makes single electrocardiography (ECG) screening no better than pulse palpation to detect silent AF [5]. Besides, the diagnosis of early AF tends to be delayed because the condition is often asymptomatic [6]. This unmet need for early AF detection may be relieved by continuously monitoring the cardiac rhythm in high-risk populations [7]. However, the cost and invasiveness of an implantable loop recorder limit its use as a continuous monitoring device.

Recently, photoplethysmography (PPG) has been assessed to generate a novel biosignal to monitor AF [8-11]. Compared with ECG, PPG has advantages in terms of accessibility and applicability to wearable or mobile devices [12]. In contrast to an inconvenient traditional strategy to confirm cardiac arrhythmia whereby the patient needs to visit the hospital and undergo ECG, PPG can be easily performed at home using a smartphone or a wearable device. Recently, the Apple Heart Study showed that this strategy has the potential to detect underlying AF in the general population [13]. Moreover, AF detection with PPG can be accurate with deep learning analysis, without relying on ECG [14]. However, the accuracy of PPG depends on the site of measurement [15]. The finger has the highest amplitude and the smallest pulse peak time and reflection index for PPG compared with other body parts; thus, it provides maximum information that can be analyzed [16]. The finger also receives a more abundant supply of arterial blood than the wrist and is easier to affix sensors, hence improving signal quality. As a result, collection of PPG signals from the finger is likely to yield better signal quality than that from the wrist. Therefore, a ring-type wearable device may be a more suitable candidate for the acquisition of PPG signals than a wrist-type wearable device, such as the Apple Watch. Thus, we hypothesized that a ring-type wearable device monitoring PPG data would have high diagnostic performance in the detection of AF. This study aimed to develop a ring-type wearable device (CardioTracker, CART) to detect AF with deep learning analysis of PPG signals and to evaluate its diagnostic performance in patients with AF.

Methods

Study Design and Population

This was a prospective, single-center, observational cohort study conducted from 2018 to 2019. The flowchart of this study is illustrated in Multimedia Appendix 1. Adult patients (aged ≥20 years) with persistent AF who were admitted for elective direct-current cardioversion were eligible for the study. The patients were excluded from the study if their cardiac rhythm just before the cardioversion was not AF. The participants who met the eligibility criteria were introduced to the study and enrolled after obtaining informed consent. The recruitment process was consecutive, and measurements were performed in the order of consent to participate in the study.

For direct-current cardioversion, electric shocks of 100-200 J with a biphasic defibrillator were delivered by paddles under light sedation. The cardiac rhythms before and after the cardioversion were validated with 12-lead ECG read by three cardiologists. If there was a discrepancy, a senior electrophysiologist (EKC or EL) assessed the final cardiac rhythm. Both before and after the cardioversion, each participant was at rest in the supine position and PPG and simultaneous single-lead ECG were recorded over 15 min. We did not measure PPG signals after the shock delivery for those in whom cardioversion was unsuccessful. The study protocol was approved by the Institutional Review Board of Seoul National University Hospital and adhered to the Declaration of Helsinki (approval no: 1801-081-916). The study has been registered at ClinicalTrials.gov (NCT04023188).

Measurements

This study used PPG measurements by CART (Sky Labs Inc, Seongnam, Republic of Korea) and a conventional medical-grade pulse oximeter (iDAQ-400 with PPG-AMP and P400, PhysioLab Inc, Busan, Republic of Korea) as the two index tests and synchronized single-lead ECG (lead I) as the reference standard. The two devices recorded PPG signals simultaneously (CART at the proximal phalanx and the conventional device at the fingertip). The participant chose a finger that was the most comfortable for PPG measurements and wore CART. Wearing CART was not very different from wearing a conventional ring. However, to ensure proper signal quality, other fingers were selected if there were scars, thick skin, or tremors. Moreover, three different sized CART devices were prepared for proper contact between the skin and PPG sensors. The measurements of both PPG signals and the single-lead ECG were synchronized. The PPG signals from the conventional device and the single-lead ECG were tracked and recorded by monitoring equipment kept at the bedside, whereas the PPG signals from CART were wirelessly transmitted to a research-purpose smartphone in real time (Figure 1). The rhythms of PPG data were confirmed and labeled by reading synchronized single-lead ECG strips. The cardiac rhythms were classified into sinus rhythm (SR) or AF. Here, SR included a case where there existed premature atrial or ventricular beats.
During the measurement, the participant was required to lie still in bed to minimize motion artifacts.

We applied a bandpass filter (0.2-18 Hz) to the PPG signals, recorded them at a sampling frequency of 50 Hz, and exported them in XML format for preprocessing. Examples of PPG data from CART and the conventional pulse oximeter are illustrated in Multimedia Appendix 2.

For data augmentation [14,17], each 15-min PPG datum was divided into 30-s samples with 20-s overlaps. For the deep learning process, every sample was labelled as AF or SR according to the rhythm of its synchronized single-lead ECG.

Figure 1. Demonstration of photoplethysmography (PPG) monitoring by CardioTracker (CART). CART measures PPG signals at the proximal phalanx and wirelessly transmits the data to the linked smartphone, which can monitor the PPG signals in real-time, and the deep learning algorithm suggests a possible diagnosis.

Ring-Type Wearable Device
CART has been developed to collect and analyze PPG signals from the proximal phalanx. The measurement is based on the reflective method [18], using high-intensity green light-emitting diodes (LEDs) and photodiodes (PDs) embedded inside. It analyzes the PPG signals using a deep learning algorithm with a convolutional neural network (CNN) [17,19], which involves nine neural layers, where the top two are fully connected. The neural network was trained by the Adam optimizer [20]. Dropout and L2 regularization were performed to prevent overfitting [21]. The softmax outputs of the neural network were gently calibrated with temperature scaling to exhibit the diagnostic confidence of SR and AF for every testing PPG sample [22].

To compare the CNN to nondeep learning algorithms, CART also uses a linear-kernel support vector machine (SVM) [23], as it has been shown to have the best diagnostic performance among nondeep learning algorithms [24]. For the features of SVM, we used root mean square of the successive differences of RR intervals with Shannon entropy (RMSSD+ShE) [25], autocorrelation [9], and the ensemble of the previous two (RMSSD+ShE and autocorrelation).

Multimedia Appendix 3 illustrates CART and its wireless charging station. The LEDs and PDs of CART were designed to be located under the finger. CART is made of surgical steel and is waterproof and dustproof (IP58 grade). It collects PPG signals at the proximal phalanx by measuring the reflected lights under the finger. It can monitor PPG signals over 60 hours continuously and can store data for up to 10 hours. It can upload the data via Bluetooth to a mobile or cloud server and can be charged wirelessly with its cradle.

Diagnostic Performance Analysis
We evaluated the baseline characteristics of the study population, including demographics, comorbidities, use of antiarrhythmic agents and anticoagulants, CHA2DS2-VASc score, and other relevant factors. We also analyzed the performance of CART in detecting AF and SR using various performance metrics, such as sensitivity, specificity, positive predictive value, and negative predictive value. Additionally, we compared the performance of CART to the conventional pulse oximeter and other nondeep learning algorithms to assess the advantages and disadvantages of each method.
scores, and history of AF. Multiple five-fold cross-validation processes were used to perform the training and testing processes of the deep learning algorithm. Each validation process randomly assigned 80% of the total participants for training and the other 20% for testing. The validation process was repeated 10 times for each combination of training and testing datasets, resulting in a total of 50 validation processes for evaluating overall diagnostic performance. For the deep learning process, entire 30-s PPG samples were used without pre-extracted features in training or testing. For a given PPG sample, the deep learning algorithm identified SR or AF, whichever had higher diagnostic confidence. There were no indeterminate or missing data in the two index tests and the reference standard.

To evaluate the diagnostic performance of CART according to the length of the PPG samples, we generated 25-, 20-, 15-, 10-, and 5-s PPG samples from the raw data and repeated the analysis. To investigate whether its performance is affected by the variability of peak-to-peak intervals or the pulse rate of PPG signals, we calculated both the coefficient of variation of the peak-to-peak intervals and the pulse rate for every sample. The diagnostic performance according to the variability and pulse rate was evaluated. As the use of a ring-type device for PPG measurement is not fully understood yet, we compared the two index tests (CART and conventional device) by performing the same analysis but with different PPG measurements. We also assessed the accuracy of the diagnostic performance by trying different subsets of PPG samples; a PPG sample was allowed to be tested by the deep learning algorithm only if its diagnostic confidence was higher than a certain threshold level. For external validation of CART with the deep learning algorithm, 20 healthy subjects with SR were additionally recruited. The PPG signals were measured by CART and processed according to the same protocol in each subject. Considering the random characteristics of deep learning, we repeated the testing 10 times.

Statistical Analysis
The Kolmogorov-Smirnov test was used to check for normal distribution of clinical variables. The data are presented as mean (SD) for age, median with IQR for body mass index and CHA\textsubscript{2}-DS\textsubscript{2}-VASc score, or n (%) for other variables. We obtained cross-tabulation from the validation process and calculated the sensitivity, specificity, positive-predictive value (PPV), negative-predictive value (NPV), and diagnostic accuracy (the ratio between the number of correct cases and the total number of tests). A receiver operating characteristic curve was constructed, and the area under the curve (AUC) with 95% CI was calculated using the diagnostic confidence (CNN) or features (SVM). The mean pulse rate was compared between SR and AF samples using the Student t test. All statistical analyses were two-sided, and \( P < .05 \) was considered statistically significant. The data were analyzed using SPSS version 22.0 (IBM Corp, Armonk, New York, USA).

Results
Baseline Characteristics
The baseline characteristics of the study population are illustrated in Table 1. A total of 100 participants (81 male participants, 81%; mean age 63.8 years, SD 8.5; median CHA\textsubscript{2}-DS\textsubscript{2}-VASc score 2) were enrolled in this study. We collected a total of 13,038 30-s PPG samples (5850 for SR and 7188 for AF) from this population, using CART. Among the 100 participants, 81 had persistent AF and the other 19 had long-standing persistent AF. In 15 participants, cardioversion was unsuccessful. The mean pulse rate was higher in AF samples than in SR samples (63.5, SD 9.9 vs 59.6, SD 9.9; \( P < .001 \)). There were no adverse events or safety issues during the study.
Table 1. Baseline characteristics of the study population (N=100).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Value&lt;sup&gt;a&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Demographics</strong></td>
<td></td>
</tr>
<tr>
<td>Age (years)</td>
<td>63.8 (8.5)</td>
</tr>
<tr>
<td>Male</td>
<td>81 (81.0)</td>
</tr>
<tr>
<td>Median body mass index (kg/m&lt;sup&gt;2&lt;/sup&gt;)</td>
<td>25.3 (23.5-27.1)</td>
</tr>
<tr>
<td>Median CHA&lt;sub&gt;2&lt;/sub&gt;DS&lt;sub&gt;2&lt;/sub&gt;-VASc score</td>
<td>2 (1-3)</td>
</tr>
<tr>
<td>Atrial fibrillation ablation history</td>
<td>7 (7.0)</td>
</tr>
<tr>
<td><strong>Types of AF</strong></td>
<td></td>
</tr>
<tr>
<td>Persistent&lt;sup&gt;b&lt;/sup&gt;</td>
<td>81 (81.0)</td>
</tr>
<tr>
<td>Long-standing persistent&lt;sup&gt;c&lt;/sup&gt;</td>
<td>19 (19.0)</td>
</tr>
<tr>
<td><strong>Comorbidity</strong></td>
<td></td>
</tr>
<tr>
<td>Congestive heart failure</td>
<td>15 (15.0)</td>
</tr>
<tr>
<td>Hypertension</td>
<td>57 (57.0)</td>
</tr>
<tr>
<td>Diabetes mellitus</td>
<td>27 (27.0)</td>
</tr>
<tr>
<td>Stroke or transient ischemic attack</td>
<td>4 (4.0)</td>
</tr>
<tr>
<td>Myocardial infarction or ischemic heart disease</td>
<td>6 (6.0)</td>
</tr>
<tr>
<td>Valvular heart disease</td>
<td>3 (3.0)</td>
</tr>
<tr>
<td>Dyslipidemia</td>
<td>35 (35.0)</td>
</tr>
<tr>
<td>Chronic renal failure</td>
<td>3 (3.0)</td>
</tr>
<tr>
<td>Chronic obstructive pulmonary disease</td>
<td>1 (1.0)</td>
</tr>
<tr>
<td>Hyperthyroidism</td>
<td>3 (3.0)</td>
</tr>
<tr>
<td><strong>Antiarrhythmic agents</strong></td>
<td></td>
</tr>
<tr>
<td>Propafenone</td>
<td>17 (17.0)</td>
</tr>
<tr>
<td>Flecaïnide</td>
<td>10 (10.0)</td>
</tr>
<tr>
<td>Pilsicainide</td>
<td>3 (3.0)</td>
</tr>
<tr>
<td>Sotalol</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Amiodarone</td>
<td>64 (64.0)</td>
</tr>
<tr>
<td>Beta-blocker</td>
<td>24 (24.0)</td>
</tr>
<tr>
<td>Nondihydropyridine calcium channel blocker</td>
<td>27 (27.0)</td>
</tr>
<tr>
<td>Digoxin</td>
<td>2 (2.0)</td>
</tr>
<tr>
<td><strong>Anticoagulants</strong></td>
<td></td>
</tr>
<tr>
<td>Warfarin</td>
<td>9 (9.0)</td>
</tr>
<tr>
<td>Nonvitamin K oral anticoagulant</td>
<td>91 (91.0)</td>
</tr>
<tr>
<td><strong>Other medications</strong></td>
<td></td>
</tr>
<tr>
<td>Angiotensin-converting enzyme inhibitor</td>
<td>100 (100)</td>
</tr>
<tr>
<td>Angiotensin II receptor blocker</td>
<td>29 (29.0)</td>
</tr>
<tr>
<td>Diuretics</td>
<td>15 (15.0)</td>
</tr>
<tr>
<td>Statin</td>
<td>32 (32.0)</td>
</tr>
</tbody>
</table>

<sup>a</sup>Values are mean (SD) for age, median (IQR) for body mass index and CHA<sub>2</sub>DS<sub>2</sub>-VASc score, or n (%) for other variables.

<sup>b</sup>Atrial fibrillation history for more than 1 month but less than 1 year.

<sup>c</sup>Atrial fibrillation history for more than 1 year.
Diagnostic Performance According to the Algorithms

The performance of CART according to the algorithms is presented in Table 2 and Figure 2. Combined with the CNN algorithm, it showed the highest performance for all the diagnostic parameters, with diagnostic accuracy of 96.89%, sensitivity of 98.96%, specificity of 94.34%, PPV of 95.55%, NPV of 98.67%, and AUC (95% CI) of 0.993 (0.992-0.993). Among the nondeep learning algorithms, SVM with the ensemble method had the highest results for all the parameters, except sensitivity and NPV, with diagnostic accuracy of 91.49%, sensitivity of 91.29%, specificity of 91.74%, PPV of 93.14%, NPV of 89.55%, and AUC (95% CI) of 0.983 (0.982-0.983). Adding RMSSD and ShE to autocorrelation as features did not significantly improve the performance of SVM (Figure 2).

Table 2. Diagnostic performance of the ring according to algorithms.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Accuracy, mean percentage</th>
<th>Sensitivity, mean percentage</th>
<th>Specificity, mean percentage</th>
<th>Positive-predictive value, mean percentage</th>
<th>Negative-predictive value, mean percentage</th>
<th>AUC (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Convolutional neural network</td>
<td>96.89</td>
<td>98.96</td>
<td>94.34</td>
<td>95.55</td>
<td>98.67</td>
<td>0.993 (0.992-0.993)</td>
</tr>
<tr>
<td>SVM(^c), ensemble(^d)</td>
<td>91.49</td>
<td>91.29</td>
<td>91.74</td>
<td>93.14</td>
<td>89.55</td>
<td>0.983 (0.982-0.983)</td>
</tr>
<tr>
<td>SVM, autocorrelation(^d)</td>
<td>91.37</td>
<td>92.15</td>
<td>90.4</td>
<td>92.18</td>
<td>90.36</td>
<td>0.982 (0.981-0.982)</td>
</tr>
<tr>
<td>SVM, RMSSD(^d)+ShE(^f) (^g)</td>
<td>84.11</td>
<td>90.65</td>
<td>76.07</td>
<td>82.31</td>
<td>86.88</td>
<td>0.887 (0.885-0.889)</td>
</tr>
</tbody>
</table>

\(^a\)AUC: area under the receiver operating characteristic curve.
\(^b\)SVM: support vector machine.
\(^c\)SVM with autocorrelation, RMSSD, and ShE as features.
\(^d\)SVM with autocorrelation as a feature.
\(^e\)RMSSD: root mean square of the successive differences of RR intervals.
\(^f\)ShE: Shannon entropy.
\(^g\)SVM with RMSSD and ShE as features.

Figure 2. Diagnostic performance of CardioTracker (CART) according to the algorithms. CART with the deep learning algorithm achieved the highest results for all diagnostic parameters. (A) ROC curves, (B) Diagnostic parameters, and (C) AUCs according to the algorithms. AUC: area under the curve, CNN: convolutional neural network, NPV: negative-predictive value, PPV: positive-predictive value, ROC: receiver operating characteristic, SN: sensitivity, SP: specificity, SVM, autocorrelation: support vector machine with autocorrelation as a feature, SVM, RMSSD+ShE: support vector machine with root mean square of the successive differences of RR intervals and Shannon entropy as features, SVM, ensemble: support vector machine with all three features.

Impact of Sample Length

The association between sample length and the diagnostic performance of CART is presented in Figure 3 and Table 3. The figure only presents the results of CART with CNN. As expected, all diagnostic parameters decreased as sample length shortened. Using 10-s PPG segments, CART achieved diagnostic accuracy of 94.72%, sensitivity of 97.46%, specificity of 91.35%, PPV of 93.26%, NPV of 96.69%, and AUC (95% CI) of 0.985 (0.985-0.986).
Figure 3. The diagnostic performance of CardioTracker according to sample length. In general, longer lengths of photoplethysmography samples had higher diagnostic performances. AUC: area under the curve, NPV: negative-predictive value, PPV: positive-predictive value, SN: sensitivity, SP: specificity.

Table 3. Diagnostic performance according to sample length.

<table>
<thead>
<tr>
<th>Duration (s)</th>
<th>Accuracy, mean percentage</th>
<th>Sensitivity, mean percentage</th>
<th>Specificity, mean percentage</th>
<th>Positive-predictive value, mean percentage</th>
<th>Negative-predictive value, mean percentage</th>
<th>AUC(^a) (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>30</td>
<td>96.89</td>
<td>98.96</td>
<td>94.34</td>
<td>95.55</td>
<td>98.67</td>
<td>0.993 (0.992-0.993)</td>
</tr>
<tr>
<td>25</td>
<td>96.53</td>
<td>99.08</td>
<td>93.40</td>
<td>94.85</td>
<td>98.80</td>
<td>0.991 (0.990-0.991)</td>
</tr>
<tr>
<td>20</td>
<td>96.44</td>
<td>98.89</td>
<td>93.43</td>
<td>94.87</td>
<td>98.56</td>
<td>0.992 (0.992-0.992)</td>
</tr>
<tr>
<td>15</td>
<td>96.01</td>
<td>98.47</td>
<td>92.99</td>
<td>94.52</td>
<td>98.02</td>
<td>0.990 (0.990-0.990)</td>
</tr>
<tr>
<td>10</td>
<td>94.72</td>
<td>97.46</td>
<td>91.35</td>
<td>93.26</td>
<td>96.69</td>
<td>0.985 (0.985-0.986)</td>
</tr>
<tr>
<td>5</td>
<td>90.55</td>
<td>94.68</td>
<td>85.49</td>
<td>88.91</td>
<td>92.90</td>
<td>0.966 (0.965-0.966)</td>
</tr>
</tbody>
</table>

\(^a\)AUC: area under the receiver operating characteristic curve.

Impact of Premature Beats
Each SR-labelled PPG sample may have a record of atrial or ventricular premature beats, which can be confirmed by evaluating synchronized ECG. We evaluated the specificity of our device by assessing the burden of premature beats (Figure 4). The total number of samples was 10 times the number of SR samples (58,500), as the validation processes were repeated 10 times. When participants were randomized for the five-fold cross-validation processes such that the algorithm always encountered new participants in the testing, higher burdens of premature beats deteriorated the specificity of CART, regardless of the algorithm. Among the algorithms, CNN maintained the highest results for most cases of premature beat burdens. When samples were randomized such that the algorithm might encounter the same participants in testing, there was an improvement in CNN performance, especially for higher burdens of premature beats, and CNN maintained overall consistent results, regardless of the burden. As this validation process simulates a situation with a sufficiently large number of participants in the training dataset, this finding implies that the performance would improve with an increasing population, regardless of the burden of premature beats.
Figure 4. The specificity of CardioTracker according to the burden of premature beats. (A) The five-fold cross-validation process with randomization of participants. There was a decreasing trend of specificity according to increasing burden of premature beats. However, the convolutional neural network (CNN) maintained the highest results for most cases. (B) The five-fold cross-validation process with randomization of samples. The CNN improved specificity in especially high burden of premature beats. SVM, autocorrelation: support vector machine with autocorrelation as a feature, SVM, RMSSD+ShE: support vector machine with root mean square of the successive differences of RR intervals and Shannon entropy as features, SVM, ensemble: support vector machine with all three features.

Impact of the Variability of Peak-to-Peak Intervals and the Pulse Rate

The performance of CART can be affected by the characteristics of the PPG samples. We evaluated whether the variability of peak-to-peak intervals and the pulse rate affected the performance (Figure 5). For sensitivity, higher peak-to-peak interval variability and faster pulse rates were associated with higher sensitivity for SVM. However, for CNN, neither peak-to-peak interval variability nor pulse rate had such a relevant association with sensitivity. This finding suggests that CART with a deep learning algorithm is less affected by peak-to-peak interval variability or the pulse rate of AF.

For specificity, the performance of CART decreased with higher peak-to-peak interval variability regardless of the algorithm. However, for CNN, only the extremes of the variability (the ninth and the tenth deciles) had decreased specificity less than 90%. This finding was expected, as SR with higher peak-to-peak interval variability mimics AF to a great extent. There was a nonlinear association between specificity and pulse rate, and in general, the results were the highest with CNN. The complicated association between specificity and pulse rate can be mostly explained by evaluating the association between the burden of premature beats and the pulse rate (Multimedia Appendix 4). For example, lower specificity for the sixth decile of the pulse rate can be due to the higher burden of premature beats.
Figure 5. The sensitivity and specificity of CardioTracker according to the characteristics of samples. (A) and (B) With the deep learning algorithm, there were no definite associations between the sensitivity and peak-to-peak interval variability or the pulse rate. (C) The specificity generally decreased with higher peak-to-peak interval variability. (D) There was generally a U-shape association between specificity and the pulse rate. CNN: convolutional neural network, SVM, autocorrelation: support vector machine with autocorrelation as a feature, SVM, RMSSD+ShE: support vector machine with root mean square of the successive differences of RR intervals and Shannon entropy as features, SVM, ensemble: support vector machine with all three features.

Visualization of Deep Learning Analyses
The deep learning analyses for CART are illustrated in Figure 6 by mapping extracted features from the deep learning algorithm into two-dimensional space. According to the t-distributed stochastic neighbor embedding plot, the cluster of AF was well differentiated from the counterpart of SR. In the region where the two clusters overlapped, lower diagnostic confidences were observed, which suggests that the deep learning algorithm mostly failed when the PPG samples belonged to this region. When we applied heatmaps with the pulse rate and peak-to-peak interval variability, this region had characteristics with lower pulse rates and modest variabilities. When we inspected the actual PPG data, this region also exhibited noisy signals. Therefore, PPG samples with lower pulse rates, modest variabilities, and noise would likely have low diagnostic performance. The cluster of AF was homogeneous in terms of the pulse rate, whereas the cluster of SR had distinctive subportions according to the actual pulse rate.
**Figure 6.** Visualization of deep learning analyses. The deep learning analyses of CardioTracker are plotted with the t-SNE method. The upper panel: (A) The two clusters of AF and SR were well differentiated from each other, leaving a small overlapped portion. (B), (C), and (D) The overlapped region showed low diagnostic confidence, low pulse rates, and modest peak-to-peak interval variability. The lower panel: typical examples of photoplethysmography samples. AF: atrial fibrillation, SR: sinus rhythm, t-SNE: t-distributed stochastic neighbor embedding.

**CardioTracker and the Conventional Pulse Oximeter**

We evaluated the two index tests in parallel and observed the changes in diagnostic performances according to the threshold level of diagnostic confidence. Compared with the conventional pulse oximeter, CART showed comparable diagnostic performance (Table 4). In both devices, all the diagnostic parameters improved with increasing threshold levels (Multimedia Appendix 5). This finding is expected, as the diagnosis would become more accurate for samples with higher diagnostic confidence. However, this improvement was counter-balanced by increasing the proportion of filtered samples (not tested by the deep learning algorithm). From these findings, CART appears to be comparable to the conventional pulse oximeter when used as a PPG measurement device. Moreover, the performance of CART can be tuned by applying different threshold levels.
Utility of Photoplethysmography to Detect Atrial Fibrillation

This study used PPG signals measured from CART to detect AF. As there is a good correlation between each pulse of PPG and the corresponding QRS complex on ECG, it is feasible to diagnose AF with PPG. Considering that PPG has limited capability to detect atrial electrical activity, many PPG algorithms have been studied to detect AF using the randomness of peak-to-peak intervals [27,28]. Two issues should be addressed. First, there is uncertainty as to the choice of algorithm used to detect AF. For detecting AF with PPG, deep learning algorithms have been known to achieve the highest diagnostic results so far [14]. The possible reason is that nondeep learning algorithms use only specific data features, which are invented by humans, whereas deep learning algorithms analyze the entire dataset without human guidance. Second, the optimal anatomical location for PPG measurement is debatable. Multiple studies have evaluated the diagnostic value of PPG measured at various sites, including the wrist and face [8,10,12]. However, a recent study showed that the finger has the highest quality of PPG signals [16]. Therefore, to diagnose AF more effectively, it is probably best to analyze PPG signals from the finger. In summary, the most effective AF diagnosis is possible when analyzing PPG signals from the finger and using deep learning algorithms.

Wearable Devices to Detect Atrial Fibrillation With Photoplethysmography

The method for screening AF should be not only supported by sufficient diagnostic precision but also convenient for patients. The strategy of carrying a portable device involving point-of-care testing is not only inconvenient but also ineffective in that it can miss the diagnosis when AF is asymptomatic. In this context, a wearable device that continuously monitors PPG signals in the background without user intervention would be easy to use and efficient for diagnosis. If CART is worn all day, PPG signals can be continuously monitored; therefore, more AF episodes could be detected. However, continuous monitoring might increase the chance of collecting other signals, such as noise caused by movements in daily life, leading to a decrease in the accuracy of diagnosis. To resolve this problem, we need engineering technology for estimating and correcting motion artifacts through the use of accelerometer sensors in addition to PPG signal analysis. Second, various atrial tachyarrhythmia episodes other than AF could be detected more frequently, which might lower the diagnostic performance for AF detection by be continuously monitored with appropriate equipment and its measurement is convenient.

External Validation of CardioTracker in Healthy Subjects

A total of 1740 PPG samples were obtained from 20 healthy subjects with SR. Among these samples with repeated testing 10 times, 94.99% (16,529/17,400) of the testing cases were correctly identified with SR.

Principal Findings

This prospective observational cohort study evaluated the diagnostic performance of a ring-type wearable device (CART) to detect AF. To the best of our knowledge, this is the first clinical study to analyze the performance of a ring-type wearable device designed for detecting AF with PPG. The study had several findings. First, we found that the deep learning algorithm can maximize the performance of CART solely based on PPG. Second, a PPG measurement period of about 10 s may be sufficient to detect AF. Third, the data from a sufficiently large number of participants may further improve the performance of CART by enhancing the deep learning process, especially for difficult cases in which the high burden of premature beats mimics AF. Fourth, among the diagnostic parameters, sensitivity may be maintained at a consistently high level regardless of the variability of peak-to-peak intervals or the pulse rate of PPG signals. Fifth, although CART measures PPG at the middle of the finger, which is not the location where a conventional pulse oximeter measures the impulse, its performance is comparable to that of a conventional device. Lastly, we performed external validation of CART with the deep learning algorithm in healthy subjects and observed that the CNN algorithm can diagnose SR accurately.

Screening for Atrial Fibrillation in a High-Risk Population

AF is known to cause about 10% of the total cases of stroke, and it has been shown to increase the risk of stroke even when discovered incidentally through screening [26]. AF screening is beneficial in an appropriate setting for patients in all localities. Therefore, early diagnosis of AF with appropriate anticoagulant therapy is expected to reduce the risk of ischemic stroke. However, early diagnosis is challenging because paroxysmal or asymptomatic episodes are common. Therefore, further research is needed to find more convenient and effective screening methods. Based on this aspect, PPG has recently attracted attention as a method of AF screening because it can be continuously monitored with appropriate equipment and its measurement is convenient.
CART. Sufficient data should be collected for various atrial tachyarrhythmias in addition to AF to improve machine learning analyses.

Besides, when PPG signals are continuously monitored, various atrial tachyarrhythmia episodes can occur in addition to AF, which may lower the diagnostic performance of CART. If atrial tachyarrhythmia episodes occur frequently, the irregularity of the PPG signal is expected to be similar to that for AF, and in this case, the diagnostic performance of CART may deteriorate. To solve this issue, sufficient data should be collected for various arrhythmias in addition to AF to improve machine learning analyses.

Although wearable devices may not have become popular due to their availability and cost-effectiveness, the usefulness of such devices in the detection of AF has been studied [29]. The wrist-type device is one of the most widely studied wearable devices [13,30,31]. However, the WATCH AF Trial also reported that a high proportion (22%) of PPG signals from smartwatches had an insufficient signal quality for evaluation [31]. Therefore, measuring PPG signals on the wrist may lead to poor signal quality. In order to resolve this issue, other types of wearable devices are necessary, and the ring-type device, which measures PPG signals from the finger, might be ideal. Therefore, a ring-type wearable device could be useful as a new diagnostic tool for high-risk populations in the future.

Limitations

There are some limitations in this study. First, noise in PPG signals, such as motion artifacts, might affect the analysis. However, motion artifacts were minimized as every participant was required to lie still on the bed during the PPG measurement. The diagnostic performance of CART in an ambulatory setting will be tested, but a sophisticated deep learning algorithm should be developed beforehand to deal with motion artifacts. Second, the performance of CART was not assessed for other arrhythmias. Future studies should analyze the diagnosis of other arrhythmias using PPG signals. Third, the duration of monitoring was relatively short. Longer monitoring times would allow further deep learning training and subsequently yield better results than our results. Fourth, we did not compare performance between CART and other commercially available wrist-type wearable devices. Further studies will provide insights into this issue. Fifth, economic assessment of CART cannot be performed yet. However, in the case of AliveCor, it was shown that a wearable device could be cost-effective for AF screening [29]. Likewise, CART is also expected to reduce the economic burden of diagnosing AF if its market price is reasonable. This economic evaluation requires further research. Sixth, since a 20-s overlap existed between consecutive samples obtained from a subject during data augmentation, it is possible that even if different samples existed in the training and testing datasets, some sections were the same, and thus, the diagnostic performance was improved. Seventh, AF diagnosis by PPG only has limitations. Adding the on-demand recording function of single-lead ECG, similar to an Apple Watch, to CART may compensate for the limitations that arise in diagnoses based on PPG signals. In this case, if AF is suspected during PPG monitoring, a notification can be sent to the user to check the electrocardiogram, so that the user can more clearly check for AF. The validation of such a function would be performed in future research. Lastly, even though there were no adverse events of CART, potential safety issues in long-term use should be addressed in a subsequent study.

Conclusions

In this study, we validated the performance of a ring-type wearable device (CART) to diagnose AF using PPG signals. The deep learning algorithm aimed to analyze PPG rhythms and suggested a dichotomous diagnosis of either AF or SR. CART with deep learning analysis of PPG signals had good diagnostic performance without relying on ECG. Moreover, as a PPG measurement device, CART generated results comparable to those of a conventional medical-grade pulse oximeter. This new device may be promising for the detection of AF in high-risk or asymptomatic populations.
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Multimedia Appendix 2
The first row of the figure shows the 15-min measurements from a subject with the single-lead ECG, the PPG from the conventional pulse oximeter, and the PPG from CardioTracker. The second row of the figure shows one of the 30-s fractions of the raw data. The third row of the figure shows the preprocessed 30-s sample of the PPG signals obtained from the two devices. ECG: electrocardiography, PPG: photoplethysmography.

Multimedia Appendix 3
The left figure illustrates CardioTracker (CART) and its wireless charging station. The right figure shows the position of the light-emitting diode (LED) and photodiode (PD) of CART.

Multimedia Appendix 4
The burden of premature beats according to the deciles of the pulse rate. Each error bar represents the 95% CI of the corresponding burden of premature beats.

Multimedia Appendix 5
The performances of CardioTracker and a conventional pulse oximeter according to threshold levels of diagnostic probability. Both devices showed improved performance with increasing threshold levels. NPV: negative-predictive value, PPV: positive-predictive value.
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AF: atrial fibrillation  
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ECG: electrocardiography
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Abstract

Background: There are a range of perceived gaps and shortcomings in the publicly funded Canadian health system. These include wait times for care, lack of public insurance coverage for dental care and pharmaceuticals, and difficulties accessing specialist care. Medical crowdfunding is a response to these gaps where individuals raise funds from their social networks to address health-related needs.

Objective: This study aimed to investigate the potential of crowdfunding data to better understand what health-related needs individuals are using crowdfunding for, how these needs compare with the existing commentary on health system deficiencies, and the advantages and limitations of using crowdfunding campaigns to enhance or augment our understanding of perceived health system deficiencies.

Methods: Crowdfunding campaigns were scraped from the GoFundMe website. These campaigns were then limited to those originating in the metropolitan Vancouver region of two health authorities during 2018. These campaigns were then further limited to those raising funds to allow the treatment of a medical problem or related to needs arising from ill health. These campaigns were then reviewed to identify the underlying health issue and motivation for pursuing crowdfunding.

Results: We identified 423 campaigns for health-related needs. These campaigns requested CAD $8,715,806 (US $6,088,078) in funding and were pledged CAD $3,477,384 (US $2,428,987) from 27,773 donors. The most common underlying medical condition for campaign recipients was cancer, followed by traumatic injuries from collisions and brain injury and stroke. By far, the most common factor of motivation for crowdfunding was seeking financial support for wages lost because of illness (232/684, 33.9%). Some campaigns (65/684, 9.5%) sought help with purchasing medical equipment and supplies; 8.2% (56/684) sought to fund complementary, alternative, or unproven treatments including experimental interventions; 7.2% (49/684) sought financial support to cover travel-related costs, including in-province and out-of-province (49/684, 7.2%) travel; and 6.3% (43/684) campaigns sought help to pay for medication.

Conclusions: This analysis demonstrates the potential of crowdfunding data to present timely and context-specific user-created insights into the perceived health-related financial needs of some Canadians. Although the literature on perceived limitations of the Canadian health system focuses on wait times for care and limited access to specialist services, among other issues, these campaigners were much more motivated by gaps in the wider social system such as costs related to unpaid time off work and travel to access care. Our findings demonstrate spatial differences in the underlying medical problems, motivations for crowdfunding, and success using crowdfunding that warrants additional attention. These differences may support established concerns that medical crowdfunding is most commonly used by individuals from relatively privileged socioeconomic backgrounds. We encourage the development of new resources to harness the power of crowdfunding data as a supplementary source of information for Canadian health system stakeholders.
crowdfunding; exploratory analysis; Canada; health system

**Introduction**

**Background**

A core aim of the Canadian health care system—and many other publicly funded health systems—is universal coverage for medically necessary services [1]. Nonetheless, Canadian health care users and policy makers report a range of perceived or experienced deficiencies in this system that impose financial costs on its users. These deficiencies include barriers to accessing care that motivate the use of private medical treatment and out-of-pocket costs when accessing publicly funded treatment [2,3].

Public reporting on systemic barriers to accessing care in Canada often focuses on wait times and health human resource shortages in key areas. A 2013 survey of Canadians found that waiting for a medical appointment and difficulty getting an appointment were the most common problems cited by those reporting access barriers. These barriers were greatest in relation to accessing specialist care, nonemergency surgery, and diagnostic testing. Canadians who were aged younger than 65 years, females, immigrants, people with some postsecondary education, and those with specific health needs were more likely to report barriers to accessing care than other groups. Geographically, Canadians in Quebec and the Western provinces, including British Columbia, were more likely to report access barriers than those living elsewhere in the country [4].

The Canadian Institute for Health Information has found that access barriers because of wait times vary by location and treatment sought. They report that 30% of Canadians perceive facing wait times for access to surgery for hip replacement or cataracts that are longer than recommended. At the same time, hip fracture repair was provided within the recommended wait times for 88% of Canadians, and 97% received timely radiation therapy [5]. British Columbia performs below the Canadian average in all wait time categories, with 67% of residents accessing hip replacement treatment within the recommended wait time, 59% for knee replacement, 85% for hip fracture repair, 64% for cataract surgery, and 93% for radiation therapy [6]. These perceived barriers to accessing care have been cited as factors motivating the expansion of private insurance in Canada and private payment for treatment domestically and abroad via medical tourism [7-9].

In addition to these perceived barriers to accessing care, several key gaps in coverage for services that are not covered under the Canada Health Act and thus are not part of the publicly funded health system have been identified [1]. These gaps include lack of or inadequate payment for prescription drugs, eye care, and dental care, which may be met by other social programs or private health insurance, depending on one’s income, place of residence, and employment [10,11]. Other nonreimbursed out-of-pocket expenses encountered by Canadians include parking payments at hospitals, medical devices used at home, accommodations while accessing nonlocal care, complementary and alternative treatments, home accessibility modifications, physical rehabilitation, in-home care, and travel costs [12-15]. Limited public coverage of prescription drugs, in particular, has received significant academic, policy, and political attention [16].

Some Canadians who are facing these perceived deficiencies in the Canadian health system are turning to medical crowdfunding to assist them with raising funds to support options such as seeking treatment abroad or paying for care and services that are not covered by the health and social care systems. Medical crowdfunding is a practice whereby individuals seek funds for health-related needs from their social networks via Web-based fundraising platforms. By far, the largest medical crowdfunding platform, GoFundMe, has been growing by 300% per year in 2016 and has raised funding from 25 million donors through 2 million crowdfunding campaigns [17]. In 2017, it was reported that it had raised US $3 billion since 2010 and has been raising US $140 million per month in donations. [18] More recently, the total raised by GoFundMe was reported as US $5 billion and growing [19].

**Objectives**

Working from the premise that medical crowdfunding campaigns may provide unique user-focused insight into local health system gaps and deficiencies, in this exploratory analysis, we examine campaigns from two administrative regions of British Columbia. These administrative areas cover a range of communities, including dense urban centers, suburban regions, and less densely populated rural areas, all geographically contiguous and with access to extensive health system infrastructure. Our aim in undertaking this analysis was to better understand what health-related needs individuals in this area are crowdfunding for, how these needs compare with the existing commentary on health system deficiencies, and the advantages and limitations of using crowdfunding campaigns to enhance or augment our understanding of perceived health system deficiencies. We further aimed for this analysis to serve as a model for other analyses using crowdfunding data to enhance understanding of health-related needs.

**Methods**

We used an automated Web scraper to extract campaign data from GoFundMe.com. This scraper, the Crowdfunding for Health Research Portal, began recording data from GoFundMe crowdfunding campaigns in April 2019 using the GoFundMe.com sitemap. Information for every campaign listed on the sitemap was recorded at that time, including the title, text, updates, number of donors, money requested, money pledged, number of Facebook shares, and campaigner location. All campaigns listing locations in the Fraser Health Authority (FHA) region (n=2772) and metropolitan Vancouver portion of Vancouver Coastal Health Authority (VCHA) region...
(Vancouver, Richmond, North Vancouver, and West Vancouver; n=1971) were selected and recorded on a shared spreadsheet (see Figure 1). These regions are relatively densely populated geographically contiguous areas that are home to extensive health system infrastructure.

Figure 1. A map of campaigner locations.

These campaigns were then restricted to fundraising categories, most likely to be health related (emergencies, family, medical, and uncategorized), and initiated in 2018.

After campaigns were extracted from the portal, the second author reviewed the campaigns, including those raising funds to allow treatment of a medical problem or related to needs arising from ill health. All authors independently reviewed 50 of the included campaigns and met to identify categories of health-related needs motivating crowdfunding, understood as needs triggered by, exacerbated by, or otherwise related to the underlying health condition. Included campaigns were then coded by JS and MZ for the requested health-related need, and the second author recorded the underlying health problem for each campaign. The fourth author then reviewed any codes flagged as uncertain by the first 2 reviewers and audited 5% of the coded campaigns to ensure consistency. Any disagreements were discussed and resolved by these reviewers. Given the exploratory purview of this analysis, sums were generated for the coded categories to allow for descriptive statistics to be generated.

Results

We identified 423 campaigns for health-related needs between VCHA and FHA. These campaigns requested Can $8,715,806 (US $6,088,078) in funding and were pledged Can $3,477,384 (US $2,428,987) from 27,773 donors and shared 120,665 times on Facebook (see Table 1). In the FHA, campaigns were located most commonly in the cities of Surrey (47/275, 17.1%), Abbotsford (45/275, 16.4%), Langley (31/275, 11.3%), and Maple Ridge (26/275, 9.5%). In the VCHA, campaigns were divided between Vancouver (108/148, 73.0%), North Vancouver (27/148, 18.2%), Richmond (10/148, 6.8%), and West Vancouver (3/148, 2.0%; see Table 2). The most common underlying medical condition for campaign recipients was cancer, followed by traumatic injuries from collisions, and brain injury and stroke (see Table 3).
### Table 1. Campaign engagement.

<table>
<thead>
<tr>
<th>Category</th>
<th>Fraser Health Authority</th>
<th>Vancouver Coastal Health Authority</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Campaigns, n</td>
<td>275</td>
<td>148</td>
<td>423</td>
</tr>
<tr>
<td>Amount requested (Can $)</td>
<td>5,982,654 (US $4,178,944)</td>
<td>2,733,152</td>
<td>8,715,806</td>
</tr>
<tr>
<td>Money pledged (Can $)</td>
<td>1,939,932 (US $1,355,062)</td>
<td>1,537,452</td>
<td>3,477,384</td>
</tr>
<tr>
<td>Percentage pledged, %</td>
<td>32.4</td>
<td>56.3</td>
<td>39.9</td>
</tr>
<tr>
<td>Donors, n</td>
<td>15,826</td>
<td>11,947</td>
<td>27,773</td>
</tr>
<tr>
<td>Facebook shares, n</td>
<td>78,966</td>
<td>41,699</td>
<td>120,665</td>
</tr>
</tbody>
</table>

### Table 2. Campaign location.

<table>
<thead>
<tr>
<th>Location</th>
<th>Number of campaigns (N=423), n (%)</th>
<th>Population [20] (N=2,916,414), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vancouver</td>
<td>108 (25.5)</td>
<td>672,963 (23.08)</td>
</tr>
<tr>
<td>Surrey</td>
<td>47 (11.1)</td>
<td>569,065 (19.51)</td>
</tr>
<tr>
<td>Abbotsford</td>
<td>45 (10.6)</td>
<td>151,923 (5.21)</td>
</tr>
<tr>
<td>Langley</td>
<td>31 (7.3)</td>
<td>154,867 (5.31)</td>
</tr>
<tr>
<td>North Vancouver</td>
<td>27 (6.4)</td>
<td>147,555 (5.06)</td>
</tr>
<tr>
<td>Maple Ridge</td>
<td>26 (6.1)</td>
<td>88,626 (3.00)</td>
</tr>
<tr>
<td>Burnaby</td>
<td>22 (5.2)</td>
<td>248,476 (8.52)</td>
</tr>
<tr>
<td>Chilliwack</td>
<td>21 (5.0)</td>
<td>90,931 (3.12)</td>
</tr>
<tr>
<td>Coquitlam</td>
<td>17 (4.0)</td>
<td>149,490 (5.16)</td>
</tr>
<tr>
<td>Port Coquitlam</td>
<td>17 (4.0)</td>
<td>62,844 (2.15)</td>
</tr>
<tr>
<td>New Westminster</td>
<td>12 (2.8)</td>
<td>76,799 (2.63)</td>
</tr>
<tr>
<td>Mission</td>
<td>10 (2.4)</td>
<td>41,503 (1.42)</td>
</tr>
<tr>
<td>Richmond</td>
<td>10 (2.4)</td>
<td>216,300 (7.42)</td>
</tr>
<tr>
<td>Delta</td>
<td>9 (2.1)</td>
<td>109,484 (3.75)</td>
</tr>
<tr>
<td>White Rock</td>
<td>6 (1.4)</td>
<td>21,370 (0.73)</td>
</tr>
<tr>
<td>Port Moody</td>
<td>4 (0.9)</td>
<td>35,613 (1.22)</td>
</tr>
<tr>
<td>Hope</td>
<td>3 (0.7)</td>
<td>6659 (0.23)</td>
</tr>
<tr>
<td>Pitt Meadows</td>
<td>3 (0.7)</td>
<td>19,772 (0.67)</td>
</tr>
<tr>
<td>West Vancouver</td>
<td>3 (0.7)</td>
<td>44,866 (1.54)</td>
</tr>
<tr>
<td>Agassiz</td>
<td>1 (0.2)</td>
<td>6624 (0.23)</td>
</tr>
<tr>
<td>Agassiz and Belcarra</td>
<td>1 (0.2)</td>
<td>684 (0.02)</td>
</tr>
</tbody>
</table>
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Table 3. Underlying medical condition.

<table>
<thead>
<tr>
<th>Medical condition</th>
<th>Fraser Health Authority (N=280), n (%)</th>
<th>Vancouver Coastal Health Authority (N=149), n (%)</th>
<th>Total (N=449), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cancer</td>
<td>124 (44.3)</td>
<td>50 (33.6)</td>
<td>174 (40.6)</td>
</tr>
<tr>
<td>Trauma injuries</td>
<td>22 (7.9)</td>
<td>19 (12.8)</td>
<td>41 (9.6)</td>
</tr>
<tr>
<td>Brain injury/stroke</td>
<td>21 (7.5)</td>
<td>9 (6.0)</td>
<td>30 (7.0)</td>
</tr>
<tr>
<td>Unspecified/undiagnosed</td>
<td>22 (7.9)</td>
<td>6 (4.0)</td>
<td>28 (6.5)</td>
</tr>
<tr>
<td>Other</td>
<td>14 (5.0)</td>
<td>14 (9.4)</td>
<td>28 (6.5)</td>
</tr>
<tr>
<td>Heart disease/attack, diseases of circulatory system</td>
<td>14 (5.0)</td>
<td>4 (2.7)</td>
<td>18 (4.2)</td>
</tr>
<tr>
<td>Spinal disease/damage</td>
<td>8 (2.9)</td>
<td>7 (4.7)</td>
<td>15 (3.5)</td>
</tr>
<tr>
<td>Other neurological diseases</td>
<td>9 (3.2)</td>
<td>4 (2.7)</td>
<td>13 (3.0)</td>
</tr>
<tr>
<td>Kidney disease</td>
<td>8 (2.9)</td>
<td>3 (2.0)</td>
<td>11 (2.6)</td>
</tr>
<tr>
<td>Gastrointestinal disease/Crohn disease</td>
<td>5 (1.8)</td>
<td>6 (4.0)</td>
<td>11 (2.6)</td>
</tr>
<tr>
<td>Other genetic disorders</td>
<td>6 (2.1)</td>
<td>3 (2.0)</td>
<td>9 (2.1)</td>
</tr>
<tr>
<td>Diabetes</td>
<td>5 (1.8)</td>
<td>3 (2.0)</td>
<td>8 (1.9)</td>
</tr>
<tr>
<td>Gender affirmation</td>
<td>1 (0.4)</td>
<td>6 (4.0)</td>
<td>7 (1.6)</td>
</tr>
<tr>
<td>Amputation</td>
<td>3 (1.1)</td>
<td>4 (2.7)</td>
<td>7 (1.6)</td>
</tr>
<tr>
<td>Mental health and addiction treatment</td>
<td>2 (0.7)</td>
<td>5 (3.4)</td>
<td>7 (1.6)</td>
</tr>
<tr>
<td>Cerebral palsy/muscular dystrophy</td>
<td>5 (1.8)</td>
<td>1 (0.7)</td>
<td>6 (1.4)</td>
</tr>
<tr>
<td>Lyme disease</td>
<td>5 (1.8)</td>
<td>1 (0.7)</td>
<td>6 (1.4)</td>
</tr>
<tr>
<td>Burn injuries</td>
<td>5 (1.8)</td>
<td>0 (0.0)</td>
<td>5 (1.2)</td>
</tr>
<tr>
<td>Multiple sclerosis</td>
<td>1 (0.4)</td>
<td>4 (2.7)</td>
<td>5 (1.2)</td>
</tr>
</tbody>
</table>

After discussion, 13 categories of health-related needs motivating crowdfunding were identified. Campaigners were motivated by seeking funding for a variety of issues related to the recipient’s health needs (see Table 4). Of the 685 motivations recorded, including multiple motivations in several instances, by far, the most common was seeking financial support for wages lost because of illness (232/684, 33.9%). These included instances of income lost because of taking time off of paid employment because of the effects of illness, needing to take time off of paid employment for treatment, and needing to relocate for treatment. Such needs were often prompted by recipients reaching the limits in unemployment insurance coverage, as for the campaigner who wrote that “employment insurance does not cover much and only lasts for 10 weeks.”

Table 4. Motivation.

<table>
<thead>
<tr>
<th>Motivation category</th>
<th>Fraser Health Authority (N=444), n (%)</th>
<th>Vancouver Coastal Health Authority (N=231), n (%)</th>
<th>Total (N=675), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lost wages</td>
<td>153 (34.5)</td>
<td>79 (34.2)</td>
<td>232 (34.4)</td>
</tr>
<tr>
<td>Local travel expenses</td>
<td>35 (7.9)</td>
<td>14 (6.1)</td>
<td>49 (7.3)</td>
</tr>
<tr>
<td>Out-of-province travel</td>
<td>29 (6.5)</td>
<td>20 (8.7)</td>
<td>49 (7.3)</td>
</tr>
<tr>
<td>Medical equipment and supplies</td>
<td>43 (9.7)</td>
<td>22 (9.5)</td>
<td>65 (9.6)</td>
</tr>
<tr>
<td>Home accessibility improvements</td>
<td>16 (3.6)</td>
<td>3 (1.3)</td>
<td>19 (2.8)</td>
</tr>
<tr>
<td>Lack of travel insurance</td>
<td>0 (0.0)</td>
<td>2 (0.9)</td>
<td>2 (0.3)</td>
</tr>
<tr>
<td>Private care because of wait times</td>
<td>3 (0.7)</td>
<td>4 (1.7)</td>
<td>7 (1.0)</td>
</tr>
<tr>
<td>Private care because of quality of service</td>
<td>3 (0.7)</td>
<td>3 (1.3)</td>
<td>6 (0.9)</td>
</tr>
<tr>
<td>Medications</td>
<td>28 (6.3)</td>
<td>15 (6.5)</td>
<td>43 (6.4)</td>
</tr>
<tr>
<td>Caregiver expenses</td>
<td>11 (2.5)</td>
<td>1 (0.4)</td>
<td>12 (1.8)</td>
</tr>
<tr>
<td>Complementary, alternative, or unproven treatments</td>
<td>34 (7.7)</td>
<td>22 (9.5)</td>
<td>56 (8.3)</td>
</tr>
<tr>
<td>Elective or uninsured direct medical expenses</td>
<td>36 (8.1)</td>
<td>22 (9.5)</td>
<td>58 (8.6)</td>
</tr>
<tr>
<td>Unspecified or other direct medical costs</td>
<td>53 (11.9)</td>
<td>24 (10.4)</td>
<td>77 (11.4)</td>
</tr>
</tbody>
</table>
Other common motivations for crowdfunding for health-related expenses included elective or uninsured direct medical expenses (68/685, 9.9%). The treatments sought included diagnostic testing, fertility treatments, physiotherapy, and dental treatment, among others. Some campaigns (65/685, 9.5%) sought help with purchasing medical equipment and supplies. This equipment was typically intended for home use after discharge from hospital. Other campaigns (56/685, 8.2%) sought to fund complementary, alternative, or unproven treatments including experimental interventions. These requests ranged from complementary cancer treatments such as acupuncture to naturopathic treatment for Lyme disease and unproven stem cell interventions abroad. Seeking financial support to cover travel-related costs was another common motivation for crowdfunding, including in-province (49/685, 7.2%) and out-of-province (49/685, 7.2%) travel. Those traveling in-province typically needed help with gas expenses and parking for medical appointments or relocation to be closer to a medical center. Out-of-province travel included help relocating within Canada or, more commonly, travel abroad to privately purchase medical care. Help paying for medications was requested in 6.3% (43/685) campaigns. These were typically prescription medications, as in the case where “some of my medical issues require prescriptions that are not covered which means that I can’t get them.” Unspecified health-related expenses were the second largest category (77/685, 11.2%). All other motivation categories were under 5% of all instances.

Discussion

Principal Findings

Our exploratory findings show the scope of crowdfunding in one metropolitan region in Canada. Despite universal public insurance coverage for Canadian residents, at least 423 individuals living in the areas covered by FHA and VCHA initiated crowdfunding campaigns in 2018, raising nearly Can $3.5 million (US $2,541,886). These campaigns impacted a wide network, as they received nearly 28,000 pledges of donations and were shared on Facebook over 120,000 times. Given that these campaigns may have been shared on other social media platforms and each share is viewed by multiple individuals, the impact of these campaigns is considerable.

As has been reported elsewhere, seeking funds to assist with addressing the costs of treating and managing cancer is by far the most common underlying health issue motivating crowdfunding by Canadians [21]. Other medical conditions linked to the crowdfunding campaigns reviewed in this analysis are less discussed in this literature, including trauma injuries because of collisions, brain injury and stroke, heart disease, and spinal injuries. This may reflect specific health needs in the region analyzed or broader crowdfunding trends across Canada.

Our findings demonstrate that out-of-pocket expenses incurred by people who were accessing care provided by the publicly funded health system were by far the most commonly cited reasons for using medical crowdfunding. Lost wages because of illness and accessing treatment was by far the most common motivation, appearing in 54.8% (232/423) campaigns. This may indicate insufficient access to or other limitations in employment benefits for residents. Indirect expenses such as in-province and out-of-province travel to access care (98/423, 23.2%), purchasing medical equipment and supplies (65/423, 15.4%), and making home accessibility improvements were also common (19/423, 4.5%). Although some people sought funds to cover the cost of privately-paid-for medical care, the overwhelming majority of campaigns was effectively illustrating the limits of the support available to those accessing the public system.

The extant literature on barriers to Canadians accessing medical care focuses on wait times for care. And there is some concern that these wait times drive Canadians to privately purchase care domestically or abroad. Meanwhile, this motivation was rarely found in the campaigns reviewed in this analysis, appearing in only 1.0% (7/100) instances. Similarly, accessing care privately because of the perceived (low) quality of care in the publicly funded system appeared only 0.9% (6/700) times. When the direct provision of care motivated crowdfunding, it was generally not to access private care more quickly but to afford elective or other uninsured forms of care (68/423, 16.1%), complementary or alternative care not covered by insurance (56/423, 13.2%), and medication not covered by insurance (43/423, 10.2%).

These findings demonstrate that campaigns exhibit spatial differences regarding crowdfunding requests between those living in the FHA and VCHA areas. Although both FHA and VCHA campaigns listed cancer as the most common underlying health condition motivating the campaign, FHA and VCHA contained 44.3% and 33.6% of cancer-related campaigns, respectively. Similarly, heart and circulatory diseases and kidney disease were much more common in FHA. Conversely, 7.9% of FHA campaigns involved accident trauma injuries compared with 12.3% for VCHA, and 4% of VCHA campaigns were for gender affirmation treatments compared with 0.4% for FHA. Motivations for engaging in crowdfunding were generally consistent across this region, although home accessibility improvements were nearly three times more common in FHA and private care because of wait times was more than twice as common in VCHA. Usage of crowdfunding varied greatly across metro Vancouver and the Fraser Valley as well, with higher usage rates compared with the underlying population for Abbotsford and Maple Ridge and lower usage rates for Richmond and Surrey. These differences merit continued exploration, as they could reflect spatially specific difficulties in meeting health-related needs.

The most striking difference between these two regions was in terms of success in meeting crowdfunding goals. FHA campaigns were pledged 32.4% of their requests compared with VCHA’s 56.3%. Evidence is emerging that crowdfunding campaigns may increase inequities by linking fundraising success to socioeconomic advantages and disadvantaging marginalized communities [22,23]. Average total annual income per person is Can $93,808 (US $65,417; Vancouver) and Can $83,850 (US $58,472; Richmond) in the VCHA vs Can $84,023 (US $58,593; Fraser East), Can $90,386 (US $63,031; Fraser North), and Can $97,301 (US $67,853; Fraser South) [24]. Statistics Canada distinguishes these two health authorities as falling into distinctly separate peer groups, with FHA having greater rates of visible minorities compared with VCHA (very
high vs high) and Aboriginal residents (low vs very low) [25]. Life expectancies in VCHA and FHA are 84.4 and 82.8, respectively, and the infant mortality rates for VCHA and FHA are 3.0 and 3.3, respectively [26]. These socioeconomic and health inequality differences may be significant factors driving the differences in meeting campaign goals between those living in the FHA and VCHA regions. More generally, these findings raise questions as to whether the socioeconomic differences between regions are associated with differences in crowdfunding campaign success. However, this falls outside the scope of the current analysis and thus raises important implications for future research directions.

These findings can be used to support some existing arguments regarding the impact of insurance gaps and indirect medical expenses as pressing needs facing Canadians. Given current debates over medical prescription costs and PharmaCare expansion, this analysis demonstrates that such expenses are pushing some Canadians to turn to others for financial support to meet drug costs [27]. The prevalence of lost wages and travel expenses in these crowdfunding campaigns also show why indirect medical expenses must be part of the conversation of the social costs of ill health and gaps in social insurance. For example, this reflects public debates in British Columbia, where fees for parking costs at hospitals have been criticized as exploitative and unfair [28]. In total, 56 (13.2%) campaigns sought complementary and alternative medical interventions that, in some cases, are not evidence based, potentially risky to patients, and contain misinformation that is spread via these crowdfunding campaigns [29]. This finding can help inform debates about public funding for complementary and alternative treatments and confusion about their relationship to traditional, evidence-based treatment [30].

It is notable that some underlying health needs were largely not represented in these campaigns despite a prominent place in local discussion of the health system. Much recent discussion has taken place in metropolitan Vancouver around the opioid crisis, mental health and addiction issues, and the lack of adequate access to treatment to address these health needs [31]. However, these conditions were represented in only 1.6% (7/438) of the campaigns reviewed. This suggests that we should use campaigns to complement ongoing local dialog about health care but not replace other sources. Moreover, some of the most pressing health system priorities are a clear reflection of the socioeconomic gradient in communities. Noting that people were not crowdfunding for this care may add support to the literature that suggests that those who crowdfund are more educated and have higher socioeconomic status than the community at large.

Limitations

This analysis has two main limitations, given the data used. First, crowdfunding data are self-reported and may be inaccurate. For example, the location of the campaign reflects the location of the campaign maker, who may be different from and in a different location than the campaign recipient. Campaigns were carefully reviewed to exclude cases where the recipient was clearly outside of the geographic area of interest. Second, because crowdfunding campaigns can be deleted, and data were collected in early 2019, many campaigns from the VHA and VCHA regions were likely not included in our findings. Thus, the findings here likely represent an undercount of the total crowdfunding activity in the FHA and VCHA.

Conclusions

This analysis demonstrates the potential of crowdfunding data to present timely and context-specific user-created insights into the perceived health-related financial needs of some Canadians. Such insights can complement those generated by other sources, such as administrative and census data and even media and public discussions about health system reforms. New crowdfunding campaigns are being generated on an ongoing basis campaign-based data can be used to identify trends in perceived health-related financial needs as they develop as well as service gaps. These data are also context specific and thus can help to inform policy makers, patient advocates, health workers, and other stakeholders’ perceived health system deficiencies that lead to financial burdens for residents of Canada. Importantly, not all of the health-related needs described in these campaigns should be interpreted as identifying health and social system gaps that must be addressed. That said, a better understanding of trends around practices that fall well outside the scope of the Canada Health Act, such as accessing unproven medical interventions and traveling abroad for care, are also useful for health system stakeholders. This is because practices such as these have been shown to potentially introduce health system burdens and create ethical challenges for physicians [32].

We encourage the development of new resources to harness the power of crowdfunding data as a supplementary source of information for Canadian health system stakeholders. Although the findings of this study demonstrate the potential of these data to shed additional light on perceived health system deficiencies, they also show that context is of great importance in using these data. Despite their geographic proximity, the crowdfunding campaigns from these two health regions showed noteworthy differences between the percentages of requested funding that received. This finding lends support to existing questions about what factors determine crowdfunding success and whether this reflects larger social inequities. Finally, more research on crowdfunding campaigns across Canada, including those in rural settings, will allow regional differences in crowdfunding motivations and success to be identified.
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Abstract

Background: There is increasing interest in shared decision making (SDM) in Australia. Question prompt lists (QPLs) support question asking by patients, a key part of SDM. QPLs have been studied in a variety of settings, and increasingly the internet provides a source of suggested questions for patients. Environmental scans have been shown to be useful in assessing the availability and quality of online SDM tools.

Objective: This study aimed to assess the number and readability of QPLs available to users via Google.com.au.

Methods: Our environmental scan used search terms derived from literature and reputable websites to search for QPLs available via Google.com.au. Following removal of duplicates from the 4000 URLs and 22 reputable sites, inclusion and exclusion criteria were applied to create a list of unique QPLs. A sample of 20 QPLs was further assessed for list length, proxy measures of quality such as a date of review, and evidence of doctor endorsement. Readability of the sample QPL instructions and QPLs themselves was assessed using Flesch Reading Ease and Flesch-Kincaid Grade Level scores.

Results: Our environmental scan identified 173 unique QPLs available to users. Lists ranged in length from 1 question to >200 questions. Of our sample, 50% (10/20) had a listed date of creation or update, and 60% (12/20) had evidence of authorship or source. Flesch-Kincaid Grade Level scores for instructions were higher than for the QPLs (grades 10.3 and 7.7, respectively). There was over a 1 grade difference between QPLs from reputable sites compared with other sites (grades 4.2 and 5.4, respectively).

Conclusions: People seeking questions to ask their doctor using Google.com.au encounter a vast number of question lists that they can use to prepare for consultations with their doctors. Markers of the quality or usefulness of various types of online QPLs, either surrogate or direct, have not yet been established, which makes it difficult to assess the value of the abundance of lists. Doctor endorsement of question asking has previously been shown to be an important factor in the effectiveness of QPLs, but information regarding this is not readily available online. Whether these diverse QPLs are endorsed by medical practitioners warrants further investigation.

(J Med Internet Res 2020;22(5):e17002) doi:10.2196/17002
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question prompt list; shared decision making; environmental scan
Introduction

The role of shared decision making (SDM) as a part of patient-centered care in clinical consultations is being increasingly recognized as having positive outcomes for patients [1]. Internationally, there are efforts to make SDM a part of routine health care [2]. The National Safety and Quality Health Service Standards (Second Edition) developed by the Australian Commission on Safety and Quality in Health Care include a statement that “Integral to the process is encouraging patients to be more involved and ask their doctor more questions during consultations” [3]. To facilitate patient question asking as a part of SDM, question prompt list (QPL) tools have been developed, and some have been evaluated and published in the peer-reviewed literature, some of which are available via the internet [4,5].

Increasingly, people are turning to the internet for health information [6]. Search engines are the predominant tool used by people to search for health information online [7]. In 2018, 78% of Australian adults reported using the internet to find health-related information [8]. Online QPLs are being used, and those using online question lists have been shown to prefer questions that specifically support SDM [9]. Physician endorsement has been found to be key to the successful implementation of QPLs into practice [4]. Similarly, a dominant factor for patient online health information seeking on the doctor-patient relationship is the doctor’s willingness to discuss the information [10].

With an increasing focus on question asking in consultations, many websites include lists of questions for someone to take to their doctor as an additional resource [11-13]. While there has been some research into the implementation of QPLs into practice, there has not been an assessment of the prevalence of such lists available online [5]. Given that online material can be created and hosted by anyone and there is no regulation of the quality of information or available tools, a study of these QPLs is warranted [14]. Assessing the readability of QPL resources as well as their prevalence is important in addressing usefulness.

Adequate literacy and health literacy of patients are important in the use of tools to support question asking and SDM [15]. In their systematic review published in 2012, Sørensen et al [16] identified several competencies of health literacy around having the ability to access, understand, and use information to make decisions about health. Supporting people with lower health literacy by making such tools readable and accessible is one way to increase access to SDM [15]. Several standards exist for the readability of patient information and other SDM tools such as decision aids, to increase the accessibility of materials for target audiences [17].

While standards exist for assessing the quality of patient information resources, such as the adaption of DISCERN for internet information [18,19], there is ongoing difficulty in assessing the quality of online medical information and resources as well as how users perceive and use that information [20-23]. In addition, there are factors other than the information itself that influence information preferences, such as domain bias [24] and webpage design [21]. For example, the extension “.com” is used for commercial sites, while “.edu,” “.gov,” and others denote non-commercial or government sites. Domain extensions have some bearing on how users view the information provided and their trust in the source [24,25].

Environmental scan processes have previously been used to assess available online decision aids and risk calculators [26,27]. They allow a real-time snapshot of the availability of online resources available to users. The aim of this study was to conduct an environmental scan to describe and assess the number and readability of QPLs readily available to health consumers in the online environment.

Methods

Overview

We used a previously published methodology to conduct an environmental scan to search Google.com.au for question lists relating to patient-doctor clinical interactions [27]. Google.com.au was chosen as it is the most frequently used search engine in Australia (94.11% as of Dec 2018) [28]. To assess the number of question lists available to health care consumers online, 2 stages were needed. A third stage involved the assessment of the readability of a sample of QPLs and their instructions.

Stage 1: Choice of Reputable Websites and Search Term Development

The authors have expertise and backgrounds in nursing and medicine; knowledge of organizations and websites used by health professionals and consumers was used to identify a range of reputable organizations’ websites to reflect the clinical areas in which QPLs have been studied [4]. The aim was to ensure that selected sites included both disease-specific lists (eg, cancer websites, parent information about their child’s attention deficit hyperactivity disorder) as well as sites with more generic lists, such as those with consumer health information. We also aimed to ensure a mix of local (Australian) and international organizations with patient-focused information. The final list of 22 URLs for these organizations was decided by consensus between the authors (Table 1). These websites were accessed via the URLs to confirm that they referred to, or included, QPLs.

Using previous systematic reviews of QPLs and citation snowballing, we found 11 terms in the published literature that have been used to describe patient question lists [4,29]. In addition, the reputable organization list websites were accessed to find the language and terms used to describe QPLs on these sites; there were a further 9 terms found. Using these 2 sources, we had a total of 20 search terms for use in Stage 2 of the scan (Table 2).
Table 1. URLs of the 22 selected reputable websites.

<table>
<thead>
<tr>
<th>Site or organization type, organization</th>
<th>URL</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Consumer-directed organizations</strong></td>
<td></td>
</tr>
<tr>
<td>Healthdirect Australia Ltd.</td>
<td>healthdirect.gov.au</td>
</tr>
<tr>
<td>Consumers Health Forum</td>
<td>chf.org.au</td>
</tr>
<tr>
<td><strong>Information about medicine or prescribing</strong></td>
<td></td>
</tr>
<tr>
<td>National Prescribing Service – Choosing Wisely</td>
<td>choosingwisely.org.au/home</td>
</tr>
<tr>
<td>National Prescribing Service</td>
<td>nps.org.au</td>
</tr>
<tr>
<td><strong>Government entities</strong></td>
<td></td>
</tr>
<tr>
<td>Department of Health</td>
<td>health.gov.au</td>
</tr>
<tr>
<td>Health Canada</td>
<td>canada.ca/en/health-canada</td>
</tr>
<tr>
<td>NHS United Kingdom</td>
<td>nhs.uk</td>
</tr>
<tr>
<td>Therapeutic Goods Administration</td>
<td>tga.gov.au</td>
</tr>
<tr>
<td>NHS Networks (Ask 3 questions)</td>
<td>personcentredcare.health.org.uk/resources/ask-3-questions-materials</td>
</tr>
<tr>
<td>Institute for Healthcare Improvement (Ask Me 3)</td>
<td>ihi.org/resources/Pages/Tools/Ask-Me-3-Good-Questions-for-Your-Good-Health.aspx</td>
</tr>
<tr>
<td><strong>Disease-specific organizations</strong></td>
<td></td>
</tr>
<tr>
<td>Cancer Council Australia</td>
<td>cancer.org.au</td>
</tr>
<tr>
<td>Cancer Australia</td>
<td>canceraustralia.gov.au</td>
</tr>
<tr>
<td>Raising Children Network</td>
<td>raisingchildren.net.au</td>
</tr>
<tr>
<td>ADHD Australia</td>
<td>adhdaustralia.org.au</td>
</tr>
<tr>
<td>Breast Cancer Network Australia</td>
<td>bcnा.org.au</td>
</tr>
<tr>
<td>Family Planning NSW</td>
<td>fpnsn.org.au</td>
</tr>
<tr>
<td><strong>Pediatric organizations</strong></td>
<td></td>
</tr>
<tr>
<td>Royal Children’s Hospital (RCH) Melbourne</td>
<td>rch.org.au</td>
</tr>
<tr>
<td>Sydney Children’s Hospital Network</td>
<td>schn.health.nsw.gov.au</td>
</tr>
<tr>
<td>HealthyChildren.org (American Academy of Pediatrics)</td>
<td>healthychildren.org</td>
</tr>
<tr>
<td><strong>Quality and safety organizations</strong></td>
<td></td>
</tr>
<tr>
<td>Australian Commission for Safety and Quality in Health Care</td>
<td>safetyandquality.gov.au</td>
</tr>
<tr>
<td>Agency for Healthcare Research and Quality</td>
<td>ahrq.gov</td>
</tr>
<tr>
<td>Wiser Healthcare</td>
<td>wiserhealthcare.org.au</td>
</tr>
</tbody>
</table>

aNHS: National Health Service.

bADHD: attention deficit hyperactivity disorder.

cNSW: New South Wales.
### Table 2. Search terms derived from reputable sites and literature.

<table>
<thead>
<tr>
<th>Search term</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ask health professional questions</td>
<td>Wiser Healthcare</td>
</tr>
<tr>
<td>Ask for information</td>
<td>NPS&lt;sup&gt;a&lt;/sup&gt; MedicineWise</td>
</tr>
<tr>
<td>Questions to ask your doctor</td>
<td>Choosing Wisely, Cancer Council, Healthdirect</td>
</tr>
<tr>
<td>Questions to ask</td>
<td>Family Planning NSW&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td>Asking questions</td>
<td>Choosing wisely</td>
</tr>
<tr>
<td>Ask your health professional</td>
<td>NPS MedicineWise</td>
</tr>
<tr>
<td>Patient ask questions</td>
<td>Scottish Health Council (Ask Me 3 search)</td>
</tr>
<tr>
<td>Patients ask provider</td>
<td>Ask Me 3</td>
</tr>
<tr>
<td>Asking (these 3) questions during appointment</td>
<td>Ask 3 questions</td>
</tr>
<tr>
<td>Question prompt list</td>
<td>Literature</td>
</tr>
<tr>
<td>Question prompt sheet</td>
<td>Literature</td>
</tr>
<tr>
<td>Patient question prompt list</td>
<td>Literature</td>
</tr>
<tr>
<td>Patient question prompt sheet</td>
<td>Literature</td>
</tr>
<tr>
<td>Question sheet</td>
<td>Literature</td>
</tr>
<tr>
<td>Question list</td>
<td>Literature</td>
</tr>
<tr>
<td>Patient question aid</td>
<td>Literature</td>
</tr>
<tr>
<td>Shared decision-making tool</td>
<td>Literature</td>
</tr>
<tr>
<td>Patient agenda form</td>
<td>Literature</td>
</tr>
<tr>
<td>Patient agenda list</td>
<td>Literature</td>
</tr>
<tr>
<td>Patient question asking support tool</td>
<td>Literature</td>
</tr>
</tbody>
</table>

<sup>a</sup>NPS: National Prescribing Service.

<sup>b</sup>NSW: New South Wales.

### Stage 2: Search Strategy

A systematic search of Google.com.au using each of the 20 search terms was then conducted by 2 independent researchers (MT and PP), one term at a time after clearing the browser cache. The first 100 URL results for each term searched were downloaded to Excel spreadsheets and included in the first round. Users of Google have a strong bias to the order of results presented by Google [30], and few users look for a result beyond the first results page [31]. There are only 10 results displayed on the results page with Google’s default settings. We aimed to assess the breadth of lists available with our search terms, which was the reason for assessing the first 100 results for each term.

### Inclusion Criteria

Websites, accessed via search URLs, included in the evaluation needed to meet the following criteria: provide a list of questions; question lists were described as for use by patients, carers, or parents in medical consultations (general practitioner or specialist medical consultations); lists were freely accessible (without registration or requiring payment); lists were written in English; and lists were visible as part of the website, not requiring downloading to be viewed, such as video files.

### Exclusion Criteria

Websites or lists were excluded if the question list stated it was for doctor’s use; the use of the question list required additional supporting software, such as third-party document viewers; the website required registration or incurred a cost to access the question list; the list was on a sponsored site, such as a paid site that appears before the search results; the list required downloading to be able to be viewed, such as video files; the list was provided in an academic paper, unless the journal was aimed at consumers and the list was visible; and questions list was not focused on general practice and specialist consultations (eg, counselling for entry into clinical trials). URLs blocked by the university security software system were also not included as they were deemed a potential threat.

The inclusion and exclusion criteria were then applied to the data by opening each of the URL links, again by MT and PP. Discrepancies regarding inclusion were resolved using a third reviewer (HS). Where there were duplications of lists, such as where the question list was identified on the website as sourced from another site or the webpage linked to a list already included in the review, these sites were then excluded to ascertain the final number of unique lists.

Further data about the URLs, websites, and lists were also collected. All URLs were assessed for the URL domain extension (ie., .edu, .com, .org). A sample of 20 lists was collated.
to consist of 10 URLs from the reputable organizations and, for comparison, a further 10 lists from other sites were selected using random number generation and matching to URLs from the Excel spreadsheet. The sample lists were assessed for the date of creation, review, or update, if available (copyright date for the website was not considered to be an indication that the website material had been reviewed); any evidence of review of the page, such as the name of a writer or reviewer; and an assessment of the number of questions in the lists.

**Stage 3: Readability**

To assess the readability of the QPLs and their instructions for use, we utilized the Flesch Reading Ease (FRE) and Flesch-Kincaid Grade Level (FKGL) scores. The FRE is one measure of the complexity of a piece of text and is a score between 0-100 calculated using average sentence length and the average number of syllables of words in the text [32]. The higher the FRE score, the easier the text is to read. The FKGL uses the same data with different weightings with a result that equates to the number of years of schooling (in the United States) required to read the text [33]. We applied these formulae to the sample lists. Each of the 20 URLs were accessed again, and both the online instructions for use (or the available preamble to the question list) and then the list of question(s) were copied into separate documents. The readability tool was then applied to the copied texts to calculate FKGL and FRE scores (Table 3).

**Table 3.** Description of reading ease scores, reproduced from Flesch [32].

<table>
<thead>
<tr>
<th>Flesch Readability Scores (reading ease), points</th>
<th>Description of style</th>
</tr>
</thead>
<tbody>
<tr>
<td>90-100</td>
<td>Very easy</td>
</tr>
<tr>
<td>80-89</td>
<td>Easy</td>
</tr>
<tr>
<td>70-79</td>
<td>Fairly easy</td>
</tr>
<tr>
<td>60-69</td>
<td>Standard</td>
</tr>
<tr>
<td>50-59</td>
<td>Fairly difficult</td>
</tr>
<tr>
<td>30-49</td>
<td>Difficult</td>
</tr>
<tr>
<td>0-29</td>
<td>Very confusing</td>
</tr>
</tbody>
</table>

**Results**

Following removal of duplicates from the 4000 URLs and 22 reputable sites and the application of the inclusion and exclusion criteria, there were a total of 235 lists. A further review of websites revealed 62 instances of list duplication (eg, links to reputable lists and multiple uses of a list within an organization). Using our search method, 173 unique lists were identified. See Figure 1 for the study diagram of the search. There were 15 websites that had lists used, referred to, or had links to them from other websites; 9 of these were from our reputable website list, which accounted for 46 links.

We noted a wide range in the number of questions in resources, from a single question to over 200 questions in a single resource. The most common URL domain extension was .org (115/235, 48.9%), followed by .com (63/235, 26.8%), .gov (24/235, 10.2%), .edu (11/235, 4.7%), and country code extensions such as .uk and .ca (18/235, 7.7%). More detailed analysis of the sample of 20 lists found that the number of questions ranged from 3 to 56 (mean 20.5 questions, mode 3 questions, median 18 questions; Table 4). Half (10/20, 50%) of the sample lists had a date of creation or review, with the range being 2002 to the date of the preliminary review, October 29, 2018. Evidence of authorship of the QPL was available for 80% of the reputable sample sites and 40% of the other sample sites.

Table 4 also shows the readability data scores for the 20 sample lists and their online instructions. The FRE scores were higher for lists from the reputable sites compared to other sites and for question lists compared to instructions. Similarly, the grade level required to read question lists was lower than for the instructions, with reputable sites also requiring lower grade levels for readability of instructions than for other sites.

The readability was found to be easier on the reputable websites compared to the other websites, with scores showing content ranged from “very easy” to “fairly easy” for question lists and from “easy” to “difficult” for the instructions.
Figure 1. Search strategy and results.
<table>
<thead>
<tr>
<th>Organization or website</th>
<th>Instructions and/or introduction for list</th>
<th>Question list</th>
<th>Number of questions</th>
<th>Evidence of source or author</th>
<th>Date of creation or review</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Flesch readability</td>
<td>FKGL(^a)</td>
<td>Flesch readability</td>
<td>FKGL</td>
<td></td>
</tr>
<tr>
<td><strong>Reputable sites</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Wiser Healthcare</td>
<td>N/A(^b)</td>
<td>n/a</td>
<td>85.5</td>
<td>3</td>
<td>9</td>
</tr>
<tr>
<td>Cancer Australia</td>
<td>72.4</td>
<td>7.7</td>
<td>77.2</td>
<td>4.7</td>
<td>51</td>
</tr>
<tr>
<td>NPS(^e) Choosing wisely</td>
<td>76.5</td>
<td>7.5</td>
<td>70.6</td>
<td>6.0</td>
<td>10</td>
</tr>
<tr>
<td>Healthdirect</td>
<td>48.0</td>
<td>11.2</td>
<td>80.7</td>
<td>4.2</td>
<td>56</td>
</tr>
<tr>
<td>NHS(^f)</td>
<td>71.8</td>
<td>7.7</td>
<td>92.3</td>
<td>2.1</td>
<td>20</td>
</tr>
<tr>
<td>Ask 3 Questions NHS</td>
<td>85.5</td>
<td>4.8</td>
<td>98.1</td>
<td>2.1</td>
<td>3</td>
</tr>
<tr>
<td>IHI(^i) Ask Me 3</td>
<td>64.6</td>
<td>9.4</td>
<td>100.0</td>
<td>0.5</td>
<td>3</td>
</tr>
<tr>
<td>Ask Share Know</td>
<td>78.8</td>
<td>5.5</td>
<td>75.4</td>
<td>5.2</td>
<td>3</td>
</tr>
<tr>
<td>Ask 3 Questions Cardiff, UK</td>
<td>78.2</td>
<td>4.8</td>
<td>71.1</td>
<td>5.4</td>
<td>3</td>
</tr>
<tr>
<td>Cancer Council (Australia)</td>
<td>58.7</td>
<td>8.7</td>
<td>77.4</td>
<td>4.6</td>
<td>34</td>
</tr>
<tr>
<td>Average of all reputable sites</td>
<td>70.5</td>
<td>7.7</td>
<td>82.8</td>
<td>4.2</td>
<td>19</td>
</tr>
<tr>
<td><strong>Other sites</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Australian Thyroid Foundation</td>
<td>n/a</td>
<td>n/a</td>
<td>70.1</td>
<td>6.3</td>
<td>8</td>
</tr>
<tr>
<td>American Heart Association</td>
<td>56</td>
<td>10.3</td>
<td>82.2</td>
<td>3.8</td>
<td>31</td>
</tr>
<tr>
<td>HSS(^k) Orthopaedic Hospital</td>
<td>54.7</td>
<td>11.6</td>
<td>64.1</td>
<td>7.5</td>
<td>50</td>
</tr>
<tr>
<td>Association for Children’s Mental Health</td>
<td>59.3</td>
<td>9.2</td>
<td>78.3</td>
<td>5.5</td>
<td>30</td>
</tr>
<tr>
<td>Beyond Blue</td>
<td>50.4</td>
<td>10.8</td>
<td>85.6</td>
<td>3.6</td>
<td>5</td>
</tr>
<tr>
<td>HealthyWomen.org</td>
<td>73.0</td>
<td>7.7</td>
<td>71.7</td>
<td>5.8</td>
<td>18</td>
</tr>
<tr>
<td>Readers Digest</td>
<td>56.6</td>
<td>10.5</td>
<td>84.9</td>
<td>3.5</td>
<td>12</td>
</tr>
<tr>
<td>Psych Central</td>
<td>53.7</td>
<td>10.5</td>
<td>63</td>
<td>7.5</td>
<td>18</td>
</tr>
<tr>
<td>The Foundation for Peripheral Neuropathy</td>
<td>58.2</td>
<td>9.8</td>
<td>64</td>
<td>6.8</td>
<td>23</td>
</tr>
<tr>
<td>MS(^m) Trust UK</td>
<td>67.2</td>
<td>7.8</td>
<td>85.6</td>
<td>3.5</td>
<td>27</td>
</tr>
<tr>
<td>Average of other websites</td>
<td>56.0</td>
<td>10.3</td>
<td>75.0</td>
<td>5.4</td>
<td>22</td>
</tr>
<tr>
<td><strong>Overall</strong></td>
<td>63.25</td>
<td>9.0</td>
<td>78.9</td>
<td>4.6</td>
<td>20.5</td>
</tr>
</tbody>
</table>

\(^a\)FKGL: Flesch-Kincaid Grade Level.
\(^b\)There were no instructions preceding the QPL.
\(^c\)reference.
\(^d\)creation.
\(^e\)NPS: National Prescribing Service.
\(^f\)NHS: National Health Service.
\(^g\)original.
\(^h\)update.
\(^i\)IHI: Institute for Healthcare Improvement.
\(^j\)site copyright date.
\(^k\)HSS: Hospital for Special Surgery.
\(^l\)online publication date.
Discussion

Principal Findings

This environmental scan of the internet for patient QPLs designed for use by patients to ask questions when seeing a doctor identified 173 unique lists on 235 websites. Of the lists found in our search, 15 lists had been used by other websites, with the majority (9/15) of these lists from our original list of reputable websites. The remaining duplicated lists were also from websites we regarded as reputable. In addition, there remained an abundance of advice to users about questions they could, or should, be asking at medical appointments from a wide variety of sources.

We noted that question lists appeared in a wide variety of types of websites, both from the categories of our reputable websites, such as government health information websites (eg, Healthdirect Australia) and disease-specific websites (eg, Cancer Council Australia and America), and from news websites (eg, globalnews.ca), commercial sites and blogs (eg, yourgspdoc.com), sites of charities (eg, thebraintumourcharity.org), and educational institution websites (eg, sydney.edu.au). URL domain extensions do not always reflect the type of institution publishing the site and materials, yet they influence the user perception of site information [23]. While the source of medical information has not been shown to correlate with the accuracy of medical information [23,34], we noted the majority of lists came from .org extensions, which are generally associated with non-commercial organizations.

While there are detailed and extensive guidelines for the development of decision aids [17], there are currently no accepted standards that apply to QPLs. Many indicators of the quality of patient health information websites have been used in the past, with few variables showing any correlation to information quality, as measured by the accuracy or currency of information presented [34]. Display of creation and update dates, the age of the site, authorship, and URL extension have not been found useful in assessing sites. Our findings of these “quality” indicators were similar to other investigations of online patient materials in these respects. The sample QPL websites had higher rates of display of creation or update dates than those in previous studies of health information on the internet [23,34]. Display of some form of authorship or attribution of the sample materials was also higher than in similar studies of online health resources [23,34]. This is likely due to at least half of the sample being what we regarded as reputable.

In our environmental scan for online QPLs for use when attending a medical appointment, it was unclear in most cases whether doctors endorsed the questions for use in consultations. Prior research has shown that doctor endorsement significantly improves the use of QPLs by patients [4]. There were a couple of exceptions where the lists were placed on the website of particular practitioners where it could be assumed that the doctors in that practice supported patients using the questions included in the lists. In general, however, we were not able to ascertain specific endorsement by medical practitioners for the lists in practice. Further qualitative research to determine doctors’ views on implementing such a wide variety of QPL resources into practice is needed.

Our results show that there is room for improvement in the readability of instructions for using online QPLs. International Patient Decision Aid Standards recommendations for reading grade level for decision aids is a less than an 8th grade level [35]. While all the QPLs in the sample we tested had a grade level that met the International Patient Decision Aid Standards recommendations, accompanying instructional text was often well above this level, especially in our “other” website category.

Strengths and Limitations

By utilizing the strengths of the environmental scan method, we were able to rapidly assess the online environment, where most Australians look for health information, for the presence of QPLs. While literature reviews have been able to show the benefits of QPLs in practice, no assessment has been made of the number and availability of similar tools in the real-world environment. The online environment changes rapidly, and this scan provides a survey at a point in time of what is available to users. Our search tool was Google.com.au; hence, a similar search strategy in other countries might yield different results. We also limited our search to sites in English.

We noted website updates occurring even as we reviewed the websites; if the scan was to be replicated in the future, the results may be different. Further assessment of the quality of the lists beyond readability would provide additional information. Some proxy measures were used to assess sites, even though the presence of, for example, a date and authorship has been shown to have little correlation with quality. It is not clear which, if any, QPLs we discovered have been evaluated for their efficacy in improving patient and doctor outcomes in consultations.

It is unlikely that Google users might search specifically for question lists using the search terms we used. We were not testing the utility of terms to find QPLs; rather, the intent of our search tool was Google.com.au, hence, a similar search strategy in other countries might yield different results. The number and availability of similar tools in the real-world environment changes rapidly, and this scan provides a survey at a point in time of what is available to users. Our search tool was Google.com.au; hence, a similar search strategy in other countries might yield different results. We also limited our search to sites in English.

In our environmental scan for online QPLs for use when attending a medical appointment, it was unclear in most cases whether doctors endorsed the questions for use in consultations. Prior research has shown that doctor endorsement significantly improves the use of QPLs by patients [4]. There were a couple of exceptions where the lists were placed on the website of particular practitioners where it could be assumed that the doctors in that practice supported patients using the questions included in the lists. In general, however, we were not able to ascertain specific endorsement by medical practitioners for the lists in practice. Further qualitative research to determine doctors’ views on implementing such a wide variety of QPL resources into practice is needed.

Our results show that there is room for improvement in the readability of instructions for using online QPLs. International Patient Decision Aid Standards recommendations for reading grade level for decision aids is a less than an 8th grade level [35]. While all the QPLs in the sample we tested had a grade level that met the International Patient Decision Aid Standards recommendations, accompanying instructional text was often well above this level, especially in our “other” website category.

Strengths and Limitations

By utilizing the strengths of the environmental scan method, we were able to rapidly assess the online environment, where most Australians look for health information, for the presence of QPLs. While literature reviews have been able to show the benefits of QPLs in practice, no assessment has been made of the number and availability of similar tools in the real-world environment. The online environment changes rapidly, and this scan provides a survey at a point in time of what is available to users. Our search tool was Google.com.au; hence, a similar search strategy in other countries might yield different results. We also limited our search to sites in English.

We noted website updates occurring even as we reviewed the websites; if the scan was to be replicated in the future, the results may be different. Further assessment of the quality of the lists beyond readability would provide additional information. Some proxy measures were used to assess sites, even though the presence of, for example, a date and authorship has been shown to have little correlation with quality. It is not clear which, if any, QPLs we discovered have been evaluated for their efficacy in improving patient and doctor outcomes in consultations.

It is unlikely that Google users might search specifically for question lists using the search terms we used. We were not testing the utility of terms to find QPLs; rather, the intent of our search tool was Google.com.au, hence, a similar search strategy in other countries might yield different results. The number and availability of similar tools in the real-world environment changes rapidly, and this scan provides a survey at a point in time of what is available to users. Our search tool was Google.com.au; hence, a similar search strategy in other countries might yield different results. We also limited our search to sites in English.

Conclusions

People seeking information on Google.com.au have a vast number of question lists available to them to use in consultations with their doctor. Surrogate markers of the quality or usefulness of various types of online QPLs have not yet been established, which makes it difficult to assess the value of the abundance of lists. Quality measures for QPLs should follow further assessment of usage and endorsement.

Physician endorsement has been shown to be an important factor in the usefulness of QPLs, but there is little information to suggest whether the QPLs found in this scan would be endorsed by physicians. Whether these diverse QPLs are endorsed by medical practitioners warrants further investigation.
Ensuring that online QPLs and the instructions for their intended use are accessible to patients is important. To improve usage of online QPLs, instructions for their use should have an equivalent readability or at least be accessible to the majority of people in the target groups for which the lists have been created.
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Abstract

Background: Theoretical models help to explain or predict the adoption of electronic health (eHealth) technology and illustrate the complexity of the adoption process. These models provide insights into general factors that influence the use of eHealth technology. However, they do not give hospitals much actionable knowledge on how to facilitate the adoption process.

Objective: Our study aims to provide insights into patient portal adoption processes among patients and hospital staff, including health care professionals (HCPs), managers, and administrative clerks. Studying the experiences and views of stakeholders answers the following question: How can hospitals encourage patients and HCPs to adopt a patient portal?

Methods: We conducted 22 semistructured individual and group interviews (n=69) in 12 hospitals and four focus groups with members of national and seminational organizations and patient portal suppliers (n=53).

Results: The effort hospitals put into adopting patient portals can be split into three themes. First, inform patients and HCPs about the portal. This communication strategy has four objectives: users should (1) know about the portal, (2) know how the portal works, (3) know that action on the portal is required, and (4) know where to find help with the portal. Second, embed the patient portal in the daily routine of HCPs and management. This involves three forms of support: (1) hospital policy, (2) management by monitoring the numbers, and (3) a structured implementation strategy that includes all staff of one department. Third, try to adjust the portal to meet patients’ needs to optimize user-friendliness in two ways: (1) use patients’ feedback and (2) focus on optimizing for patients with special needs (eg, low literacy and low digital skills).

Conclusions: Asking stakeholders what they have learned from their efforts to stimulate patient portal use in hospitals elicited rich insights into the adoption process. These insights are missing in the theoretical models. Therefore, our findings help to translate the relatively abstract factors one finds in theoretical models to the everyday pragmatics of eHealth projects in hospitals.
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Introduction

Electronic health (eHealth) technology is generally considered promising for improving both the well-being and health of patients and the efficiency and effectiveness of the health care organization [1]. However, several studies show that its promise is not always fulfilled [1] and the results on the benefits gained are diverse [1,2]. This also applies to patient portals [2], which have sparked the interest of researchers, government policy makers, and health care organizations.

Previous studies define a patient portal in various ways [3-7]. Some consider them the same as a personal health record (PHR) [3]. Others regard them as a class of PHR [4]: whereas health care organizations own and control patient portals, PHRs are owned and controlled by patients themselves [5]. Grünloh et al
Researchers have developed theoretical models to explain or predict the adoption of eHealth technologies, including patient portals. Two systematic reviews on information technology adoption both mention three frequently used acceptance and adoption models [9,10]. Strikingly, these three general models are applied in all societal domains, not just health care [9]. Table 1 details these most-used models to facilitate an understanding of their ideas on the adoption process [9-20]. The table also includes the recently developed NASSS (nonadoption, abandonment, scale-up, spread, and sustainability) framework [21,22].

Table 1. Theoretical acceptance and adoption models.

<table>
<thead>
<tr>
<th>Model</th>
<th>Developer</th>
<th>Year</th>
<th>Theoretical basis</th>
<th>Central constructs</th>
<th>Points of critique</th>
<th>Extended models</th>
</tr>
</thead>
<tbody>
<tr>
<td>TAM&lt;sup&gt;a&lt;/sup&gt;</td>
<td>Davis [9,11,12]</td>
<td>1985</td>
<td>Cognitive psychology [13]</td>
<td>Describes elements to predict the degree to which a person plans to perform specific future behavior. It suggests that perceived usefulness, perceived ease of use, and attitude (ie, intention to use) can explain user motivation [12]. It is a way to predict the intended use of a technology.</td>
<td>Mainly conceptualized for the acceptance of individuals and is not useful for explaining acceptance of electronic health (eHealth) technologies by organizations [11,14].</td>
<td>TAM2 (by Venkatesh and Davis) and TAM3 (by Venkatesh and Bala) [9,12]</td>
</tr>
<tr>
<td>DOI&lt;sup&gt;b&lt;/sup&gt;</td>
<td>Rogers [9]</td>
<td>1995</td>
<td>Diffusion research [18]</td>
<td>Explains the characteristics of innovation. Observability, trialability, complexity, relative advantage, and compatibility are the primary determinants of innovation diffusion, which help explain the different rates of adoption [9,15]. Diffusion starts with recognizing the user’s need. It spreads by knowledge acquisition, persuasion, decision (ie, adopt or reject), implementation (ie, routine use, reinvention, and conformation), promotion, and evaluation [15].</td>
<td>There is little focus on the organizational context [14,16,17].</td>
<td>The unifying theoretical model of Greenhalgh et al [16] and the Consolidated Framework for Implementation Research (CFIR) of Damschroder et al [17,18]</td>
</tr>
<tr>
<td>UTAUT&lt;sup&gt;c&lt;/sup&gt;</td>
<td>Venkatesh et al [9,19]</td>
<td>2003</td>
<td>Cognitive psychology [13]</td>
<td>Builds on TAM and focuses on perceptions and assumptions of people, resulting in the intention to use technology. States that constructs like performance expectancy, effort expectancy, social influence, and facilitating conditions influence intention and ultimately behavior [19]. These four constructs are moderated by gender, age, experience, and voluntariness of use [19].</td>
<td>Does not deal with hindrances to actual use [13]. Excludes users' cognitive, affective, and physical ability to use technology [20] and ignores technological factors that might influence the decision to use an application [20].</td>
<td>UTAUT2 by Venkatesh et al developed in 2012 [9]</td>
</tr>
<tr>
<td>NASSS&lt;sup&gt;d&lt;/sup&gt; framework</td>
<td>Greenhalgh et al [21,22]</td>
<td>2017</td>
<td>Complexity theory [21,22]</td>
<td>Points to aspects explaining the complexity of technological innovations in health care, which according to all the described models influence the adoption. Includes the value proposition (ie, supply-side and demand-side values) as an important factor, in contrast to many implementation theories that do not [14,21].</td>
<td>Not found yet</td>
<td>Not found yet</td>
</tr>
</tbody>
</table>

<sup>a</sup>TAM: Technology Acceptance Model.

<sup>b</sup>DOI: diffusion of innovations.

<sup>c</sup>UTAUT: Unified Theory of Acceptance and Use of Technology.

<sup>d</sup>NASSS: nonadoption, abandonment, scale-up, spread, and sustainability.
All four theoretical models include two key concepts—acceptance and adoption—which are either ill-defined or used interchangeably. The concept of acceptance focuses on if, how, and when intended users would use a technology [23], and adoption is the actual use of an eHealth technology. Different stages in an adoption process can result in the actual use of an eHealth technology [16]. During an adoption process, users of eHealth technology develop feelings about the technology, gain experience, find meaning or do not find meaning in its use, and evaluate the functions of the technology [16]. Thus, there is a difference between intended use (ie, acceptance) and actual use (ie, adoption) [13].

The complexity of the adoption process of eHealth technologies is understudied in all four theoretical models. The literature reports that adoption is a highly complex process and that results cannot be made or even predicted [13,16]. Greenhalgh et al highlight specific prerequisites for each of the three adoption process stages for innovations [16]: (1) in the preadoption stage, intended adopters should know about the innovation: in this case, the patient portal, (2) in the early use stage, intended adopters should be supported in using the innovation and learn how to fit or blend it into their daily routines, (3) in the adoption stage, established users arise if they gain an understanding of the consequences of using of the innovation and if they have the opportunity to refine and improve it: in this case, a patient portal [16]. The theoretical models provide no clarity on the pragmatics of efforts in the adoption process. For instance, they do not show how hospitals can encourage patients and HCPs to adopt a patient portal. Therefore, we studied the introduction of patient portals in 12 Dutch hospitals, using a multi-actor perspective to gain a broad understanding of the experiences and views on adoption. Our empirical study focuses on the pragmatics of stimulating the adoption of a patient portal. This paper answers the following research question: How can hospitals encourage patients and HCPs to adopt a patient portal?

### Methods

#### Design and Setting

In this qualitative study, we asked participants from various backgrounds how they encouraged users to adopt a patient portal and what they had learned from their efforts, in order to understand what stimulated or hindered the adoption process. We conducted 22 multi-actor, semistructured group interviews and held four structured focus groups to check, enlarge, and enrich our findings [24-26]. Table 2 lists the different forms of data collection.

<table>
<thead>
<tr>
<th>Type of data collection and participants</th>
<th>Number of participants (N=122), n (%)</th>
<th>Data collection moments (N=26), n(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Individual and group interview</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Patients</td>
<td>22 (18.0)</td>
<td>22 (85)</td>
</tr>
<tr>
<td>Health care professionals</td>
<td>16 (13.1)</td>
<td>22 (85)</td>
</tr>
<tr>
<td>Organizational staff</td>
<td>31 (25.4)</td>
<td>22 (85)</td>
</tr>
<tr>
<td><strong>Focus group</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Project leaders and staff 1</td>
<td>14 (11.5)</td>
<td>2 (8)</td>
</tr>
<tr>
<td>Project leaders and staff 2</td>
<td>28 (23.0)</td>
<td>2 (8)</td>
</tr>
<tr>
<td>Patient portal suppliers</td>
<td>5 (4.1)</td>
<td>1 (4)</td>
</tr>
<tr>
<td>Macro stakeholders</td>
<td>6 (4.9)</td>
<td>1 (4)</td>
</tr>
</tbody>
</table>

All interviews, both group and individual, and focus group sessions took place in a hospital or online. All the hospitals included in this study are participating in a national program—VIPP (Versnellingsprogramma Informatie-Uitwisseling Patiënt en Professional) [27]—initiated by the Dutch Hospital Association and the Dutch government. VIPP is the Dutch government’s financial incentive program to support information exchange between patients and professionals through patient portals. The aim of the VIPP program is to give patients online access to their medical data, either through a patient portal or a PHR [27]. Information technology (IT) suppliers with a commercial interest deliver patient portals and PHRs. Given that Dutch hospitals are free to choose any supplier for their patient portals or PHRs, the hospitals in this study use different patient portals. The portals might differ in their available functionalities, but they all offer patients online access to their personal health information [6]. Additionally, hospitals had different aims for their patient portals; only the VIPP program aims were similar for all Dutch hospitals. Hospitals receive financial support based on their achievement of specific national VIPP aims; for example, “In the past 30 days, 25% of all patients (based on DRG [diagnosis-related group] contacts) logged in to the patient portal or the link to a PHR” [28]. How hospitals achieve these aims is left up to the hospital.

#### Recruitment and Participants

There are three categories of Dutch hospital: academic, teaching, and general. Academic hospitals were excluded from our study because at the time they were not participating in the VIPP program. We first determined inclusion criteria for general and teaching hospitals, aiming for a diverse study group. Based on user statistics of patient portals (low and high), geographical differences (rural areas and cities), variation in patient portal suppliers, and usage of the patient portal (more or less than one year), the researchers (PH, AMWJ, and BP) made a selection of targeted hospitals.
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In total, 15 of 64 Dutch hospitals (23%) were approached, of which 12 (80%: 10 teaching and 2 general) agreed to participate. Reasons for not participating included “already participating in another study” (n=1) and “too busy with implementation and fear of not meeting VIPP deadlines,” which would mean losing financial support (n=2).

At each hospital or via the Zoom online platform [29], the researchers arranged individual and group interviews in close collaboration with the person running the implementation of the patient portal at that particular hospital. Most often, this person was the project leader who selected participants according to a predefined list of three roles:

1. Patients: patients and client council members (n=22).
2. HCPs: physicians, Chief Medical Information Officers (CMIOs), nurses, Chief Nursing Information Officers (CNIOs), pharmacists, and outpatient clinic staff (n=16).
3. Organizational staff: project leaders, project staff, communication advisors, legal policy makers, and managers (n=31).

In total, 69 participants were included (see Table 2) if they were older than 18 years and had experience with developing and/or using a patient portal. The researchers emailed invitations to participants of the individual and group interviews; groups ranged from 2 to 6 participants. In 10 of the participating hospitals, we organized one or two group interviews; in the remaining two hospitals we conducted one individual interview for logistical reasons.

The aim of the focus groups was to check, enlarge, and enrich our results. Two of the four focus groups were held with project leaders and project staff of hospitals. They joined one of two self-selected focus groups organized during an educational meeting of the VIPP program (n=14 and n=28, respectively). For the other two, we used targeted sampling, selecting experts from patient portal suppliers (n=5) for the third group. The fourth group included macro stakeholders: Ministry of Health, NICTIZ (Nationaal ICT Instituut in de Zorg), the center of expertise for eHealth, health insurance companies, and scientific experts (n=6). All focus group members were invited to take part by email.

Data Collection and Analysis
Qualitative data were collected on-site in the hospital (n=59) or online via the Zoom platform [29] (n=10) in the fall of 2018. The Zoom platform enabled the inclusion of hard-to-reach, geographically dispersed participants [30]. Group interviews lasted an average of 72 minutes (range 53-88) and the individual interviews lasted an average of 53 minutes (range 44-65). One researcher (PH) conducted all the interviews, following a predefined topic list (see Multimedia Appendix 1) [31] that was based on a search of the literature and discussed among the research team.

The four focus groups lasted an average of 82 minutes (range 71-88) and were steered by a Microsoft PowerPoint presentation explaining the findings of our study. No revisions were made in the presentation between focus group sessions, ensuring that varying opinions were heard before conclusions were drawn [32]. Each focus group was run by two researchers (PH and BP or PH and AMWJ) complementing each other: one moderating and the other taking notes.

During both group interviews and focus group sessions we encouraged the exchange of heterogeneous views that provided insights into similarities and differences in the opinions and experiences of the various stakeholders [26,30,31]. We also invited the participants to challenge each other’s views [33], to explore the implications of their thinking, and to articulate their sometimes-implicit assumptions about the adoption process. This method generated new insights through group interactions.

We audio-recorded the on-site interviews and focus groups and video-recorded the online sessions. All interviews were transcribed verbatim. Analysis, comprising six phases [34], was not linear but a recursive process. First, each individual researcher gave the transcripts a close reading. Second, one researcher (PH) developed codes for the interesting parts of the data. Next, three researchers (PH, AMWJ, and BP) independently developed themes, reaching consensus on a list of relevant themes (eg, communication channel, ambassadors, and patient participation [35]) through discussion. Fourth, one researcher (PH) read the transcripts again. Fifth, using the list of themes, one researcher (PH) performed thematic coding, which two other researchers (AMWJ and BP) checked. In the final phase we (PH, AMWJ, and BP) started writing the results [34].

Ethical Approval
The Medical Ethics Review Committee of Erasmus Medical Center (Erasmus MC) approved our research proposal (MET-2018-1531) and checked if we were General Data Protection Regulation (GDPR) compliant. All participants were asked to sign an informed consent form.

Results
Overview
Our study aims to provide insights into the adoption process of a patient portal by patients and HCPs. The efforts of hospitals to stimulate the use of patient portals can be categorized under three themes: (1) informing patients and professionals about the patient portal, (2) embedding the patient portal in the daily routine of HCPs, and (3) adjusting the portal to patients’ needs in the initial and continuous development process. Below we present our empirical findings for each of these themes.

Informing Patients and Health Care Professionals
About the Patient Portal
Overview
Participants agreed that communication about the patient portal is very important for the adoption of patient portals. The hospitals require the involvement of communication experts to inform patients and HCPs. We identified four objectives to support patient portal adoption using the informing of patients and HCPs as the basis. Here we explain them one by one. Participants mentioned using 23 communication channels to reach their audiences (see Table 3).
Table 3. Channels (N=23) used to achieve four communication objectives to inform patients and health care professionals.

<table>
<thead>
<tr>
<th>Channel</th>
<th>Knowing about the portal</th>
<th>Knowing how the portal works</th>
<th>Knowing that action is required on the portal</th>
<th>Knowing where to find help with the portal</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pocket tickets</td>
<td>x</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Promotion leaflets</td>
<td></td>
<td>x</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Press releases</td>
<td></td>
<td>x</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Posters</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Banners</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Screen in waiting room</td>
<td></td>
<td>x</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Social media</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Video on website</td>
<td></td>
<td>x</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Explanatory leaflets</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Students or volunteers in central hall for a week</td>
<td></td>
<td>x</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Physical point with employees and volunteers</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Health care professionals</td>
<td></td>
<td>x</td>
<td>x</td>
<td></td>
</tr>
<tr>
<td>Letter with request (before or after appointment)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Text message with request</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mail with request</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Staffed desk</td>
<td></td>
<td></td>
<td>xxx</td>
<td></td>
</tr>
<tr>
<td>Informative meetings</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Interactive meetings</td>
<td></td>
<td>xxx</td>
<td>xxx</td>
<td></td>
</tr>
<tr>
<td>Internal website</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Peer to peer</td>
<td></td>
<td>xx</td>
<td>xx</td>
<td>xx</td>
</tr>
<tr>
<td>Training</td>
<td></td>
<td>xx</td>
<td>xx</td>
<td>xx</td>
</tr>
<tr>
<td>Newsletter</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Goodie bag with explanation</td>
<td></td>
<td>xx</td>
<td>xx</td>
<td></td>
</tr>
</tbody>
</table>

\(^{a}\)Key: x = patients; xx = professionals; and xxx = patients and professionals.

**Objective 1: Knowing About the Portal**

First, participants argued that it is obviously necessary to make sure that patients and HCPs know about the patient portal; otherwise, they cannot use it. Meeting this objective means that patients and HCPs will have a general idea of what the portal is and what it looks like. The hospitals used various mass-focused channels most frequently to communicate the existence of the portal to patients and HCPs. These channels include leaflets and posters, banners hung in the corridors, messages on social media, and placing volunteers in the central hall of the hospital to point patients to the portal. Using multiple channels to reach patients is considered important because patients have different preferences, but it is probably a bit inefficient, as these quotes illustrate:

*I am not inclined to take leaflets from the hospital. If it’s really important, I think I will be reminded.* [Participant #0.4, client council member]

*All those freebies [goodie bags], I don’t like them. They won’t get me to look at the portal.* [Participant #14.2, patient, informal caregiver, and former client council member]

*Still, it works for others.* [Participant #11.4, client council member]

Looking at the channels used to reach HCPs, we see hospitals organizing informative presentations for medical and nursing staff and department meetings. Participants felt that informing only the team leaders and managers is not enough; it is important to directly inform the HCPs. According to participants, effective channels that reach broad groups of professionals include department meetings, the hospital intranet, and the staff newsletter. Reaching out by email is considered inefficient because HCPs receive a lot of email and particular messages can be easily missed or skipped.

**Objective 2: Knowing How the Portal Works**

Second, participants argued that patients and professionals need to know how the patient portal works. Hospitals can meet this objective by (1) using video screens in waiting rooms, (2) putting explanatory videos on the hospital website, and (3) placing volunteers in the central hall of the hospital to teach patients how the portal works.

Hospitals asked professionals who are already successful portal users to explain how the portal works to their peers (ie,
peer-to-peer information). One hospital gave their professionals a goodie bag with explanatory flyers during portal training, but only a few hospitals organized training sessions on new functionalities for HCPs. However, the participants said that HCPs need to know how the portal actually works as patients sometimes turn to them for help with portal questions:

"So often I hear that people can't log in to the patient portal. I think that as staff we should be looking into the portal far more. How does it actually work for the patient in practice?" [Participant #1.2, staff member]

If the HCP has to tell the patient that they do not know how to help, this can be a disappointment. One participant reflected the following:

"Lots of patients say, ‘I'm logged in but then I don't know what to do.’" Many colleagues say, "I don't know either." If you can’t help the patient, they’ll drop out immediately. [Participant #5.5, senior doctor's assistant]

Objective 3: Knowing That Action Is Required on the Portal

A third objective is to entice patients and HCPs to visit the portal. Hospitals did this by sending specific calls to action, including personal letters, text messages, or emails asking the recipient to read through an online brochure on their treatment before their hospital appointment or to fill in a questionnaire:

"Your appointment letter also asks you to complete the pre-operative screening questionnaire at home." [Participant #9.1, communication advisor]

Hospitals encouraged HCPs to use the patient portal by asking them to respond to e-consults (ie, messages sent by the patient) and by showing them functions that will save their time or make their work more efficient. Time-saving functions like preoperative screening questionnaires on the patient portal are easy to embed in the daily routine of professionals. One participant explained the following:

"We built the pre-operative screening questionnaire in such a way that [the information the patient provides] gets entered directly into the anesthesiologist's outpatient file. [This means] that the moment the anesthesiologist starts the consultation with the patient, the data are already in the system. The outpatient clinic started using the questionnaire right from the go-live." [Participant #12.1, project leader]

Objective 4: Knowing Where to Find Help With the Portal

The fourth communication objective is to ensure that patients and HCPs know where to look for help when they have a problem using the portal. Hospitals organized a help desk, publishing its phone number and email address in leaflets, letters, on the hospital website, and on the portal itself. Some hospitals organized a service point clearly visible in the central hall of the hospital, where patients receive face-to-face service.

Outpatient clinic staff can tell patients about this service point. HCPs can ask their colleagues for help (ie, peers).

Reviewing these hospital communication strategies, three findings are worth a mention:

1. The texts used to inform patients and HCPs have a promotional tone. Hospitals choose to stress the benefits and hardly mention the potential disadvantages or risks of portal use.
2. Mass communication is preferred because it is less labor intensive. However, it is also less personal and less in line with the needs of an individual. Personal communications, such as letters, text messages, and emails, have the advantage in that they probably make patients and health care professionals feel personally addressed.
3. Hospitals struggle with the timing of starting their communication efforts, for example, having a silent "go-live" or starting a campaign directly after launching the portal.

Our participants explained that most hospitals do not inform patients about the go-live, because this gives them the opportunity to solve start-up problems and technical issues signaled by the first users. After some two to three months they will use a cross-media approach to communicate on the portal. Our participants expressed concern that if a hospital initiated a communication campaign straight after launching the portal, the hospital could be making promises that they cannot keep.

Embedding the Patient Portal in Daily Routines

Overview

In the previous section we showed how communication strategies support patient portal adoption processes. HCPs worry that using the portal is time-consuming and will disturb their daily routine. They regard explaining how the portal works and communicating with patients on the portal as extra tasks and expect that helping non-computer-literate patients (eg, the elderly and people with low literacy) will be especially time-consuming. One participant explained the following:

"If a patient says, ‘I don’t use the computer,' I won’t ask if they have a son or daughter who’d like to share their access. I don’t start with that, it costs too much time, really." [Participant #5.5, senior doctor’s assistant]

Our data show three ways to support embedding the patient portal in the daily routine of HCPs and management: (1) hospital policy, (2) management by monitoring the numbers, and (3) a structured implementation strategy that includes all employees in the department, termed a specialization-focused approach. According to our participants, all three ways require changing work processes and routines.

1: Hospital Policy

The first way to embed patient portals is by developing hospital policy on digitalization. Our participants revealed that some hospitals lack hospital-wide agreements, resulting in a lack of coherence for the patient. One such hospital-wide agreement could set the maximum time that HCPs have to respond to an
e-consult. According to our participants, the CMIO and the CNIO can play an important role in setting hospital-wide agreements and explaining new work routines to their colleagues (ie, peer influence). Our participants also said that some hospitals set no obligation or targets to use the portal:

How can we make sure the patient portal lands properly in the outpatient clinic? Good question... Well, it may have landed, but there is still no obligation [to use it] and that’s the real problem. [Participant #1.1, communication advisor]

For example, it is not clear within which time frame HCPs need to respond to patients’ e-consults or how many patients per specialization should be using the portal. Responses to patients should be prompt, and the professionals need time to incorporate their responses into their daily work processes on the portal.

One participant explained the following:

If you have to explain something to the patient on the portal or send them an email within four hours, then we need to think about how to get that complex planning process in the system. The professionals need time to think about it too. So that’s development; and you need even more time to implement. [Participant #13.3, CNIO]

2: Management by Monitoring the Numbers

The second way to embed patient portals is by ensuring that management monitors information on portal use or response time. Most hospitals lack management control of portal use. Some hospitals, however, monitor the numbers of new patient accounts and users on a dashboard or monitoring system. In one hospital, outpatient clinic employees must ask all patients presenting themselves at the desk if they are interested in opening a patient portal account. Hospital management uses this monitoring information to talk with staff who do not seem to be encouraging enough patients to sign up for the portal. One participant revealed the following:

Staff must register whether or not they have asked if a patient is interested in having a portal account. Now we can run reports on the employee level... We do that sometimes and then we can see that, say, Marie scores 100% on “not interested.” Of course, ... then you’d have to start the conversation. [Participant #5.4, care and operations manager]

Our participants said that fear is possibly a reason why HCPs do not motivate patients to sign up for the portal. Professionals need to overcome their own unfamiliarity and prejudices by experiencing the benefits of the patient portal. One participant declared the following:

Of course, we do it for the patient, but let’s see where it helps the physician. Then you’ll get them to at least use the patient portal. [Participant #8.7, internist]

3: Specialism-Focused Approach

A third way to embed portals in daily routines is to apply a specialism-focused approach—a structured implementation strategy—that includes all the staff in the department. This involves a multidisciplinary project team (eg, communication advisor and project leader), management, and HCPs temporarily collaborating on changing work processes to benefit the incorporation of the patient portal into daily routines. Not trying to convince just one physician, but the whole department (eg, the outpatient clinic team), makes it easier to embed the patient portal. Working closely with project staff gives the HCPs support that is based on their needs or wishes. This approach requires giving HCPs the time to discuss their problems, share their experiences, and experiment. One participant explained the following:

Using this approach, we’ve really looked in depth at the points where the portal can be embedded better in their work process. For example, we’ve supported the specialism of rheumatology. They have very clear ideas about using the portal. Now we’ll work actively with the health care professionals in the coming period to increase the use of the patient portal within their specialism. [Participant #11.2, communication advisor]

According to our participants, using this approach supports giving professionals an understanding of how the portal works and how they can use it in their daily routines. However, they said that it is labor intensive for everyone involved, which slows down the adoption process hospital-wide.

Another implementation strategy is for hospitals to start off the portal adoption processes with keen, intrinsically motivated HCPs. Hospitals put effort into these professionals. They are seen as ambassadors, as game changers, who will convince other HCPs by setting a good example. One participant said the following:

I believe that starting out with the enthusiastic specialists is the most successful strategy and that’s why we’re starting with people who want it. We’re not setting out with the difficult ones who don’t want it. [Participant #11.3, CMIO]

Adjusting the Portal to Meet Patients’ Needs

Overview

Our participants said that in the continuous development process, adjusting the portal to meet the patients’ needs is important. For example, enhancing user-friendliness ensures repeated use of a portal. As well, asking patients for feedback on the portal can reveal points of improvement that the project staff might not spot, as our participants explained:

An example: a patient tests the portal, first on a dummy and later on their own file. Someone remarks: “It’s in chronological order; but the most recent is at the bottom. Why don’t you put the most recent at the top of the page?” [Participant #4.2, project leader]

It’s as simple as that. You don’t notice that when you are so involved. [Participant #4.1, advisor of functional management]

According to our participants, another reason they find it important to adjust to patients’ needs is because the perspectives of the patient and the communication advisor may differ.
Our participants mentioned two methods hospitals use in the effort to optimize portal user-friendliness: (1) patient feedback and (2) focus on optimizations for patients with special needs (eg, low literacy, visually impaired, and low digital skills).

1: Patient Feedback

The first way to adjust to patients’ needs in the continuous development of patient portals is to set up a panel of patients to act as a sounding board or to survey patients on their experiences and wishes. One participant reported the following:

We have a panel of 150 people. We sent these people a questionnaire on the patient portal and how they would like to use it. [Participant #3.2, client council member]

Another way is to organize sessions with patients to test portal functionalities (eg, access to data, an e-consult, and filling in questionnaires). To illustrate, one hospital organized a test session for feedback and observations:

We invited a few patients from our patient panel. We gave them a test version of the portal and asked them to do a few assignments and fill in a questionnaire. For example: look at the patient portal and see if you get it. Give as much feedback as possible about the things that could be improved... There was one-on-one guidance. We had a large number of employees involved, so that we could sit next to the patients and get as much feedback as possible. So, we could also see how things went. [Participant #7.1, project employee]

Hospitals also asked for feedback and reused questions, comments, and complaints patients express to the helpdesk. One participant said the following:

We now actively request feedback from patients. The helpdesk also receives feedback and phone calls and we can use the input obtained. [Participant #1.1, communication advisor]

2: Focus on Optimizations for Patients With Special Needs

A second way to adjust to patients’ needs is by optimizing the portal for people with special needs. For example, language experts check the language used on the portal and written information on how to use it, removing jargon and abbreviations and simplifying texts for patients with low literacy. They make more use of visuals (eg, icons, pictograms, and infographics):

You can summarize in pictograms, which makes it much easier for patients with low literacy. Visuals work better and faster. [Participant #9.2, patient]

Another example of optimizing portal use for people with special needs is when hospitals collaborate with organizations offering general computer courses, such as the municipality, community centers, and libraries, for patients with few digital skills. Hospitals ask those organizations to blend the patient portal into their course and teach patients to work with it. Also, hospitals may refer patients to this course if they do not have computer skills and need to learn how to work with the Dutch national identity authentication method (DigiD). Participants report that the DigiD is not easy to use and its log-in process requires many steps:

I find the accessibility of the patient portal a real problem. Logging in with your DigiD is difficult. [Participant #3.3, functional manager]

We look for courses on using the DigiD subsidized by the municipality. They organize courses in the community centers for people having trouble with DigiD and then these people can practice logging in on the patient portals. [Participant #11.2, communication advisor]

Despite the importance of adjusting to patients’ needs in continuous development, hospitals sometimes hesitate to include patients, because they may not be able to act on the patients’ feedback. For example, if patients miss functionalities, it can require time and money to add them to the portal and, therefore, this cannot be easily fixed. Participants mentioned the importance of explaining to patients what the hospital does with their feedback and why some feedback points cannot be solved in the near future (eg, technologically impossible or too expensive). Otherwise, patients will feel that the hospital is not taking their feedback seriously. The following quote shows how hospitals struggle to let patients participate in the continuous portal development, even though they find patient input invaluable:

If we invite the panel group for testing, then we have to show that we have improved the portal based on their feedback... Otherwise they will think “nothing happens with our input.” If we organize patient participation, you can only say “we’re too busy” once. [Participant #4.1, advisor of functional management, and participant #4.2, project leader]

One of the challenges of acting on patient feedback stems from the collaboration with the suppliers of patient portals. Suppliers will undertake to improve or develop new functionalities when multiple hospitals make the same request. Surprisingly, however, suppliers (n=5) said that they include no patients in their development process. The suppliers see it as the responsibility of their customers—the hospitals—to give voice to patients’ wishes.
Discussion

Principal Findings

This qualitative study focuses on patient portal adoption processes by patients and HCPs in a Dutch hospital context. Overall, our results show that the adoption of patient portals is more dynamic than presented in theoretical models and the literature. Greenhalgh et al’s linear adoption stages (ie, preadoption, early use, and established users) [16] seem useful in studying adoption by individuals, but hospital patients and HCPs are in different adoption stages. Consequently, an organization cannot simply move through sequential stages; it needs ongoing effort to be put into informing, embedding, and adjusting to patients’ needs. Their focus on individuals rather than the organizational context is also a criticism levied at the theoretical models (see Table 1) [14,16,17].

All participating hospitals seem to be experimenting with stimulating adoption of the patient portal. They are trying to create effective communication strategies, looking for the best way to embed the portal in daily routines and adjust to its patients’ needs. As yet, they have not found the best way of encouraging portal use by patients and HCPs. Here we explain the implications of our results.

Our study shows that hospitals are experimenting with many communication channels (N=23), mostly ones that are already in use. Despite efforts by communication departments, it seems that portal adoption is still quite a challenge. It seems that hospitals do not know which channels are most effective for which target audiences and what the right timing is for their communication campaigns. Looking at their communication strategies, we found that hospitals choose to emphasize the benefits of portal use and hardly mention the potential disadvantages or risks. According to Greenhalgh et al [16], intended adopters must know the consequences of adopting a patient portal to become established users. If intended adopters are not informed of the potential disadvantages, then they cannot oversee all the consequences of using the portal, for example, the risks. However, the financial incentives of the VIPP program may explain the positive promotion strategy. If hospitals do not attain a certain adoption percentage (ie, 10% or 25%) they will have to repay their VIPP grant.

Our results show that hospitals invest in HCP adoption through peer-to-peer influence. However, focusing on the enthusiastic HCPs can mean that the less-motivated HCPs will lag behind. That a patient portal often does not reduce the burden of HCPs (ie, it only means extra work) and that it is not embedded properly in work routines can hinder adoption. The specialization-focused approach offers a way of encouraging patient portal adoption by HCPs. This experiment with portal embedding would be interesting to study in other contexts to see where and how it could lead to better embedding of the patient portal. A possible disadvantage of this approach could be that patients will not understand why specialisms are in different adoption stages (ie, patients can make an online appointment with one specialization but not for another).

Another principal finding is that hospitals are struggling to adjust the portal to meet patients’ needs in their continuous development process, although all seem to find this important. According to Greenhalgh et al [16], it is vital that intended users get the opportunity to refine the portal so that they will not drop out in the early adoption stage. Hospitals are using various ways to adjust to the patients’ needs in ongoing portal development, without knowing which one is most effective in which phase and for what purpose. It would be interesting to do more research on how patients can participate in portal development, including efforts to stimulate adoption.

Nonusers of patient portals could be studied further. Previous studies show that nonusers have various reasons for not adopting the portal [36,37], including a preference to speak directly to their HCP, the level of their communication skills [36], and their concern for privacy and information security [36]. Such studies would show that hospitals are taking nonusers’ concerns seriously and, at the same time, could produce insights valuable to exploring whether and how the patient portal could be made useful to them.

A remarkable finding is that portal suppliers do not include patients in their development process. The suppliers see it as their clients’ responsibility to give voice to patients’ wishes, but the focus group discussion did make them rethink this. This means that hospitals must explain to the supplier how they should make the portal more user-friendly for patients. Because of the variation in hospital context and portal suppliers, this could explain the disappointing adoption by patients.

Limitations

Our study has four limitations. The first is that the adoption processes in the hospitals we studied might be somewhat unusual due to the financial incentives of the national VIPP program. Conducting similar research in other countries would, therefore, be interesting and could also teach us more about the contextual, including cultural, factors that influence hospitals’ efforts to stimulate adoption.

The second limitation is the way we recruited hospital participants. Using our own research networks may have biased our sample. However, our recruiting process resulted in a good variation in the mix of included hospitals.

The third limitation is that we only included teaching and general hospitals, given that academic hospitals follow another implementation program. Also, during the study period they were not participating in the VIPP program and, therefore, could not be compared. However, the inclusion criteria context of the studied hospitals varied greatly to include different kinds of hospitals and patients.

Last, this descriptive study shows the efforts that some Dutch hospitals have made to stimulate adoption of a patient portal. We did not study whether the undertaken efforts led to an actual increase of the adoption of patient portals. A further study on the effectiveness of these efforts is recommended.

Comparison With Prior Work

In recent years, many theoretical models on the adoption of information technology have been developed [9,10]. These
models show which variables are important for the adoption of a technology; for example, perceived ease of use, defined in the Technology Acceptance Model (TAM) as “the degree to which the person believes that using the particular system would be free of effort” [12]. However, these models are not explanatory and do not provide the know-how to stimulate patient portal adoption [9,10]. Consequently, we suggest future research should not focus on models, including new ones, but should deal with actionable knowledge for practice [38]. Action research can be used to study the adoption process and the embedding of patient portals in daily practice [39].

Communication experts support the hospitals’ choice to use a cross-media promotion to inform patients and HCPs about the patient portal [40]. Explaining the benefits of using a patient portal is especially important for promotional messages [41]. However, open dialogue among HCPs and project leaders and staff is also vital because it illuminates the professionals’ perspectives on portal development [41]. Earlier research shows that ignoring doubts while trying to convince others to use a technology may produce negative energy and a reluctance to use the portal [41,42]. Further research is required to find the most effective hospital communication strategies for encouraging patient portal adoption for patients and HCPs.

Our study showed that embedding a patient portal in the daily routine of HCPs requires changing their work processes. Earlier studies suggest that hospitals need to make extra time available to HCPs so that they can change and learn new work processes [41]. Research shows that portal use by patients may increase when HCPs are active on the patient portal and it is embedded in their work processes [43]. Research suggests training can benefit the adoption process [41], yet only some hospitals organize courses that explain how the portal works. As a result, some HCPs lack familiarity with portal functionalities [42].

The literature reports several ways of using feedback to adjust the portal to patients’ needs in the continuous development of patient portals. These studies could help hospitals struggling with this. It is important to include patients at the beginning of ongoing development of patient portals [1,44,45]. Examples include co-design, where patients help identify the project based on personal experiences in collaborating with the clinician [45], and participatory stakeholder co-design, where patients and clinicians are equal stakeholders in the whole project [45]. Vulnerable patient groups, such as disadvantaged older adults, should be given special attention in the process of cocreation and user testing [7]. This is an important issue for future research.

Conclusions

Patient portal adoption processes are not just about implementing the technology. They require human interaction in a multitude of ways. Our study reveals three key findings for the adoption process: (1) informing patients and HCPs about the portal, (2) embedding it in the daily routine of HCPs, and (3) adjusting it to patients’ needs in the continuous development of the portal. Our paper provides rich insights into the complexity of the adoption process and gives examples of efforts to stimulate the adoption of patient portals. Our findings help to translate the relatively abstract factors mentioned in the theoretical models to the everyday pragmatics of eHealth projects in hospitals.
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Abstract

Background: Although electronic medical record (EMR)-tethered patient portals are common in other countries, they are still emerging in Canada.

Objective: We aimed to report user satisfaction and the effects of a patient portal on medical appointment attendance in a Canadian cohort of patients within our publicly funded health care system.

Methods: Two surveys were deployed, via email, at 2 weeks and 6 months following the first recorded patient portal access. Database audits of visit attendance were used to supplement and cross reference survey data.

Results: Between January 2016 and July 2018, 4296 patients accessed the patient portal. During the study, 28% (957/3421) consented patient portal users responded to one or more semistructured electronic surveys. Of respondents, 93% (891/957) reported that the patient portal was easy to use, 51% (492/975) reported it saved time when scheduling an appointment, and 40% (382/957) reported that they had to repeat themselves less during appointments. Respondents reported patient portal–related changes in health system use, with 48% (462/957) reporting avoiding a clinic visit and 2.7% (26/957) avoiding an emergency department visit. Across 19,968 visits in clinics where the patient portal was introduced, missed appointments were recorded in 9.5% (858/9021) of non–patient portal user visits, compared with 4.5% (493/9021) for patient portal users, representing a 53% relative reduction in no-show rates.

Conclusions: Early experience with an EMR-tethered patient portal showed strong reports of positive patient experience, a self-reported decrease in health system use, and a measured decrease in missed appointment rates. Implications on the expanded use of patient portals requires more quantitative and qualitative study in Canada.

Introduction

Canadians desire electronic access to their health information and have an expectation of managing their health system interactions digitally [1]. Increasingly, that access is provided through electronic medical record (EMR)-tethered and standalone web-based patient portals [2-12]. Patient portals can deliver digital access to secure messaging, health information (eg, test results, lists of medications and allergies), scheduling functions, and self-management of health issues such as weight, blood glucose, and blood pressure. Early studies of patient portals reported patient benefits including enhanced satisfaction,
better relationships with their care providers, more efficient medication refills, and improved understanding of their health information [3,4,11,13-16]. Health system benefits include fewer missed clinic appointments (no-shows), lower postage costs related to decreased mailing of paper records to patients, and less time answering phone calls related to appointments [3,4,11,13-16]. A recent systematic review of patient portals concluded that there is an urgent need for more outcomes data and reporting on organizational and provider context, as well as implementation processes [17].

Fully interactive patient portals that share detailed health information, messaging, and scheduling capability are relatively rare in Canada, and mostly allow patients limited interaction with a single health care facility or clinic [2,18-22]. A number of provinces provide standalone portals that aggregate laboratory and diagnostic imaging results, but few employ patient portals that allow self-scheduling or health management across a large population. Alberta Health Services (AHS) had a limited production rollout of a patient portal tethered to an EMR in the Edmonton zone from 2016-2019. The objectives of our study were to examine the effects of this tethered patient portal on patient satisfaction and health system usage.

**Textbox 1. Patient portal features.**

- Secure bidirectional messaging between patient and care team
- Display medical information (medications, problems, past history, allergies, immunizations)
- Create, select, view, and modify scheduled appointments (varies by clinic)
- View appointments and receive reminders sent to patient mobile devices
- Complete previsit questionnaires and patient-entered flowsheets
- Enter and track home data (eg, blood pressure, glucose)
- iOS and Android mobile apps
- Integration with Alberta Personal Health Portal
- Email signup process to reduce initial 2-factor login issues for patients

**Textbox 2. Results release framework.**

**Results released in real time (hourly)**

- Hematology (complete blood count, white blood cell count), electrolytes, renal function, liver function, lipids, diabetes monitoring (glucose, HbA1C), coagulation profile (international normalized ratio, prothrombin time test), cardiac tests (troponin, B-type natriuretic peptide), sexually transmitted infection results, bacterial cultures

**Results released after 10-day delay (or earlier if provider does so manually)**

- Pathology reports, diagnostic imaging reports, genetic testing (newborn screening, specific diagnostic testing (eg, for angioedema, protein C deficiency, carrier testing, prenatal testing, preimplementation testing), cytogenetics, histocompatibility, serology, molecular diagnostics, HIV serology, hepatitis C serology, cancer-related markers (eg, prostate-specific antigen, carcinoembryonic antigen)

**Study Setting and Population**

AHS is a provincial health system responsible for the delivery of inpatient and ambulatory care services. Edmonton is the capital city of Alberta, with a population of approximately one million. In January 2016, an EMR-tethered patient portal was introduced in the Edmonton zone, and was evaluated between January 2016 and July 2018. During this phase, the patient portal was introduced in one family practice clinic and four specialty clinics (rheumatology, inflammatory bowel disease, multiple...
sclerosis, and diabetes). These specialty clinics are part of a large academic health campus, accept patients initially via referral for specialty care, then follow them for their chronic disease management. Inclusion criteria for the survey study were the following: patients who had (1) visited 1 of the 5 aforementioned clinics between January 2016 and July 2018, and (2) signed up for patient portal access. A total of 3421 patients met inclusion criteria for the survey during the study period.

**Patient Survey Instrument**

A novel 30-question survey instrument (Multimedia Appendix 1) was developed by members of our research team using a modified Delphi [23] approach. Four overarching themes were identified: (1) satisfaction with the patient portal, (2) utility of the patient portal, (3) impact of the patient portal, and (4) demographic characteristics. Proposed questions were refined by the research team and then pretested with 6 members of our patient portal working group. After further refinement, which included changes and clarification of wording and question structure, the survey tool was piloted and sensibility-tested with a small group of patients, leading to a final survey with 5 (satisfaction, utility) to 12 (impact) questions per theme. The survey required about 10-15 minutes to complete.

During the sign-up process for the patient portal, patients consented to be contacted via their email address, which was routinely recorded as part of the sign-up process. Patient portal users were emailed a voluntary link to the survey which contained Likert scales, multiple-choice questions and free-text questions. The free-text answers were collated and thematically coded by two authors (TG, SA). Coding discrepancies were resolved by consensus. Surveys were administered at 2-week and 6-month time points relative to each participant’s first successful access to the patient portal, as this was felt to represent an adequate period of time for participants to access and become comfortable with using the patient portal. Respondents were made aware that their responses would not impact their clinical care, that no incentives were provided, and that their responses would only be studied in collated form. Respondents were permitted to skip any question they wished.

**Appointment Attendance Records**

To determine the no-show rate, the numerator of scheduled appointments recorded as no-show was divided by the denominator of total scheduled appointments. No-show rates were calculated for users with an active patient portal account at the time of the visit and compared to rates for users attending the same clinics without a patient portal account at the time of the visit. Audit log analysis included attended and no-show visit rates, basic patient demographic data, and the patient’s contact email address.

**Statistical Analysis**

Categorical data (eg, sex, age) were summarized with frequency distributions. Respondent demographic characteristics were compared to the wider user population with respect to sex and age. No-show rates were compared for patient visits where a patient portal account was active at the time and patient visits in the same clinic with no active patient portal account between November 2015 (just before the patient portal was introduced) and July 2018. Each respondent’s final answer across the 3 time points to questions of a more summative nature were included for statistical testing. Statistical differences were detected at a $P$ value of less than .05. Chi-square testing for each of these comparisons was conducted using R statistical software (version 3.4.3, R Core Team, R Foundation for Statistical Computing). We included users who enrolled to use the system between May 2016 and May 2018. An additional 875 new users signed up for patient portal access between May and July of 2018. To avoid biasing the estimate of the proportions of users toward the early users, these users were included in the user population but not in survey analysis.

**Results**

**Demographic Characteristics**

A total of 5629 electronic surveys were transmitted to 3421 patients between January 2016 and July 2018. The final administration of the survey was completed in May 2018 to allow users 2 months to respond to the survey. Overall, 957 patients responded 1916 times, and 28% (957/3421) of users receiving an invitation to participate replied to at least one survey. In addition to accessing their own health information, patient portal users reported using the patient portal for their children (36/957, 4%) or their spouse (131/957, 16%). Of 174,298 login sessions, 70% (122,648/174,298) were from a computer browser, 20% (34,205/174,298) were from an iPhone, and 10% (17,445) were from an Android device.

Table 1 describes user and respondent demographics and comfort with computer use; the majority of respondents (834/957, 87%) reported being either comfortable or completely comfortable using computers.
Table 1. Patient portal user and respondent demographics.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Respondent frequency, n (%), (N=957)</th>
<th>User frequency, n (%), (N=4296)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sex</td>
<td></td>
<td></td>
<td>&gt;.99</td>
</tr>
<tr>
<td>Female</td>
<td>537 (56.1)</td>
<td>2347 (59.3)</td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>378 (39.5)</td>
<td>1749 (40.7)</td>
<td></td>
</tr>
<tr>
<td>No answer</td>
<td>43 (4.3)</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td>Age (years)</td>
<td></td>
<td></td>
<td>.22</td>
</tr>
<tr>
<td>&lt;18</td>
<td>0 (0)</td>
<td>73 (1.7)</td>
<td></td>
</tr>
<tr>
<td>18-29</td>
<td>64 (6.7)</td>
<td>719 (16.7)</td>
<td></td>
</tr>
<tr>
<td>30-39</td>
<td>111 (11.6)</td>
<td>870 (20.3)</td>
<td></td>
</tr>
<tr>
<td>40-49</td>
<td>132 (13.8)</td>
<td>742 (17.3)</td>
<td></td>
</tr>
<tr>
<td>50-59</td>
<td>249 (26.0)</td>
<td>893 (20.8)</td>
<td></td>
</tr>
<tr>
<td>60-69</td>
<td>200 (20.9)</td>
<td>630 (14.7)</td>
<td></td>
</tr>
<tr>
<td>≥70</td>
<td>105 (11.0)</td>
<td>369 (8.6)</td>
<td></td>
</tr>
<tr>
<td>No answer</td>
<td>96 (10.0)</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td>Comfort with computers</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Completely comfortable</td>
<td>297 (31.0)</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td>Comfortable</td>
<td>537 (56.1)</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td>Neutral</td>
<td>297 (31.0)</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td>Uncomfortable</td>
<td>80 (8.4)</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td>Completely uncomfortable</td>
<td>2 (0.2)</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td>No answer</td>
<td>34 (3.6)</td>
<td>N/A</td>
<td></td>
</tr>
</tbody>
</table>

*Note:* N/A: Not applicable.

**Satisfaction, Impact, and Utility**

Patient portal users reported a high degree of usability and general satisfaction: 93% (891/957) of respondents felt the patient portal was easy to use, 83% (794/957) said it made communication more convenient, and 75% (716/957) indicated it saved time when scheduling an appointment.

Among survey respondents, 48% (460/957) stated the patient portal had helped them avoid a clinic visit. In February 2016, we added an additional question regarding emergency department or urgent care visit avoidance, and of users who answered this, 14% (26/188) answered that the patient portal allowed them to avoid such a visit.

There were 4 free-text questions available based on the themes of requested improvements, preferred features, how the patient portal helped avoid a health care visit (if applicable), and self-reported cost savings related to the patient portal (Table 2). Over two-thirds of respondents identified that access to laboratory and diagnostic imaging results was the most preferred feature of the patient portal. The most frequently reported concerns were related to a cumbersome sign-in process and a desire for more explanation of results. It should be noted that the patient portal was launched with an authentication method that was acknowledged to be overly complex at the time of implementation but was required for local technical and security reasons. Less common requests included a wider availability of data, including physician notes on the chart, an explanation of the meaning of the results, and the timeliness of the reports in the system.
Table 2. Respondents’ view on the patient portal.

<table>
<thead>
<tr>
<th>Participant responsesa</th>
<th>Frequency, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Requested improvements (n=558)</strong></td>
<td></td>
</tr>
<tr>
<td>Less cumbersome login authentication</td>
<td>144 (25.8)</td>
</tr>
<tr>
<td>More data types and wider spread availability</td>
<td>143 (25.6)</td>
</tr>
<tr>
<td>Like it/love it in current state</td>
<td>94 (16.8)</td>
</tr>
<tr>
<td>Better instructions/explanation of results</td>
<td>47 (8.4)</td>
</tr>
<tr>
<td>Reports delayed or incomplete</td>
<td>43 (7.7)</td>
</tr>
<tr>
<td>Other</td>
<td>108 (19.4)</td>
</tr>
<tr>
<td><strong>Most preferred features (n=173)</strong></td>
<td></td>
</tr>
<tr>
<td>Lab and diagnostic imaging results</td>
<td>119 (68.8)</td>
</tr>
<tr>
<td>Feeling of health empowerment</td>
<td>23 (13.3)</td>
</tr>
<tr>
<td>Scheduling features</td>
<td>21 (12.1)</td>
</tr>
<tr>
<td>Communication features</td>
<td>14 (8.1)</td>
</tr>
<tr>
<td>Otherc</td>
<td>4 (2.3)</td>
</tr>
<tr>
<td><strong>Factors resulting in self-reported avoidance of an emergency department/urgent care center visit (n=129)</strong></td>
<td></td>
</tr>
<tr>
<td>Access to results meant a visit could be avoided</td>
<td>76 (58.9)</td>
</tr>
<tr>
<td>Chronic disease–specific management</td>
<td>22 (17.1)</td>
</tr>
<tr>
<td>Question answered via secure messaged</td>
<td>21 (16.3)</td>
</tr>
<tr>
<td>Othere</td>
<td>50 (38.8)</td>
</tr>
<tr>
<td><strong>Reported cost savings by avoiding a health care visit (n=112)</strong></td>
<td></td>
</tr>
<tr>
<td>General convenience and less waiting in clinic</td>
<td>43 (38.4)</td>
</tr>
<tr>
<td>Not paying for parking and gas</td>
<td>25 (22.3)</td>
</tr>
<tr>
<td>Overall improved efficiency for the health system</td>
<td>19 (17.0)</td>
</tr>
<tr>
<td>Not paying for meals/hotels</td>
<td>10 (8.9)</td>
</tr>
<tr>
<td>Otherf</td>
<td>2 (1.8)</td>
</tr>
</tbody>
</table>

aThere was more than one answer permitted per category.
bOther included general usability and results management (n=41), adding and updating health information (n=20), view diagnostic imaging images (n=14), secure messaging and notifications (n=14), patients able to upload pictures and documents (n=11), and better phone/tablet experience (n=8).
cOther included access to health information decreases anxiety (n=7), can view medications (n=7), proxy access to family member’s chart (n=4), and previsit questionnaires (n=1).
dSecure messaging was done through MyChart and answered a question from the user.
eOther included visit more frequent because informed (n=9), health empowerment (n=8), and preferred to get results in person (n=3).
fOther included not paying for meals/hotels (n=10), not missing work (n=7), and not paying for childcare (n=2).

Health System Usage
We studied the proportion of patients who had a no-show to an appointment, as it related to patient portal user status. From January 2016 to July 2018, there were 19,968 no-shows across the 5 clinics that participated. Of these visits, 9021 did not have an active patient portal account at the time of the visit. The number of no-shows amongst these visits for patients without a patient portal was 858 (9.5%, range: 3.7%-16.6%). Of the remaining 10,947 visits for patients with an active patient portal account, 493 (4.5%) no-show visits were recorded (range: 3.1%-10.4%). No-show rates for patients with no patient portal were 11.9% (386/3257) for the specialty clinics and 8.2% (472/5764) for the family practice clinic, whereas the rates for patients with patient portal access were 4.9% (194/3943) and 4.3% (299/7004), respectively. This represented a 53% relative reduction in the no-show rate overall (P<.001).

Discussion
Overview
In our study, patients were surveyed about their perceptions of an EMR-tethered patient portal. Patients had high general satisfaction, with over 90% reporting that it was easy to use, and almost half reporting that it saved them a medical visit. Respondents reported that access to results and advanced features, such as messaging and scheduling, improved
communication with their care providers. Additionally, self-reported reductions in health system use implied improved utilization of scarce health system resources. Finally, objective data from clinic visits demonstrated an over 50% relative reduction in no-show rates.

We decided to focus on patient-centered indicators of patient portal utility rather than tracking health outcomes in our study. As with any technology, the benefits will accrue only if the technology itself is working and is being used as expected [24]. Although it is assumed that just having access to health information is of benefit, there is little evidence that access to lab tests will improve health outcomes. However, we believe that more advanced features, such as scheduling and secure messaging, in combination with access to test results and clinical notes are more likely to result in long-term health system benefits. In 2014, Goldzweig et al [17] performed a systematic review and found that there were a limited number of studies about patient portals, with heterogeneous designs making it difficult to draw strong conclusions about a new technology. Additionally, they found that improved outcomes (eg, for chronic disease such as diabetes, hypertension, and depression) tended to involve portal use in conjunction with case management [17]. They also found mixed data about the effect of portals on health care utilization and efficiency. Based on the success of the patient portal in our study, planning is underway to expand patient portal use across all AHS clinics. This expansion is targeted at the notion that patients having access to their own information in conjunction with the ability to interact with the health system digitally will contribute to increasing health system efficiency, including reductions in no-show rates and clinic and emergency department (ED) visits, increased patient satisfaction and empowerment and, in the longer term, improved health outcomes. The latter assumes that the patient portal is not only widely available, but actively being used as intended.

The 53% relative reduction in the no-show rate seen in patient portal users in the 5 pilot clinics may be widely relevant. Across the Edmonton zone of AHS, about 200,000 appointments are scheduled monthly. Of these, about 40,000 appointments are rescheduled, and 2000 appointments are considered no-shows. Patients who miss appointments often use emergency departments as sources of both primary and chronic care, driving up costs and straining hospital systems [23-25]. Missed appointments can compromise continuity and quality of care for both the patients who no-show and others who would have been scheduled in those appointment slots [25]. If the decreased no-show rates scale up to a wider set of users, patient portals may have significant positive impact on wait times and clinic efficiency. Access to scheduling functions in a patient portal may also be associated with decreased urgent care visits, although studies are not consistent [26,27]. In the current work, 2.7% of respondents reported being able to avoid one or more ED or urgent care visits, and 48% reported avoiding a clinic visit due to being able to communicate electronically. ED overcrowding is an ongoing and seemingly intractable problem; any strategy to safely decant these pressures in the Canadian context warrants further exploration.

In the near future, patients will expect web-based and mobile app–based access to their health data, and the ability to manage their health and interact with the health system digitally. In some jurisdictions, this access is not only related to tests and scheduling, but extends to transparent access into the complete medical record including progress notes [28]. Future studies will include interviews of care providers and patients to get a deeper understanding of the pros and cons of an EMR-tethered patient portal, its effect on clinic workflows, and the potential savings, whether that be in terms of time saved not waiting on hold during a phone call, or travel costs saved by replacing an inpatient visit with a secure message.

Limitations
Our study evaluated a single patient portal in a large group of patients attending 1 of 5 clinics, in a single city, where the clinic leads were keen to implement it. It is not clear whether the results would be broadly generalizable. However, the study population did include both family medicine and specialty clinics, representing some diversity of needs and practice. Self-reported data is subject to recall bias, which we attempted to limit by sampling at different times after a user’s first successful patient portal access. The correlation between patient portal use and no-show rates may be partly the result of more diligent or engaged patients at the clinics participating in the study. Although we were able to compare survey respondent versus non-respondent demographic characteristics for all patients that had patient portal access, we did not have the ability to do the same for those with patient portal access versus those without. The analysis includes visits from non–patient portal users who eventually obtained patient portal access, which may underreport the effect size. The respondent population reported a high degree of comfort with computers, which may not hold true elsewhere, although it may reflect increasing competence with technology in general.

Conclusions
Early experience with an EMR-tethered patient portal showed decreased no-show rates for appointments, high patient satisfaction, and self-reported changes in health system use. Implications on the expanded use of patient portals requires further study in Canada.
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Abstract

Background: Understanding how health organizations decide on information technology (IT) investments is imperative to ensure successful implementation and adoption. There is a high rate of failure and a tendency to downplay the complexity of implementation progression. Alberta Health Services introduced a patient portal called MyChart. Although MyChart allows patients to view appointments and selected laboratory results and to communicate with their providers, its uptake varies.

Objective: The study aimed to examine the institutional decision-making processes that shaped the development and implementation of MyChart.

Methods: A historical study was conducted based on the 7-step framework, where one engages in a rigorous archival critical analysis (including internal and external criticism) of documents and analysis of interviews. We reviewed and analyzed 423 primary and secondary sources and interviewed 10 key decision makers.

Results: Supportive leadership, project management, focused scope, appropriate technology and vendor selection, and quick decision making were some of the facilitators that allowed for the growth of proof of concept. The planning and implementation stages did not depend much on the technology itself but on the various actors who influenced the implementation by exerting power. The main barriers were lack of awareness about the technology, proper training, buy-in from diverse system leaders, and centralized government decision making.

Conclusions: Organizational priorities and decision-making tactics influence IT investments, implementation, adoption, and outcomes. Future research could focus on improving the applicability of needs assessments and funding decisions to health care scenarios.

(J Med Internet Res 2020;22(5):e17505) doi:10.2196/17505
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Introduction

Background

Aging populations, increased prevalence of chronic conditions, and consequent rising costs significantly challenge health care systems worldwide. One proposed solution to these challenges has been health information technologies (ITs) that empower patients to be partners in their care, support evidence-based, individualized care, and monitor population health [1]. Understanding how health organizations decide on IT investments is imperative to ensure successful implementation and adoption. There is a high rate of failure and a tendency to downplay the complexity of implementation progression. The literature shows that the majority of health IT investments are struggling to achieve the hoped-for improvements in quality of care and economic benefits [2-5]. Furthermore, these technologies tend to run over budget because of inadequate preparation for the complexities of implementation [6,7]. There is a need to understand the implementation and adoption of such technologies through a life cycle approach for the technology rather than as a decision at a single point in time. Understanding the events and actors involved in each stage of the cycle provides for better future planning for the successful implementation of IT investments such as patient portals [8]. Alberta Health Services (AHS) introduced a patient portal called MyChart through a proof of concept (PoC).

Aim and Objectives

This study aimed to investigate and describe the process by which health IT, in this case, a patient portal, was introduced into the provincial health system of Alberta, Canada. The focus was on the process of decision making and the chronological timelines that led to the pilot of the patient portal, with an emphasis on the conceptualization, development, and implementation processes: need (why), process (how), decision makers (who), decision (what), setting and context (where), and timelines (when).

Methods

Study Design

A historical research approach was used to trace the history of the development and implementation of a patient portal in several clinics in Alberta [9-13]. Specifically, the 7-step methodology framework developed by Mason et al [9] for studying medical information systems was used, as shown in Figure 1. This entails a rigorous archival critical analysis (including internal and external criticism) of numerous documents (contracts, meeting agendas and minutes, training and marketing materials, reports, decision requests, etc), analysis of key informant interviews, and development of the narrative [9].

Figure 1. Mason et al (1997) 7-step framework.

Historical research includes the methodical collection and appraisal of data to recognize, understand, explain, illuminate, and accurately reconstruct past events, actions, and decisions [10-12]. Organizations may associate IT solutions with awesome potential and lose track of concerns and problems, resulting in repetitive regurgitation of ideas and being victims of IT fads and fashions. Mason et al [9] pioneered a framework to describe how a solution and its identified need may be adopted when it encounters the organizational context, including the connections and roles of change agents working to mitigate resistance. History allows for understanding and acknowledging what has worked and what has not worked previously [9]. It is important to outline that studying IT through the historical method is not about understanding the technology. It is about the connections and roles that impact how the technology is implemented and eventually used [9]. The framework developed by Mason et al [9] allows for an in-depth understanding of the organization’s current practices, how cultural and environmental conditions impacted the decisions, how the need and the problems were identified, shedding light on the resistance, the process of change, and the actors that led the change.

Study Setting

Alberta Health (AH) is the Alberta government department accountable for ensuring the delivery of health care services and setting and assessing compliance with policy and legislation.
Health care service delivery is funded through AHS and primary care networks (PCNs). PCNs coordinate the delivery of primary health services [15,16]. AHS was established in 2008 and delivers care through 400 facilities throughout the province [17]. The focus of this historical study is the MyChart PoC that took place in Edmonton, Alberta.

Study Context
Planning for a patient portal in Alberta began in the early 2000s led by AH. However, it was not until 2016 that one was introduced into the province, with the launch of a PoC study of MyChart (AHS branding of EpicCare Ambulatory from Epic Systems, 2014 version) by AHS. MyChart was developed by Epic and customized to meet the needs of AHS, allowing patients to view appointments, medical test results, and medication therapies, and to communicate with their providers. It is connected to the central AHS electronic medical record (EMR), named eClinician.

This study received ethics approval from the Research Ethics Board at the University of Alberta (Study ID: MS1_Pro00072286).

Search Strategy
Information on the introduction of patient portals in Alberta was gathered by first identifying relevant sources. Primary sources, including oral histories (key informant interviews), are materials that provide firsthand accounts of the event of interest [18-20]. Oral histories are considered a primary source, as the interviews are for the record and tend to confirm the events outlined in written documents [21]. Secondary sources are reports, materials, books, or articles written on the topic of interest by people who were not directly involved [10,21]. They provide additional depth and meaning to a topic [22].

We developed a search strategy to identify any sources of the development and/or implementation of a patient portal in Alberta. As the implementation of patient portals was conducted internally, government archives were searched in February 2018, and it was identified that AHS and Alberta Health maintained the sources. Requests were submitted, and the AHS project leadership agreed to provide the documents. In addition, MA (lead researcher) contacted the provincial and AHS archive departments, but the archivists found no documents on this topic. It was expected that most of the written data sources (both primary and secondary) would be internal documents; thus, an agreement was signed with AHS for document access.

In addition, we conducted a Web-based search of academic electronic databases (PubMed [MEDLINE and non-MEDLINE] references and Cumulative Index of Nursing and Allied Health Literature ). The search focused on the term Alberta patient portal with the intent of identifying articles that had any descriptions about the development of a patient portal in Alberta.

Sampling Procedure
Purposive sampling was used to recruit key informants from the AHS and AH. The names of possible participants were identified through meetings with AHS and Alberta Health representatives and a search of government directories. Both Alberta Health and AHS individuals were interviewed because of their role in planning for a patient portal. This sampling approach is common in historical studies, as the researcher requires information from individuals with firsthand knowledge of the topic under investigation. Furthermore, this approach was selected because of the representativeness and uniqueness of their experiences, not because of the generalizability of the findings [23].

Potential participants were sent an information letter and consent form, giving full details of the study. Once a contacted individual had agreed to participate, an interview was scheduled with each person individually. In total, 19 individuals were approached, and 10 agreed to participate in a semistructured interview. All data were analyzed and reported anonymously. In order to ensure that the participants’ current positions were not jeopardized because of the opinions they offered, the names and specific positions of participants were kept confidential.

Data Collection Procedure
Selecting Relevant Sources
We considered documentary sources relevant if they described any information about patient portals in Alberta. They included project management documents, scope or function documents, decision requests, presentations, organizational charts, user manuals, privacy documentation, meeting minutes and follow-ups, contracts, briefing notes, and correspondence. We also included sources that discussed electronic health records (EHRs) or EMRs systems and potential vendors. Sources that were not related to patient portals and/or EHRs or EMRs were excluded. A total of 423 sources were included.

Documents underwent external and internal criticism by MA and were reviewed by PP (co-researcher). External criticism considers the validity of the documents by confirming where the document came from and who had documented the fact that the source existed. Internal criticism looks within the data itself to try to determine truth, even considering the motives of the person providing the data [21]. This process of trustworthiness and credibility was performed for each retrieved source [22,23].

Interviews
The interviews were conducted face-to-face or by telephone by MA and were recorded and transcribed verbatim. Participants were given an alphanumeric label to protect their identity. The interviews provided an opportunity to clarify various written sources and eyewitness accounts. A generic description of the positions of the key informants is presented in Table 1.

http://www.jmir.org/2020/5/e17505/
Each interview lasted for 45 min and 1 hour. The interview sessions began with clarification of the objective of the study, and a description of the information was sought. The interview questions and discussions focused on the need for a patient portal in Alberta, intended outcomes, facilitators, and barriers to the design and implementation processes, stakeholders, policies and legal factors, and future recommendations.

**Data Extraction and Synthesis**

The sources were numbered from 1 to 423 for ease of data extraction and referencing. We developed a data extraction form to record any information about the development and implementation processes of any patient portal in Alberta. The final form included items related to source type, date of creation, author position and affiliation, summary of source information, impact of source, possible quotes, and related sources. The primary and secondary sources were grouped by year (2005-2019) and type (planning, decision requests, agendas, minutes, presentations, contracts, scoping documents, and optimization documents). MA conducted the data extraction overseen by PP.

The transcription of the interviews was done by MA and overseen by PP and KO (co-researcher). In historical research, interviews are not analyzed to develop themes but to juxtapose the insights provided by the oral interviews with the official documents. The interviews were entered into NVivo (version 11), which was used to track the analytical process through memos and notes. Interview data extraction related to events and actions was connected with patient portals. In addition, potential quotes were identified as being related to various events.

**Results**

**Data Collection Overview**

Figure 2 shows the number of selected primary (including interviews) and secondary sources.

---

**Table 1.** Organizational designation of key interview participants.

<table>
<thead>
<tr>
<th>Organization and designation of key interview participants</th>
<th>Alberta Health</th>
<th>Alberta Health Services</th>
</tr>
</thead>
<tbody>
<tr>
<td>Executive-level participant 1</td>
<td></td>
<td>IT senior-level participant 5</td>
</tr>
<tr>
<td>Executive-level participant 2</td>
<td></td>
<td>Senior-level participant 6</td>
</tr>
<tr>
<td>Executive-level participant 3</td>
<td></td>
<td>Executive-level participant 7</td>
</tr>
<tr>
<td>Senior-level participant 4</td>
<td></td>
<td>Senior-level participant 8</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Senior-level participant 9</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Clinician senior-level participant 10</td>
</tr>
</tbody>
</table>

Figure 2. Overview of data collection strategy.
The following sections describe the events based on the extracted data from these sources. An overview of the Alberta Health and AHS timelines is shown in Figure 3.

**Figure 3.** Timeline of the development of patient portals in Alberta. EMR: electronic medical record.

### The Unmet Need

#### Before 2005

Alberta’s first EMR implementation planning began in 1997 (before the creation of a single province-wide health services delivery organization) with the directive to develop and deliver a single province-wide EMR [24]. This led to the implementation of the Alberta Netcare Portal (ANP) in 2004, which was a read-only access system for laboratory results, diagnostic imaging, textual and scanned reports, and dispensed drug information [25].

#### 2005/06: Capital Health and the Need for a Different Electronic Medical Records

In 2005, Capital Health (1 of the 7 regional health authorities at that time) issued a request for proposals (RFPs) for a different EMR system to replace the ANP system. Epic Systems Corporation (from now on referred to as Epic) was awarded the contract in September 2006. The new EMR system, which was developed and customized for Alberta, was called eClinician.

#### 2007/08: The Alberta Health Business Case

Although Capital Health and later AHS were working on implementing eClinician, AH commenced a patient portal discovery phase based on reports from the United States about the potential for health ITs to be cost saving (business case: personal health portal [Advice to the Minister]). This led Alberta Health to develop a business case that represented the first official document produced by a government body in Alberta that described the need for patients to have access to their personal health records. In addition, patients were falling through the cracks, as they were unaware of their test results or if specialist referrals were being made (AH executive-level participant 4).

Although in 2008, AH planned to have a portal deployed within a few years, this did not occur until 2019. Several executive leaders confirmed a description of events during this time when delays resulted from inappropriate planning, changes in vendors, and changes in AH leadership. In addition, individuals involved in managing the personal health record (PHR) project were not equipped with the appropriate technical knowledge as described by an interview participant:

*So what happened was we ended up in the development mode we're not in the software business. We are not in development business.* [AH executive-level participant 1]

The portal planning undertaken by AHS during 2008 was also seen as a reason for delays:

*I also think that the culture of AHS has worked against us because they didn't want something separate from their clinical information system. They wanted it to be something that they controlled and part of the software that they would be purchasing. I believe that that culture and that resistance was evident through the whole journey.* [AH executive-level participant 1]

It appears from the key informant interviews and documents that between 2005 and 2008, numerous activities established foundational components for a patient portal in Alberta. It is difficult to judge whether the commitment to meet the identified technology need was rushed or whether the task was more complicated than expected. It took more than 11 years for AH to finally release a PHR system in March 2019 [26]. During these years, an apparent or actual lack of coordination between AH and AHS resulted in tension due to their two patient portal systems appearing duplicative, being established within the same health care system.
2014-2019 Alberta Health Services and the Race to Deliver a Patient Portal

The delays that occurred between 2008 and 2014 were caused by the restructuring that occurred in Alberta when 12 separate health regions and 3 health boards were merged into Canada’s first province-wide, fully integrated health system known as AHS. The AHS’ patient portal journey was a continuation of what had been initiated by Capital Health (one of the former health regions) by its implementation of eClinician. As AHS was planning the implementation of a provincial inpatient clinical information system, eClinician was meant to serve as a bridge that would ease the gap in terms of the identified need for a provincial EMR and an interactive way for patients and health care providers to access information. In 2014, the eClinician Working Group, with input from various stakeholders, developed a document outlining the AHS health information–sharing prioritization principles that described the need for cost-saving measures based on patients having access to their health care information. In 2014, eClinician went live with over 4700 users at almost 600 clinics or sites [27]. It is important to point out that the AH ANP EMR was still being used in Alberta during the implementation of eClinician.

The eClinician system was intended to support one person, one record, and had the capacity to deliver the MyChart patient portal through which patients could access their record, communicate with their provider, and book and cancel appointments. The MyChart PoC, led by a clinical Working Group (MyChart Working Group) reporting to the AHS Ambulatory Oversight Council, was planned in phases that were meant to reflect a forward-thinking plan to align with both the AH PHR and the upcoming AHS Clinical Information System.

As a small project team what we did is we created a Clinical Guidance Working Group it was called the MyChart Working Group and on there we had a number of different users on board. We had physicians, nurses, allied health, from different sites and we had managers on there as well. [AHS senior-level participant 8]

The MyChart PoC implementation was planned as an incremental change in order to minimize resistance by clinicians and patients (eClinician prioritization principles). It was decided that at the conclusion of the PoC, the Working Group would validate the solution against physician’s expectations, assess the true performance of the patient portal in a controlled environment, identify areas for improvement, identify implementation tips and traps, and lessons learned, measure key performance indicators and determine the return on investment (eClinician link PoC scope August 21, 2015).

The results from the PoC would be used to determine any future approaches for deployment, long-term expansion, or modifications of the health IT. Thus, between 2014 and 2019, AHS planned, developed, customized, and implemented a patient portal—a process that has been characterized by intricate agenda-setting and decision-making processes. The following sections will describe the technology and what needed to be done to commence the PoC and the subsequent successful implementation and adoption.

MyChart: The Change

The AHS MyChart was a customizable Web app that offered patients easy access to their medical records via controlled access to the same eClinician medical records used by their physicians. It provides self-service functions that have the capacity to reduce administrative costs and increase patient satisfaction. It also offers various features that organizations can select to meet their identified requirements (MyChart Recommendations: Core Features). Each function is implemented based on the need and cost.

Patients participating in the MyChart PoC were able to view their health summaries (problem list, medications, allergies, and immunizations), laboratory and diagnostic imaging test results, previous and upcoming appointments, and letters sent from clinics they have attended. In addition, patients were able to send nonurgent messages to their health care team, request appointment dates and times, complete health assessment questionnaires, and enter information (ie, vital signs or blood glucose measurements).

Before deciding on how the PoC will evolve and if MyChart was the right technology, the work was precipitated by extensive engagement with various stakeholders, as described in Figure 4 (MyChart summary report). This wide consultation process allowed the MyChart Working Group to build credibility in the work they undertook.

Before the PoC started, the MyChart Working Group had to plan and consider all possible variables, tasks, and situations that might arise, and this work was guided by the Epic team (weekly status report for eClinician foundation—eClinician MyChart). The planned PoC phases are shown in Figure 5.

The PoC was deployed by ensuring that the best bang for our buck was achieved by only working with health care providers that were willing to be part of the study and implementing functions that were going to be utilized (MyChart summary report). The vision for MyChart PoC was better health, powered by information, supported by technology (MyChart monthly CIS project status report, August 2015). The estimated PoC implementation cost (more than US $873,600 ) was based on the cost of staff to support the PoC, and the purchase of the required software and hardware (MyChart PoC scope, September 9, 2015). By April 22, 2015, the PoC was up and running. The initial goal was to engage 500 patients participating across clinics, with significant measurement and benefits realization activities.
Making the Case for MyChart

The launch of the MyChart PoC required several components that were determined to be crucial for success, such as the recruitment of clinics and health care providers, customization of the portal, and an understanding of how MyChart would align with the AH PHR initiative.

The MyChart Working Group established project management principles to guide them through the planning and implementation process, guided by charter principles as shown in Textbox 1 (eClinician: Lessons learned in context MyChart project).
In making the case for MyChart, the MyChart Working Group outlined several cost-saving assumptions, such as a decrease in no-show appointments due to MyChart reminders and the opportunity to implement Web-based scheduling. In addition, with secure messaging, there would be less need for mailing letters to patients, and fewer visits to the emergency department for nonemergent issues, as patients would have immediate access to their health care team. Given that patients would have access to their medical records and test results, the number of follow-up visits was also expected to decrease (eClinician MyChart PoC).

Costs were calculated for the license fees and maintenance of the MyChart app. For each new user who accesses MyChart at least once, there would be an ongoing cost of US $4.05 per year (eClinician MyChart PoC). These costs were offset by the savings realized through the avoidance of unnecessary medical visits.

The Working Group members considered the MyChart PoC as a bottom up initiative based on the notion that clinicians had asked for their patients to have access to their medical records (MyChart Epic care AMH, December 3, 2015). Furthermore, the process of customizing the patient portal from the American version to a version that worked within the legislation and privacy requirements in Alberta was a long process. There were many decision requests to change how the processes and functions worked, with the intent to create a system that was patient centered and would meet all legislative requirements of Alberta’s Health Information Act.

**Gaining Support from the Providers**

As described by AHS senior-level participant 9,

> because we wanted to be successful, we sort of chose a group of willing clinics and physicians who we knew were knowledgeable, that reassured us that the clinic was committed and that they were willing to help us.

> The Working Group didn’t want to force anybody that did not want it to participate in the PoC. [AHS senior-level participant 9]

The recruitment of participating health care providers was a challenging process due to the uncertainty of what a patient portal would mean for them:

> There were some physicians who were absolutely horrified at the idea of patients being able to view their own results and their own information especially in the case where some decisions were made to release lab results immediately. They were horrified at the idea that the patient might see the results before the physician had a chance to see the result. [AHS senior-level participant 9]

Health care providers were concerned because MyChart would not replace anything but instead add to the workflow. The MyChart Working Group wanted to ensure that the initiative would be seen as useful and necessary for the enhancement of patient-centered care. The Working Group decided that the best way to commence the PoC was to find health care providers who were given the autonomy to decide which patients were appropriate candidates for MyChart.

During the promotional and exploratory processes for participating clinics, the Working Group selected 5 clinics in Edmonton to participate in the PoC, as shown in Textbox 2, and offered the opportunity to the health care providers from these clinics to participate or not to participate in the PoC. As of April 2019, MyChart was used at 10 clinics.

**Navigating Between the Two Patient Portals**

The leading concern about the future of MyChart and the need for a PoC hinged on processes related to deciding how the AH and the AHS patient portals were ultimately going to work together.

> The AH PHR is essentially access to read-only database of health information. If you want to break it down to most basic stuff, PHR is for reviewing health information, while MyChart is a tool for viewing health information. These are all things that the PHR can never do. It is helpful to say that they...
are two different things, the problem is that if the patients are coming into MyChart and they can do all these things, why would they bother going to the PHR? That’s the problem. [AHS IT senior-level participant 5]

As the introduction of the MyChart PoC idea, tensions between AH and AHS in terms of the portal delivery have increased, leading to a competition-type delivery of service, as the two systems appeared duplicative.

There were a lot of pull and retain, and a lot of political sensitivities given the amount of money that Alberta Health, the time and effort and money had invested in the PHR. So to get the MyChart® pilot going, we had to escalate it up out of our zone to the IT leadership and medical leadership at AHS first. Then, we had to get permission from the deputy minister level of Alberta Health to do our pilot. We weren’t allowed to advertise. [AHS executive-level participant 7]

From the early planning days of the MyChart PoC, it was determined that the MyChart portal provided more functionalities than the planned PHR.

We knew that we could offer more complete functionality using the Epic MyChart, basically out of the box. So the public portal that they’re building, there was a lot of configuration, they had to build the software. There was a lot of configuration to that kind of thing. And then the software platform that they were building on it was no longer being supported by Microsoft. So we knew that we could surpass their functionality out of the gates in some ways using eClinician MyChart. [AHS executive-level participant 7]

Regardless of what was going to be decided, there was a feeling that AH has had the opportunity since 2009 to deliver a patient portal. The sentiment expressed by some participants was that money has been spent, and patients were yet to have access to their health care records. MyChart was seen as a portal that had the potential to be delivered on the identified need.

And for clinicians and patients alike this is a real game changer. There’s something that really changes the way we operate in health care. It takes responsibility for health care and it gives it to me, to the patients, they can take responsibility for their own health care, which in theory is everything driven by the physician and dictated by the physician in terms of why he thinks the patients need to know and understand. [AHS senior-level participant 9]

The planning for MyChart had to incorporate components as to how the two portals will eventually work together.

Proof of Concept Scope and Functions

The most challenging component of the implementation process was determining the MyChart functions, as there were many options but limited funding and personnel. Organizational policies had to be established for a help desk, customer service requests, key performance indicator report analyses, a MyChart utilization dashboard, and a go-live strategy (Epic MyChart project plan, February 2, 2015). There were many functionalities from which to select; therefore, the Working Group had to decide what was important during the PoC.

Then, 1 participant described:

we just sat down in committee meetings and went through the potential futures and whether it was feasible and useful and did we want. And that’s how we kind of made our decisions. [AHS executive-level participant 7]

The Working Group focused on developing the sign-up process and implementing the following functions: two-way communication, real-time scheduling, release of test results, proxy access, notifications, appointment scheduling, and questionnaires, as described in Table 2.

Decisions on how to proceed were made collaboratively as the Working Group saw this as an opportunity to bring a patient portal in Alberta. As 1 participant described:

so it is this step wise process that we went through and we just sat down in committee meetings and crack through the potential futures and whether it was feasible and useful and did we wanted and our environment. And that’s how we kind made our decisions [AHS executive-level participant 7]

Therefore, some functions were selected, whereas others were not. Furthermore, when the MyChart PoC was planned, it was decided that the goal would be to offer MyChart to about 500 patients. However, as the PoC evolved and more health care providers decided to participate, it became clear that the milestone of 500 patients was no longer adequate (eClinician MyChart PoC). After considering the positive feedback to date, the AHS agreed to allow for the number of patients participating in the MyChart PoC to be increased up to 5000.

Although there were a great number of anticipated challenges with bringing a patient portal in Alberta, AHS and the MyChart Working Group concluded that not proceeding with this PoC was not an option.
Table 2. Planning and development of functions during the MyChart proof of concept.

<table>
<thead>
<tr>
<th>Function</th>
<th>Planning and development process</th>
</tr>
</thead>
</table>
| Sign up process        | • The sign-up process was a source of significant grievances by patients and health care providers, “because we put so much security on it and made them use passwords, we made it quite complex” (AHS clinician senior-level participant 10).  
  • A two-factor authentication process was designed to comply with privacy legislation. Some never tried to create a MyChart account again after an unsuccessful initial attempt.  
  • When MyChart was first introduced, the sign up was based on a process whereby a provider would print a letter containing a MyChart activation code, and then the patient would take it home and sign up for the account at his or her convenience. Although this process seemed simple, many patients had issues with the code, remembering to set up the account, or losing the printed paper.  
  • There were numerous discussions on how to improve this process and make it more efficient (MyChart activation workflows—pros and cons).  
  • After considering the various options for sign up and soliciting advice from Epic, the MyChart Working Group decided on an email process.  
  • Once a provider had introduced and discussed MyChart with the patient, and he or she agreed to sign up, the provider clicked the MyChart status icon on the patient header in eClinician [Decision Request 11: Create option for MyChart activation letter to be sent to patients via email]. This initiated an email containing an activation letter that was directly sent to the patient’s email address documented in MyChart. The email included general instructions about MyChart and the patient’s MyChart activation code. The patient had to enter his or her personal health care number, date of birth, and activation code.  
  • The sign-up process included attaching a label to all patients offered MyChart, which indicated whether they were active (account used on regular or as needed basis), inactive (patient signed-up but never used), pending (a patient starts the sign-up process but does not complete it), and declined (patient declines to sign up). These labels were as a way of keeping track of patients (Decision Request 238: Add MyChart status to patient header). |
| Two-way communication  | • MyChart included two-way patient-provider secure communications for nonemergent issues. This function required many modifications and decisions because it had not been tested before the PoC, and participating clinicians had expressed skepticism. It was also one of the main reasons many health care providers within the participating clinics decided not to participate in the PoC. Providers assumed that they would be inundated with a large number of messages, and there was no compensation plan in place to remunerate them for their time.  
  • This function was seen as time saving not only for providers but also for patients.  
  • To effectively evaluate the two-way communication, clinics had to decide on the message routing, and how responses would be managed, although the clinics agreed to a process, and each adapted to meet their needs. In some clinics, clinicians monitored the messages directly, whereas in other clinics, nurses or the front office staff managed messages. |
| Real-time appointment scheduling | • For the real-time scheduling function to be applied, participating clinicians had to enter their availability in the system, which would allow patients to select from the available slots. Once a patient selected a slot, the clinic’s office would receive a message. If the booking was done incorrectly or the slot changed, the office staff would call the patient and modify the booking.  
  • This function allowed patients to not only book appointments, but also cancel them at their convenience. Although this function was available to all clinics during the PoC, only 1 clinic (community-based family clinic) gave their patients access to real-time scheduling. |
| Release of test results | • Release of test results required the lengthiest deliberations because it needed to comply with the legislative requirements of the Health Information Act.  
  • Three options were discussed: auto release (immediate release of all nonsensitive results), time-delayed auto release (some results to be released after a 7-day delay), and no release (results of sensitive tests with the potential for security and privacy concerns).  
  • Each was explored, although Epic recommended automatically releasing as many results as possible, the MyChart Working Group decided that results would be released after 10 days.  
  • Patients would receive an email notification once the results were posted in MyChart. |
Planning and development process

<table>
<thead>
<tr>
<th>Function</th>
<th>Planning and development process</th>
</tr>
</thead>
</table>
| Proxy access   | • Alberta Health Services determined that although proxy access was challenging due to the Health Information Act, this function would be piloted.  
• Proxy access allowed MyChart users to permit others to access their MyChart record by establishing a proxy relationship (eg, parent to child, adult to elderly parent). Proxy access was seen as breaking new ground and therefore required careful monitoring and clear guidelines. “So proxy was essentially a precedent issue,” as no service provided by Alberta Health Services had this available electronically (AHS IT senior-level participant 5).  
• When initially introduced during the PoC, proxy access was granted through a manual paper-based process that was found to be very cumbersome and time-consuming. It was later replaced by an electronic proxy access via eClinician. Another issue was that in order to receive proxy access to another patient’s MyChart account, the designated proxy had to first have their own personal MyChart account. This was not always possible, as many family members requesting proxy access were not part of the same clinic that was on eClinician.  
• The Working Group established a shell MyChart account containing no personal health information for those that have been approved proxy access to another patient’s MyChart account, but do not have their own MyChart account (AHS IT senior-level participant 5). Although clinics found the proxy sign-up process cumbersome, the benefits of having proxy access appeared to outweigh these concerns, as patients reported positive benefits. |
| Questionnaires | • Although several participating clinics wanted to utilize MyChart for questionnaires and surveys, the MyChart Working Group decided for only 1 specialty clinic to proceed with this function.  
• It was agreed that if this function was deemed successful, it would be recommended for wider implementation. |

Discussion

Principal Findings

We have presented an overview of the various environmental and contextual factors that influenced the MyChart PoC during the planning and implementation stages. The MyChart PoC was a complex undertaking of design transformation, adjustment, implementation and deployment, collaboration and compromise, and problem solving with the intent to learn about the necessary elements needed to ensure successful wider implementation. The PoC leadership team agreed that the “technology was the easiest part,” as they focused on foundational features with very minimal customization (AHS IT senior level participant 5). The problem-solving processes were impacted by various environmental, social, and professional factors.

Despite extensive research in the area of patient portals, implementation and subsequent adoption of these systems is a convoluted process, which tends to impact settings and practices in different ways [28]. This complexity is clearly shown in MyChart PoC. Furthermore, regardless of the type of setting, these systems require a substantial investment of time, resources, and determination, and not all care settings have the same capacity to contribute equally. As the PoC proceeded, the Working Group saw a difference in the enrollment numbers between the clinics that alluded to differences in uptake. Through this research study, we wanted to determine what it took to implement a patient portal and what were some of the elements that are necessary not only for successful implementation but also for the successful adoption and optimization of the technology. The review of primary and secondary sources and insights from the interviews explicated several facilitators and barriers that affected the process, as described in Figure 6.
Figure 6. Facilitators and barriers that impacted the MyChart proof of concept during the planning and implementation stages. AH: Alberta Health; AHS: Alberta Health Services.

MyChart Proof of Concept Facilitators
Supportive leadership and quick decision making, project management and focused project scope, and appropriate technology and vendor selection were some of the facilitators that allowed for the commencement and growth of the PoC.

Supportive Leadership and Quick Decision Making
The MyChart Working Group comprised leaders who had the capacity to make decisions in support of making the implementation more manageable and without unnecessary delays. It was not only that the leadership was effective, but they also used real and relevant cases to make the case for the portal and garner support. These observations were also confirmed by an interview participant:

I found that in some way, so from concept to deployment it took us what around 6 to 8 months with MyChart. And the reasons I think we were successful is we had strong leadership at the level of the MyChart pilot. And there was medical leadership but also operational leadership. We explicitly had use cases. So we developed a little framework about what are you actually going to use it for, explicitly. That is very helpful and having understanding of the high level concepts. And then we were prepared to make quick and rapid decisions and live with those decisions. And we had clinical input to help us make the decisions. [AHS executive-level participant 7]

Leadership was able to try improvements and become leaders in innovations, as they had own internal executive approval to kind of go for it and try new things and create some precedent. [AHS IT senior-level participant 5]

Furthermore, the working Group had to set the stage when it came for the precedent setting stuff since they considered this project as a PoC and they were given a little bit more leeway. [AHS IT senior-level participant 5]

The project leadership was able to create a pull for the technology and created an environment where the demand was greater than the supply. [AHS IT senior-level participant 5]

The findings show that the planning and implementation stages did not depend much on the technology itself, but on the various actors who influenced the implementation by exerting power.

The proof of concept was ultimately a learning exercise. [AHS IT senior-level participant 5]

As described by AHS executive level participant 7:

We were successful because we had strong leadership at the level of the MyChart pilot. The support of the AHS leadership sustained activities essential to testing the various functions and maintaining momentum for MyChart over time (eClinician: Lessons learned in context MyChart project).

Project Management and Focused Project Scope
The MyChart Working Group developed the PoC based on project management principles. These principles were upheld...
through various meetings and discussions. Furthermore, the Working Group developed many discussion documents to identify the most suitable scope for the MyChart PoC. As confirmed by AHS IT senior-level participant 5:

*first got scope, and once we got clear understanding of who is going to be involved, resources. So scope, resources, finance, and then we could build the schedule. That schedule looked at basically at half dozen clinics and we rolled out everything in a very short period of time.*

**Appropriate Technology and Vendor Selection**

The MyChart Working Group saw Epic as the necessary guide in this PoC as they possessed the skills and knowledge on how to implement this type of technology. The assumption was that Epic had done this in many different settings and they had the expertise to understand what was required and what AHS needed to do in order to have a successful PoC. The relationship with Epic was not only for the implementation of eClinician, but also for future partnerships.

*So it wasn't really because of the former relationship with them on eCLINICIAN deployment on anything like that, it was more of a perceived ability for them to help us in the future as a partner to deploy the full Connect Care suite of options.* [AHS executive-level participant 7]

The partnership between the MyChart Working Group and Epic has continued and grown.

**MyChart Proof of Concept Barriers**

The main barriers were lack of awareness about the technology, proper training, buy-in from diverse key system leaders, and parallel implementation of two portals due to centralized government decision making.

**Lack of Awareness About Technology**

Although the project team decided not to impose the MyChart PoC on any clinic, various documents show that there was a substantial “lack of awareness” (AHS senior-level participant 6) about what patient portals are and what they would do.

There were barriers relating to communicating with the clinics and getting buy in. There was the fear that getting patients their own information would lead to increased work for the physicians in particular. [AHS executive-level participant 7]

Therefore, there was a fear *that patients wouldn’t be ready, would get really scared and this would cause a lot of extra work for physicians.* [AHS executive-level participant 7]

**Lack of Proper Training**

The MyChart Working Group acknowledged that the clinic staff should have received more detailed training. Clinicians perceived MyChart as an add-on and thus did not see training as something needed. This issue was amplified by the fact that the Working Group, due to the small funding, did not have the capacity to establish dedicated staff to assist with any technical and user issues. Although training was not deemed as valuable, as the PoC progressed, clinicians and other clinic staff realized the need for proper training on how the portal works and how patients interact with the system.

**Buy-In From Diverse Key System Leaders**

Buy-in was a challenge due to *fear that giving patients their own information would lead to increased work for the physicians in particular.* [AHS executive-level participant 7]

Furthermore, there was a lack of different key system leaders and champions. The MyChart Working Group comprised influencers, but they needed additional leaders to expand their spheres of influence.

*I think you need for any successful innovation you need champions both within and outside the system but within the system is absolutely critical and fundamental. If you don’t have internal champions, it's not going to go anywhere. And I think you really need in most instances health clinician champions.* [AH executive-level participant 2]

Leadership change also affected the MyChart PoC in negative ways. There were several documents called *handover succession checklists*, which described the complex process of anytime individuals changed (Enhancement PoC eClinician portals: MyChart and eClinician link—Handover succession checklist).

*So when you have senior leader change in charge of a project that makes for a challenge as well in terms of transition thing.* [AHS clinician senior-level participant 10]

**Parallel Implementation of the Two Patient Portals**

Although AH and AHS shared common goals for patients to be empowered through access to their health care information, they did not share expertise, project protocols, and business plans. In addition, the two approaches described in Figure 7 show the impact of the parallel implementation of the two portals.
As described by an interview participant:

there are two because neither have fully developed themselves out to be the one that is preferential and two, not everyone was involved. [AHS senior-level participant 6]

Convergence of the two portals seems to be a natural progression, described as follows:

Convergence has to happen. Someone somewhere eventually has to figure it out. [AHS executive-level participant 7]

Both AH and AHS wanted to provide patients with their medical information, but due to unclear governance structures of the health IT service delivery area, currently there are two different portal systems (untethered vs tethered) [29]. These bureaucratic governance complexities will continue to impact how services are planned and delivered in Alberta until there is a better governance structure [30].

The MyChart PoC facilitators and barriers show the complexities that exist within the decisions to implement health IT within different health care settings.

Comparison With Current Literature

Several studies have focused on identifying facilitators and barriers to patient portal implementation, but only a few have touched on understanding the organizational impact [31-33]. Kooij et al [31] focused on understanding how organizational factors impact the implementation process of patient portals by focusing on several hospital settings and identified a number of facilitators and barriers. Their findings are similar to what we found in terms of a lack of perceived value and willingness to change by health care providers. These findings are also similar to those of Koivunen et al [32] and McGinn et al [33]. However, these latter studies focus on understanding the facilitators and barriers from the perspectives of different stakeholders (providers, managers, IT providers, and patients), whereas our focus has been on understanding the internal organizational facilitators and barriers that impact the planning and implementation stages of a patient portal system. Our intent was to understand the internal drivers of change and how decisions were made to support implementation.

In this study, we found that incorporating project management principles led to a more focused scope that was aligned with the limited funding. These principles (vision and mission, objectives, standards of engagement, intervention and execution, organizational alignment, and measurement and accountability) allowed the implementation team to maintain a detailed record and track progress in real time. The Working Group incorporated project management principles for each project stage (planning, development, implementation, optimization, evaluation, and adoption). Studies by Richer et al [34] and Aubry et al [35] confirm that projects that have the potential to impact organizational change provide benefit not only by incorporating project management principles but also by establishing a project management office and central decision making to improve resource allocation.

According to the US Office of the National Coordinator for Health Information Technology, the challenge of narrowing a large field of available options to a manageable number of vendors can be daunting, but it is a critical step [36]. It is not only about selecting the best vendor but also selecting a vendor that is willing to make commitments to gain new business [37]. In this study, we were able to gain an in-depth understanding of how the vendor selection process evolved. The vendor section was based on the perceived ability of Epic to help in the future as a partner to deploy the provincial clinical information system.

Implications and Lessons Learned

Although many aspects of what occurred during the MyChart PoC processes are considered common with the implementation of health ITs, there are several features with broad implications for planning and delivering patient portals in a large public health care system that were evident during the MyChart PoC in Alberta, as described in Figure 8.
First, the implementation of IT innovations can be disruptive, especially as the value of the technology is rarely conveyed to all users [38,39]. Value, by definition, includes both costs and benefits [40]. This is confirmed by several reviews [40-43]. One review concluded, the human element is critical to health IT implementation [42]. Although these IT innovations are seen as a key component of health care transformation to reduce costs and improve quality, their adoption proceeds at a snail’s pace [40]. Furthermore, there tends to be a lack of properly selecting which IT projects are of most value [43]. Selecting the right technology requires an understanding of the value that the technology has the capacity to deliver and the ability to convey that value to all end users [44,45]. As the literature points out, health IT implementation should be considered as a complex intervention and that complex interventions may work best if tailored to local circumstances rather than being completely standardized [46]. Second, although implementation leaders tend to be committed to the implementation of IT, they tend to lack some technical and project management skills [47]. These types of implementation require appropriate skills to ensure successful utilization [46,48]. Third, proper evaluation of the learning needs assessments to be conducted so that appropriate training can be delivered (providers and patients) [49-52]. Quick presentations or Web-based technical training did not seem to resonate with the health care providers during the MyChart PoC. Fourth, a lack of centralized decisions related to the purchase and implementation of IT can lead to duplication of technologies [47,53-55]. Fifth, internal and external buy-in before implementation is needed [47,56,57]. Studies have shown that without the proper buy-in from providers, patients lack information about the opportunities to access their medical records [58]. Without the proper buy-in, providers and decision makers tend to doubt the usefulness of the technology [39]. Sixth, evaluation of IT implementation needs to be conducted before wider implementation [59,60]. Furthermore, evidence from pilots is rarely used when planning the implementation.
on a wide scale [60]. According to Houston et al [61], the domain of Health Informatics is at risk for too rapid implementation as external pressures continue to promote adoption. Although decisions are made to invest in the purchase and implementation of patient portals, the evidence of utilization and adoption has produced mixed results [41,62,63]. There is a rapid desire to implement patient portals without clear evidence that these technologies have the desired impact on the target populations in terms of effectiveness and safety [61].

The findings in this study highlight the importance of understanding internal organizational and decision-making approaches that have the capacity to hinder the planning and implementation of patient portals. It shows how organizations decide on IT investments, the intricacies of the decision processes, and factors affecting decisions at each stage to provide better future preparations for the successful implementation of technologies. Furthermore, our findings also document the effect of various social and political spheres on the development and implementation of MyChart and identify key factors that government and health care organizations may wish to consider before funding IT in health care.

Limitations
There are several limitations to this study. First, we were unable to receive archival information from AH to describe their patient portal development process in its entirety. Second, although many efforts were made, we were unable to interview any AHS individuals who were considered IT technical experts.

Conclusions
Implementing patient portals is a complex undertaking, as “it’s much more about the people who are using it that actually can make an impact on care” (AHS senior-level participant 6). The results of this study document the effect of various social and political spheres of influence on the development and implementation of MyChart and identify key factors that government and health care organizations may wish to consider before funding IT in health care. This study supports decision makers in understanding and managing the necessary organizational change and managing the individual expectations when implementation technologies have different types of usage by different groups.
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Abstract

Background: Personal health record (PHR) systems let individuals utilize their own health information to maintain and improve quality of life. Using PHRs is expected to support self-management in patients with lifestyle-related diseases.

Objective: The aim of this study was to identify predictors of the willingness to use PHRs among patients who are prescribed medications for lifestyle-related diseases.

Methods: We recruited pharmacy patrons, aged 20 years or older, who had received at least one medication indicated for hypertension, dyslipidemia, or diabetes. Participants completed self-administered questionnaires regarding their previous diseases, awareness of health care, experience in using PHRs, willingness to use PHRs, and barriers to using PHRs. Data were analyzed using multivariate logistic regression models.

Results: Of the 3708 subjects meeting eligibility criteria, 2307 replies (62.22%) were collected. While only 174 (7.54%) participants had previous PHR experience, 853 (36.97%) expressed willingness to use PHRs. In the multivariate analysis, considering exercise to be important for health management (odds ratio [OR] 1.57, 95% CI 1.12-2.21; P=.009), obtaining medical information from books or magazines (OR 1.23, 95% CI 0.96-1.59; P=.10), and obtaining medical information from the internet (OR 1.45, 95% CI 1.13-1.87; P=.004) were newly identified predictors. These were in addition to known predictors, such as being employed, owning information terminals, and previous PHR experience.

Conclusions: Patients who have an active and positive attitude toward health seem to be more willing to use PHRs. Investigating willingness should contribute to the development of more useful PHRs for self-management among patients prescribed medications for lifestyle-related diseases.

(J Med Internet Res 2020;22(5):e13866) doi:10.2196/13866

https://www.jmir.org/2020/5/e13866
Introduction

Hypertension, type 2 diabetes, dyslipidemia, and obesity are referred to as lifestyle-related diseases and are major risk factors for coronary heart diseases and strokes if left untreated. The goal of treating lifestyle-related diseases is to maintain good control for a long period of time, staying off mortality. With lifestyle-related diseases, improving diet and exercise and maintaining good medication adherence are crucial [1,2] but doing so for a long period of time can be hard. Adherence to diabetic diet therapy and regular exercise was reported in one study to be 69% and 19%, respectively [3]. For patients with lifestyle-related diseases in general, low medication adherence has been reported [4-6].

Recently, tools that enhance information and communication technology (ICT) have garnered much attention for effectively supporting self-management of lifestyle-related diseases [7]. Prominent in such technology are personal health record (PHR) systems, which consist of information coordination that allows patients to manage and apply their personal health, medical care, and nursing information. The use of PHRs is expected to help prevent progression of lifestyle-related diseases by improving patients’ lifestyles and medication adherence [8,9]. The reported benefits of PHRs were engaging patients in their health behavior, improving their ability to self-manage, and improving communication with health care providers [10,11]. Self-monitoring blood pressure or blood glucose level by using PHRs makes it possible to give patients more specific and direct feedback [10]. A number of PHR systems were developed to support self-management in diabetes patients and were shown to be effective for improving glycemic control [12-14].

We had previously investigated the willingness of diabetes patients to use ICT-based self-management tools and identified predictors of willingness, such as current use of ICT devices or previous dropout from diabetic care [15,16]. However, the role of awareness of health management or medication adherence in this process was not understood, especially among the older population, which accounts for a large percentage of patients with lifestyle-related diseases. Recently, the importance of understanding technology-based behavior in the older population has been emphasized [17,18]. However, little has been understood about willingness and barriers to using PHRs for self-management in the older population. Therefore, we conducted an exploratory study that investigated willingness to use PHRs and awareness of health management in a larger population of patients prescribed medications for lifestyle-related diseases and identified predictors of willingness. Understanding the predictors of willingness to use PHRs may help identify the target population and develop more user-friendly PHRs that could be useful for self-management.

Methods

Study Design and Participants

Between February 6 and March 4, 2017, patients who visited any of the 85 Nihon Chouzai pharmacies in Kanagawa Prefecture, Japan, were recruited for the study. Eligibility criteria were being 20 years of age or older and having been prescribed at least one medication typically associated with treatment for hypertension, dyslipidemia, or diabetes (ie, for hypertension, receiving calcium channel blockers, angiotensin II receptor blockers, angiotensin-converting enzyme inhibitors, diuretics, beta adrenergic blockers, or alpha-beta adrenergic blockers; for dyslipidemia, receiving 3-hydroxyl-3-methylglutaryl-CoA reductase inhibitors [ie, statins], fibrate, anion exchange resin, Niemann-Pick C1-Like 1 inhibitor, probucol, nicotinate, or eicosapentaenoic acid; and for diabetes, receiving biguanide, thiazolidine derivatives, sulfonylurea, glinide, dipeptidyl peptidase-4 inhibitor, alfa-glucosidase inhibitor, sodium glucose cotransporter 2 inhibitor, insulin, or glucagon-like peptide-1 receptor agonist [19]). All participants provided written informed consent.

Exclusion criteria were inability to communicate, visiting the pharmacy on behalf of someone else, being judged by pharmacists as inappropriate, receiving in-home treatment, or being admitted to a nursing home.

Of those scheduled to visit the pharmacy during the 4-week study period, 29,771 who met the eligibility criteria were targeted. To assure the collection of questionnaires from 10% of the patients, 5000 were preselected randomly, positing an estimated response rate of 60%. The number of preselected patients at each pharmacy was in proportion to the number of patients who had visited a corresponding pharmacy during the 3 months immediately prior to the study period.

The targeted patients were given both a verbal and written explanation of the study; PHRs were explained both verbally and in writing as “systems such as electronic prescription records or health management apps to manage one’s own medication and health information using electronic devices, including personal computers or smartphones.” Those who responded with written informed consent were asked to complete a self-administered questionnaire. The pharmacists checked questionnaires for completion and collected them.

Questionnaire Contents

Each questionnaire elicited the following: (1) basic data, including gender, age, and occupation; (2) medical history, including the disease currently being treated, hospitalizations (with time of stay), and diagnosis of metabolic syndrome; (3) awareness of health management, including what patients considered important for maintaining health, their health information sources, the number of regularly prescribed medications, number of doses, their understanding of their diseases, use of pharmacies, and medication adherence; and (4) PHR-related data, including whether they own an information...
terminal, their use of PHRs, and their willingness to use a PHR (see Multimedia Appendix 1). All information including medical history was self-reported and diagnoses were not validated by medical records.

**Statistical Analyses**

The differences between the two groups determined by their willingness to use PHRs were tested for statistical significance using the Fisher exact test. Correlation coefficients between two variables were calculated by the Spearman rank correlation test and were confirmed to be <.8 in all combinations.

The variables were analyzed using univariate logistic regression models. Those variables with an alpha significance level of .10 were considered candidates for explanatory variables in multivariate analyses.

Multivariate logistic regression models were built by stepwise model selection using Akaike’s information criterion. The multivariate analyses included 2020 participants with no missing data in the variables that would comprise the final models.

All statistical analyses were carried out using EZR (Easy R) (Saitama Medical Center, Jichi Medical University, Saitama, Japan) [20].

**Data Exclusion**

A few questions on the questionnaire were excluded from the analyses because participants presumably misunderstood them; for example, “use of the family pharmacist system” and “use of Okusuri Techo Plus,” which is an electronic prescription record application for smartphones and personal computers developed by Nihon Chouzai that has various functions, such as sending prescription information to the pharmacy, recording test results, management of medication adherence, and health information distribution.

Although only 20.66% (1033/5000) of the preselected candidates had registered with a family pharmacist, 43.43% (1002/2307) of the participants responded that they used the family pharmacist system. Similarly, although the actual usage ratio of Okusuri Techo Plus stood at only 5.92% (296/5000) among preselected candidates, 45.08% (1040/2307) answered that they used it.

**Results**

**Study Population**

As described in the Methods section, 5000 patients were preselected. A total of 633 people did not visit the pharmacies with preselected patients’ prescriptions during the study period. In total, 387 people were not given an explanation about the study, mainly because pharmacists were too busy, and 263 were excluded because they came to collect someone else’s medication. Among the patients who gave written informed consent, 9 were excluded: 1 was not of age and 8 were given the wrong consent forms by their pharmacists. Overall, 3708 were considered eligible candidates. In total, 1395 declined to participate, 5 withdrew from the study before completing the questionnaire, and 1 turned in a blank answer form, leaving a final number of 2307 valid responses. That made the valid response rate 62.22% (2307/3708) (see Figure 1).

As shown in Table 1, out of 2307 respondents, 1269 (55.01%) were male, 1636 (70.91%) were 60 years of age or older, and 924 (40.05%) were employed; 1345 (58.30%) reported they had hypertension, 705 (30.56%) had diabetes, and 432 (18.73%) had dyslipidemia. Out of 2307 respondents, 345 (14.95%) who reported neither hypertension, diabetes, nor dyslipidemia were included in the analysis, though some of them may have been treated for other diseases using the same medications used to treat hypertension, diabetes, and hyperlipidemia. Out of 2307 respondents, 1302 (56.44%) owned either a personal computer, smartphone, or tablet, with 899 out of 2307 (38.97%) having a smartphone. Out of 2307 respondents, 174 (7.54%) answered that they had experience using a PHR and 853 (36.97%) expressed willingness to use a PHR.
Table 1. Univariate models of willingness to use personal health records (PHRs).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Total (N=2307), n (%)a</th>
<th>Willingness to use PHRs (n=2155), n (%)b</th>
<th>Odds ratio (95% CI)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>1269 (55.01)</td>
<td>548 (64.2)</td>
<td>1.81 (1.51-2.17)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Female</td>
<td>1007 (43.65)</td>
<td>298 (34.9)</td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td>Age (years)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>≥60</td>
<td>1636 (70.91)</td>
<td>488 (57.2)</td>
<td>0.36 (0.30-0.44)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>&lt;60</td>
<td>654 (28.35)</td>
<td>363 (42.6)</td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td>Employment status</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Employed</td>
<td>924 (40.05)</td>
<td>468 (54.9)</td>
<td>2.57 (2.15-3.09)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Not employed</td>
<td>1352 (58.60)</td>
<td>380 (44.5)</td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td>Medical history</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hypertension</td>
<td>1345 (58.30)</td>
<td>471 (55.2)</td>
<td>0.81 (0.67-0.97)</td>
<td>.02</td>
</tr>
<tr>
<td>Diabetes</td>
<td>705 (30.56)</td>
<td>276 (32.4)</td>
<td>1.15 (0.95-1.39)</td>
<td>.16</td>
</tr>
<tr>
<td>Dyslipidemia</td>
<td>432 (18.73)</td>
<td>191 (22.4)</td>
<td>1.37 (1.10-1.72)</td>
<td>.004</td>
</tr>
<tr>
<td>Angina pectoris or myocardial infarction</td>
<td>265 (11.49)</td>
<td>91 (10.7)</td>
<td>0.91 (0.68-1.21)</td>
<td>.53</td>
</tr>
<tr>
<td>Arrhythmia</td>
<td>205 (8.89)</td>
<td>77 (9.0)</td>
<td>1.02 (0.74-1.39)</td>
<td>.94</td>
</tr>
<tr>
<td>Kidney disease</td>
<td>142 (6.16)</td>
<td>52 (6.1)</td>
<td>1.01 (0.69-1.48)</td>
<td>&gt;.99</td>
</tr>
<tr>
<td>Hyperuricemia</td>
<td>125 (5.42)</td>
<td>59 (6.9)</td>
<td>1.43 (0.98-2.10)</td>
<td>.06</td>
</tr>
<tr>
<td>Cerebrovascular disorder</td>
<td>132 (5.72)</td>
<td>40 (4.7)</td>
<td>0.74 (0.49-1.10)</td>
<td>.13</td>
</tr>
<tr>
<td>Hospitalization experience</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>1426 (61.81)</td>
<td>515 (60.4)</td>
<td>0.86 (0.71-1.03)</td>
<td>.10</td>
</tr>
<tr>
<td>No</td>
<td>796 (34.50)</td>
<td>321 (37.6)</td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td>Metabolic syndrome</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>543 (23.54)</td>
<td>258 (30.2)</td>
<td>1.73 (1.40-2.13)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>No</td>
<td>1506 (65.28)</td>
<td>514 (60.3)</td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td>Unknown</td>
<td>239 (10.36)</td>
<td>78 (9.1)</td>
<td>0.93 (0.68-1.26)</td>
<td></td>
</tr>
<tr>
<td>What patients considered important for their health management</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Exercise</td>
<td>1975 (85.61)</td>
<td>774 (90.7)</td>
<td>1.98 (1.50-2.64)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Diet</td>
<td>2066 (89.55)</td>
<td>795 (93.2)</td>
<td>1.84 (1.33-2.57)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Sleep</td>
<td>1593 (69.05)</td>
<td>628 (73.6)</td>
<td>1.39 (1.15-1.70)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Prescription drugs</td>
<td>1188 (51.50)</td>
<td>431 (50.5)</td>
<td>0.95 (0.80-1.14)</td>
<td>.60</td>
</tr>
<tr>
<td>Over-the-counter drugs</td>
<td>44 (1.91)</td>
<td>14 (1.6)</td>
<td>0.73 (0.35-1.44)</td>
<td>.43</td>
</tr>
<tr>
<td>Health food and supplements</td>
<td>200 (8.67)</td>
<td>64 (7.5)</td>
<td>0.79 (0.57-1.09)</td>
<td>.16</td>
</tr>
<tr>
<td>What patients were willing to incorporate into daily life in managing health</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Exercise</td>
<td>1451 (62.90)</td>
<td>554 (64.9)</td>
<td>1.19 (0.99-1.43)</td>
<td>.06</td>
</tr>
<tr>
<td>Healthy diet</td>
<td>1907 (82.66)</td>
<td>714 (83.7)</td>
<td>1.12 (0.88-1.42)</td>
<td>.35</td>
</tr>
<tr>
<td>Sleep</td>
<td>1272 (55.14)</td>
<td>479 (56.2)</td>
<td>1.07 (0.89-1.28)</td>
<td>.48</td>
</tr>
<tr>
<td>Prescription drugs</td>
<td>1342 (58.17)</td>
<td>505 (59.2)</td>
<td>1.09 (0.91-1.30)</td>
<td>.35</td>
</tr>
<tr>
<td>Over-the-counter drugs</td>
<td>38 (1.65)</td>
<td>16 (1.9)</td>
<td>1.37 (0.65-2.85)</td>
<td>.38</td>
</tr>
<tr>
<td>Health food and supplements</td>
<td>254 (11.01)</td>
<td>94 (11.0)</td>
<td>0.99 (0.74-1.31)</td>
<td>&gt;.99</td>
</tr>
<tr>
<td>Health information sources</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Doctors</td>
<td>1939 (84.05)</td>
<td>742 (87.0)</td>
<td>1.37 (1.06-1.77)</td>
<td>.01</td>
</tr>
<tr>
<td>Characteristic</td>
<td>Total (N=2307), n (%)&lt;sup&gt;a&lt;/sup&gt;</td>
<td>Willingness to use PHRs (n=2155), n (%)&lt;sup&gt;b&lt;/sup&gt;</td>
<td>Odds ratio (95% CI)</td>
<td>P value</td>
</tr>
<tr>
<td>---------------</td>
<td>----------------------------------</td>
<td>-----------------</td>
<td>-----------------</td>
<td>--------</td>
</tr>
<tr>
<td></td>
<td>Yes (n=853)</td>
<td>No (n=1302)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nurses</td>
<td>208 (9.02)</td>
<td>80 (9.4)</td>
<td>116 (8.91)</td>
<td>1.06 (0.77-1.44)</td>
</tr>
<tr>
<td>Pharmacists</td>
<td>398 (17.25)</td>
<td>176 (20.6)</td>
<td>197 (15.13)</td>
<td>1.45 (1.15-1.83)</td>
</tr>
<tr>
<td>Dieticians</td>
<td>97 (4.20)</td>
<td>45 (5.3)</td>
<td>48 (3.69)</td>
<td>1.45 (0.93-2.25)</td>
</tr>
<tr>
<td>Acquaintances</td>
<td>255 (11.05)</td>
<td>98 (11.5)</td>
<td>143 (10.98)</td>
<td>1.05 (0.79-1.39)</td>
</tr>
<tr>
<td>Family</td>
<td>311 (13.48)</td>
<td>128 (15.0)</td>
<td>164 (12.60)</td>
<td>1.22 (0.94-1.58)</td>
</tr>
<tr>
<td>Books or magazines</td>
<td>454 (19.68)</td>
<td>194 (22.7)</td>
<td>233 (17.90)</td>
<td>1.35 (1.08-1.68)</td>
</tr>
<tr>
<td>Newspapers</td>
<td>450 (19.51)</td>
<td>161 (18.9)</td>
<td>261 (20.05)</td>
<td>0.93 (0.74-1.16)</td>
</tr>
<tr>
<td>Television</td>
<td>836 (36.24)</td>
<td>306 (35.9)</td>
<td>475 (36.48)</td>
<td>0.97 (0.81-1.17)</td>
</tr>
<tr>
<td>Internet</td>
<td>722 (31.30)</td>
<td>432 (50.6)</td>
<td>266 (20.43)</td>
<td>3.98 (3.28-4.84)</td>
</tr>
</tbody>
</table>

Understanding of one's diseases

| Understanding one’s diseases or symptoms well | 2055 (89.08) | 808 (94.7) | 1137 (87.33) | 2.61 (1.83-3.79) | <.001 |
| Understanding treatment methods well | 1472 (63.81) | 592 (69.4) | 805 (61.83) | 1.39 (1.15-1.68) | <.001 |
| Understanding how to deal with deterioration of health | 591 (25.62) | 249 (29.2) | 312 (23.96) | 1.30 (1.07-1.59) | .009 |
| Entrusting doctors with disease and health-related matters | 910 (39.45) | 312 (36.6) | 539 (41.40) | 0.81 (0.68-0.97) | .02 |
| Not paying much attention to one’s disease | 130 (5.64) | 33 (3.9) | 82 (6.30) | 0.60 (0.38-0.91) | .01 |

Information terminals

| Personal computer | 958 (41.53) | 526 (61.7) | 404 (31.03) | 3.54 (2.94-4.27) | <.001 |
| Smartphone | 899 (38.97) | 522 (61.2) | 354 (27.19) | 4.19 (3.47-5.07) | <.001 |
| Basic cell phone | 687 (29.78) | 215 (25.2) | 447 (34.33) | 0.63 (0.52-0.77) | <.001 |
| Tablet device | 296 (12.83) | 190 (22.3) | 99 (7.60) | 3.44 (2.63-4.51) | <.001 |

Number of regularly prescribed medications

| ≥3 | 1670 (72.39) | 592 (69.4) | 969 (74.42) | 0.75 (0.61-0.91) | .003 |
| <3 | 597 (25.88) | 258 (30.2) | 315 (24.19) | 1.00 |

Number of doses per day

| ≥2 | 1460 (63.29) | 520 (61.0) | 848 (65.13) | 0.80 (0.67-0.96) | .02 |
| <2 | 784 (33.98) | 324 (38.0) | 423 (32.49) | 1.00 |

Monthly visit frequency to a pharmacy

| ≥2 | 419 (18.16) | 160 (18.8) | 225 (17.28) | 1.10 (0.87-1.38) | .42 |
| <2 | 1844 (79.93) | 686 (80.4) | 1060 (81.41) | 1.00 |

Medication adherence

| Good | 1762 (76.38) | 638 (74.8) | 1032 (79.26) | 0.76 (0.61-0.94) | .01 |
| Poor | 506 (21.93) | 209 (24.5) | 257 (19.74) | 1.00 |

Experience using a PHR

| Yes | 174 (7.54) | 164 (19.2) | 10 (0.77) | 30.30 (15.92-64.79) | <.001 |
| No | 2059 (89.25) | 686 (80.4) | 1269 (97.47) | 1.00 |

<sup>a</sup>Percentages are out of 2307; because of missing responses, the percentages may not add up to 100%.

<sup>b</sup>Percentages are out of 853 (for Yes) or 1302 (for No); because of missing responses, the percentages may not add up to 100%.
Univariate Analysis

Factors associated with willingness to use PHRs were identified by univariate analysis (see Table 1). Among the basic characteristics, being male (odds ratio [OR] 1.81, 95% CI 1.51-2.17; \( P<.001 \)), and being employed (OR 2.57, 95% CI 2.15-3.09; \( P<.001 \)) were positive predictive factors, while being 60 years of age or older (OR 0.36, 95% CI 0.30-0.44; \( P<.001 \)) was a negative predictive factor.

Regarding medical history, having dyslipidemia (OR 1.37, 95% CI 1.10-1.72; \( P=.004 \)) and having been diagnosed with metabolic syndrome (OR 1.73, 95% CI 1.40-2.13; \( P<.001 \)) were positive predictive factors, while having hypertension (OR 0.81, 95% CI 0.67-0.97; \( P=.02 \)) was a negative predictive factor.

Regarding what patients considered important for their health management, positive predictive factors were exercise (OR 1.98, 95% CI 1.50-2.64; \( P<.001 \)), diet (OR 1.84, 95% CI 1.33-2.57; \( P<.001 \)), and sleep (OR 1.39, 95% CI 1.15-1.70; \( P<.001 \)). Other positive predictive factors were sources of medical information, such as doctors (OR 1.37, 95% CI 1.06-1.77; \( P=.01 \)), pharmacists (OR 1.45, 95% CI 1.15-1.83; \( P=.001 \)), books or magazines (OR 1.35, 95% CI 1.08-1.68; \( P=.007 \)), and the internet (OR 3.98, 95% CI 3.28-4.84; \( P<.001 \)), while nurses, dieticians, acquaintances, family, newspapers, and television were not. Negative predictive factors were regularly taking three or more types of medicine (OR 0.75, 95% CI 0.61-0.91; \( P=.003 \)), taking medicine twice or more per day (OR 0.80, 95% CI 0.67-0.96; \( P=.02 \)), and good adherence to taking medicine (OR 0.76, 95% CI 0.61-0.94; \( P=.01 \)).

Regarding understanding of diseases, positive predictive factors were understanding one’s diseases or symptoms well (OR 2.61, 95% CI 1.83-3.79; \( P<.001 \)), understanding treatment methods well (OR 1.39, 95% CI 1.15-1.68; \( P<.001 \)), and understanding how to deal with deterioration of health (OR 1.30, 95% CI 1.07-1.59; \( P=.009 \)). In contrast, entrusting doctors with disease and health-related matters (OR 0.81, 95% CI 0.68-0.97; \( P=.02 \)) or not paying much attention to one’s disease (OR 0.60, 95% CI 0.38-0.91; \( P=.01 \)) were negative predictive factors.

Regarding PHR-related factors, owning a personal computer (OR 3.54, 95% CI 2.94-4.27; \( P<.001 \)), smartphone (OR 4.19, 95% CI 3.47-5.07; \( P<.001 \)), or tablet device (OR 3.44, 95% CI 2.63-4.51; \( P<.001 \)) were positive predictors, while owning a basic cell phone (OR 0.63, 95% CI 0.52-0.77; \( P<.001 \)) was a negative predictor. Having experience using a PHR (OR 30.30, 95% CI 15.92-64.79; \( P<.001 \)) was a strong positive predictive factor.

Multivariate Logistic Regression Analyses

Multivariate logistic regression analyses were performed. The final model was identified as male (OR 1.52, 95% CI 1.22-1.90; \( P<.001 \)), employed (OR 1.30, 95% CI 1.03-1.64; \( P=.03 \)), having dyslipidemia (OR 1.25, 95% CI 0.97-1.62; \( P=.09 \)); considering exercise important for health management (OR 1.37, 95% CI 1.12-2.21; \( P=.009 \)); obtaining medical information from doctors (OR 1.36, 95% CI 1.01-1.83; \( P=.04 \)), pharmacists (OR 1.63, 95% CI 1.24-2.13; \( P<.001 \)), books or magazines (OR 1.23, 95% CI 0.96-1.59; \( P=.10 \)), or the internet (OR 1.45, 95% CI 1.13-1.87; \( P=.004 \)); understanding one’s diseases or symptoms well (OR 1.37, 95% CI 0.92-2.05; \( P=.13 \)); entrusting doctors with disease and health-related matters (OR 1.21, 95% CI 0.98-1.51; \( P=.08 \)); owning a personal computer (OR 1.85, 95% CI 1.46-2.35; \( P<.001 \)), smartphone (OR 2.04, 95% CI 1.61-2.59; \( P<.001 \)), or tablet device (OR 1.36, 95% CI 0.99-1.86; \( P=.06 \)); and having experience using a PHR (OR 16.60, 95% CI 8.52-32.20; \( P<.001 \)). All these were positive predictors for the willingness to use a PHR (see Table 2).
Table 2. Univariate and multivariate logistic models of willingness to use personal health records (PHRs).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Univariate model (N=2307)</th>
<th>Multivariate model (n=2020)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Odds ratio (95% CI)</td>
<td>P value</td>
</tr>
<tr>
<td>(Intercept)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gender (male vs female)</td>
<td>1.81 (1.51-2.16)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Age (≥60 years vs &lt;60)</td>
<td>0.36 (0.30-0.44)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Employment status (employed vs not employed)</td>
<td>2.58 (2.15-3.08)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Medical history (yes vs no)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hypertension</td>
<td>0.81 (0.68-0.96)</td>
<td>.02</td>
</tr>
<tr>
<td>Diabetes</td>
<td>1.15 (0.95-1.38)</td>
<td>.15</td>
</tr>
<tr>
<td>Dyslipidemia</td>
<td>1.38 (1.11-1.71)</td>
<td>.004</td>
</tr>
<tr>
<td>Angina pectoris or myocardial infarction</td>
<td>0.91 (0.69-1.20)</td>
<td>.52</td>
</tr>
<tr>
<td>Arrhythmia</td>
<td>1.02 (0.75-1.38)</td>
<td>.90</td>
</tr>
<tr>
<td>Kidney disease</td>
<td>1.01 (0.71-1.46)</td>
<td>.94</td>
</tr>
<tr>
<td>Hyperuricemia</td>
<td>1.43 (0.99-2.06)</td>
<td>.054</td>
</tr>
<tr>
<td>Cerebrovascular disorder</td>
<td>0.74 (0.50-1.09)</td>
<td>.13</td>
</tr>
<tr>
<td>Hospitalization experience</td>
<td>0.86 (0.72-1.03)</td>
<td>.10</td>
</tr>
<tr>
<td>Metabolic syndrome</td>
<td>1.73 (1.41-2.12)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>What patients considered important for their health management (yes vs no)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Exercise</td>
<td>1.98 (1.51-2.61)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Diet</td>
<td>1.84 (1.34-2.52)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Sleep</td>
<td>1.39 (1.15-1.69)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Prescription drugs</td>
<td>0.95 (0.80-1.13)</td>
<td>.60</td>
</tr>
<tr>
<td>Over-the-counter drugs</td>
<td>0.73 (0.38-1.39)</td>
<td>.34</td>
</tr>
<tr>
<td>Health food and supplements</td>
<td>0.79 (0.58-1.08)</td>
<td>.15</td>
</tr>
<tr>
<td><strong>What patients were willing to incorporate into daily life in managing health (yes vs no)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Exercise</td>
<td>1.19 (0.99-1.42)</td>
<td>.06</td>
</tr>
<tr>
<td>Diet</td>
<td>1.12 (0.89-1.41)</td>
<td>.34</td>
</tr>
<tr>
<td>Sleep</td>
<td>1.07 (0.90-1.27)</td>
<td>.46</td>
</tr>
<tr>
<td>Prescription drugs</td>
<td>1.09 (0.91-1.30)</td>
<td>.34</td>
</tr>
<tr>
<td>Over-the-counter drugs</td>
<td>1.37 (0.69-2.69)</td>
<td>.37</td>
</tr>
<tr>
<td>Health food and supplements</td>
<td>0.99 (0.75-1.30)</td>
<td>.94</td>
</tr>
<tr>
<td><strong>Health information sources (yes vs no)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Doctors</td>
<td>1.37 (1.07-1.75)</td>
<td>.01</td>
</tr>
<tr>
<td>Nurses</td>
<td>1.06 (0.78-1.42)</td>
<td>.72</td>
</tr>
<tr>
<td>Pharmacists</td>
<td>1.45 (1.16-1.82)</td>
<td>.001</td>
</tr>
<tr>
<td>Dieticians</td>
<td>1.45 (0.96-2.20)</td>
<td>.08</td>
</tr>
<tr>
<td>Acquaintances</td>
<td>1.05 (0.80-1.38)</td>
<td>.73</td>
</tr>
<tr>
<td>Family</td>
<td>1.22 (0.95-1.57)</td>
<td>.12</td>
</tr>
<tr>
<td>Characteristic</td>
<td>Univariate model (N=2307)</td>
<td>Multivariate model (n=2020)</td>
</tr>
<tr>
<td>-------------------------------------------------------------------------------</td>
<td>---------------------------</td>
<td>-----------------------------</td>
</tr>
<tr>
<td></td>
<td>Odds ratio (95% CI)</td>
<td>P value</td>
</tr>
<tr>
<td>Books or magazines</td>
<td>1.35 (1.09-1.67)</td>
<td>.006</td>
</tr>
<tr>
<td>Newspapers</td>
<td>0.93 (0.74-1.15)</td>
<td>.49</td>
</tr>
<tr>
<td>Television</td>
<td>0.97 (0.81-1.16)</td>
<td>.74</td>
</tr>
<tr>
<td>Internet</td>
<td>3.98 (3.29-4.82)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

**Understanding of one’s diseases (yes vs no)**

- Understanding one’s diseases or symptoms well: 2.61 (1.84-3.70) <.001 1.37 (0.92-2.05) .13
- Understanding treatment methods well: 1.39 (1.16-1.67) <.001 N/A\(^a\)
- Understanding how to deal with deterioration of health: 1.30 (1.07-1.58) .008 N/A\(^a\)
- Entrusting doctors with disease and health-related matters: 0.81 (0.68-0.97) .02 1.21 (0.98-1.51) .08
- Not paying much attention to one’s disease: 0.60 (0.40-0.90) .01 N/A\(^a\)

**Information terminals (yes vs no)**

- Personal computer: 3.54 (2.95-4.25) <.001 1.85 (1.46-2.35) <.001
- Smartphone: 4.19 (3.48-5.04) <.001 2.04 (1.61-2.59) <.001
- Basic cell phone: 0.63 (0.52-0.77) <.001 N/A\(^a\)
- Tablet device: 3.44 (2.65-4.47) <.001 1.36 (0.99-1.86) .06

- Number of regularly prescribed medications (≥3 vs <3): 0.75 (0.62-0.91) .003 N/A\(^a\)
- Number of doses per day (≥2 vs <2): 0.80 (0.67-0.96) .02 N/A\(^a\)
- Monthly visit frequency to a pharmacy (≥2 vs <2): 1.10 (0.88-1.38) .41 N/A\(^b\)
- Medication adherence (good vs poor): 0.76 (0.62-0.94) .010 N/A\(^a\)
- Experience using a PHR (yes vs no): 30.30 (15.90-57.80) <.001 16.60 (8.52-32.20) <.001

\(^a\)N/A: not applicable; variables were considered candidates in the multivariate analyses (P<.10) but were discarded from the final model.

\(^b\)N/A: not applicable; variables were not considered candidates for explanatory variables in multivariate analyses (P>.10).

**Experience and Willingness to Use Personal Health Records**

Participants who answered that they had used a PHR (174/2307, 7.54%) were asked the following question about their experience: Which applications had they used? The most common responses were prescription records (129/174, 74.1%), activity amount recorders (43/174, 24.7%), blood pressure management (37/174, 21.3%), and weight management (27/174, 15.5%) (see Table 3).

**Table 3.** Type of personal health record (PHR) application used by participants.

<table>
<thead>
<tr>
<th>Type of application</th>
<th>Participants (n=174), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Prescription records</td>
<td>129 (74.1)</td>
</tr>
<tr>
<td>Activity amount recorders</td>
<td>43 (24.7)</td>
</tr>
<tr>
<td>Blood pressure management</td>
<td>37 (21.3)</td>
</tr>
<tr>
<td>Weight management</td>
<td>27 (15.5)</td>
</tr>
<tr>
<td>Information on sleep</td>
<td>13 (7.5)</td>
</tr>
<tr>
<td>Glycemic control</td>
<td>10 (5.7)</td>
</tr>
<tr>
<td>Menstrual management</td>
<td>4 (2.3)</td>
</tr>
<tr>
<td>Others</td>
<td>3 (1.7)</td>
</tr>
</tbody>
</table>

The types of information that respondents had most commonly managed through the use of a PHR included medication prescription details (76/174, 43.7%), medication adherence (54/174, 31.0%), and home blood pressure values and body weight, etc (50/174, 28.7%). When asked what types of information they wanted to manage, many responded with answers related to medication, such as medication prescription details (84/174, 48.3%) and medication adherence (75/174,
43.1%), as well as those related to test values, such as test results at medical institution (82/174, 47.1%) and home blood pressure values and body weight, etc (76/174, 43.7%) (see Table 4). It was found that while many people expressed a desire to manage test results at medical institutes using a PHR, they were not actually doing so (82/174, 47.1%, vs 20/174, 11.5%; P<.001, Fisher exact test). We also found a gap between participants' expressed desires and reality as to home blood pressure values and body weight etc, medication adherence, record of the date of hospital visit, medical history, and meal content (see Table 4). The most common sources of information about PHRs were pharmacy staff (107/174, 61.5%), followed by the internet (53/174, 30.5%) (see Table 5).

<table>
<thead>
<tr>
<th>Information type</th>
<th>Participants (n=174), n (%)</th>
<th>Wanted to manage</th>
<th>Managed</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Medication prescription details</td>
<td>84 (48.3)</td>
<td>76 (43.7)</td>
<td></td>
<td>.45</td>
</tr>
<tr>
<td>Test results at medical institution</td>
<td>82 (47.1)</td>
<td>20 (11.5)</td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Home blood pressure values and body weight, etc</td>
<td>76 (43.7)</td>
<td>50 (28.7)</td>
<td></td>
<td>.005</td>
</tr>
<tr>
<td>Medication adherence</td>
<td>75 (43.1)</td>
<td>54 (31.0)</td>
<td></td>
<td>.03</td>
</tr>
<tr>
<td>Record of the date of hospital visit</td>
<td>40 (23.0)</td>
<td>21 (12.1)</td>
<td></td>
<td>.01</td>
</tr>
<tr>
<td>Medical history</td>
<td>35 (20.1)</td>
<td>8 (4.6)</td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Meal content</td>
<td>24 (13.8)</td>
<td>9 (5.2)</td>
<td></td>
<td>.010</td>
</tr>
<tr>
<td>Record of immunization</td>
<td>10 (5.7)</td>
<td>3 (1.7)</td>
<td></td>
<td>.09</td>
</tr>
<tr>
<td>Surgery record</td>
<td>6 (3.4)</td>
<td>2 (1.1)</td>
<td></td>
<td>.28</td>
</tr>
<tr>
<td>Medical history of the family</td>
<td>4 (2.3)</td>
<td>2 (1.1)</td>
<td></td>
<td>.68</td>
</tr>
<tr>
<td>Others</td>
<td>3 (1.7)</td>
<td>3 (1.7)</td>
<td></td>
<td>&gt;.99</td>
</tr>
</tbody>
</table>

Table 5. Sources of information about personal health records (PHRs).

<table>
<thead>
<tr>
<th>Information source</th>
<th>Participants (n=174), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pharmacy staff</td>
<td>107 (61.5)</td>
</tr>
<tr>
<td>Internet</td>
<td>53 (30.5)</td>
</tr>
<tr>
<td>Family</td>
<td>13 (7.5)</td>
</tr>
<tr>
<td>Poster</td>
<td>8 (4.6)</td>
</tr>
<tr>
<td>Television</td>
<td>6 (3.4)</td>
</tr>
<tr>
<td>Hospital staff</td>
<td>5 (2.9)</td>
</tr>
<tr>
<td>Newspapers</td>
<td>2 (1.1)</td>
</tr>
<tr>
<td>Books or magazines</td>
<td>2 (1.1)</td>
</tr>
<tr>
<td>Acquaintance</td>
<td>1 (0.6)</td>
</tr>
<tr>
<td>Others</td>
<td>8 (4.6)</td>
</tr>
</tbody>
</table>

*aParticipants who had previous PHR experience were asked where they got information from; multiple answers were allowed.

The 1302 participants who expressed unwillingness to use PHRs were asked why. The main reasons were it needs more time and effort (509/1302, 39.09%) or the need is not felt (465/1302, 35.71%), followed by concern over security (199/1302, 15.28%) (see Table 6).
Table 6. Reasons for unwillingness to use a personal health record (PHR).

<table>
<thead>
<tr>
<th>Reasons</th>
<th>Participants (n=1302), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>More time and effort</td>
<td>509 (39.09)</td>
</tr>
<tr>
<td>The need is not felt</td>
<td>465 (35.71)</td>
</tr>
<tr>
<td>Concern over security</td>
<td>199 (15.28)</td>
</tr>
<tr>
<td>Cannot use mobile devices</td>
<td>35 (2.69)</td>
</tr>
<tr>
<td>Have no mobile device</td>
<td>17 (1.31)</td>
</tr>
<tr>
<td>Other</td>
<td>86 (6.61)</td>
</tr>
<tr>
<td>No answer</td>
<td>131 (10.06)</td>
</tr>
</tbody>
</table>

*Respondents who expressed unwillingness to use PHRs were asked the reasons why; multiple answers were allowed.

Discussion

Principal Findings

Among the predictive factors identified in this study, owning a personal computer, smartphone, or tablet and having experience using a PHR were consistent with prior reports that ICT literacy is associated with willingness to use a PHR [15,16,21-23]. While older age was reported to be a negative predictor in some studies [24,25], others reported that current use of ICT devices was more associated with willingness than age [21,23]. Consistently, in this study, although univariate analysis showed that older age was a negative predictor of willingness to use a PHR (see Table 1), that factor was discarded from the final model of the multivariate analysis (see Table 2). The ownership rate of personal computers, smartphones, and/or tablets was 88.7% (580/654) among participants under 60 years of age, but it was only 43.89% (718/1636) among participants 60 years of age or older (see Multimedia Appendix 2), clearly demonstrating the digital divide between generations. While 55.5% (363/654) of the participants under 60 years of age expressed willingness, only 29.83% (488/1636) of those 60 years of age or older did so (see Table 1). However, among participants 60 years of age or older, 48.1% (345/718) of those who owned ICT devices expressed willingness to use PHRs, compared to only 16.4% (136/831) of those who did not own these devices (see Multimedia Appendix 2). Being employed was identified as a predictor of willingness to use PHRs in this study, consistent with the previous reports [15,26].

While most of the previous reports suggested that gender was not a predictor [21,22,25,27], being male was identified as a predictor in this study. Consistently, the users of GlucoNote—an app for type 2 diabetes and prediabetes patients that we recently developed and released—were mostly men [28]. In contrast, studies in the United States and Europe reported that being female was a predictor of electronic health (eHealth) use [26,29]. These differences in results may be explained, at least partly, by different gender roles in each country; it was reported that a persistent gender gap in ICT use and skills was observed in Japan but not in the United States after adjusting for employment status [30].

The finding that participants who consider exercise important for their health management are more willing to use PHRs (see Table 2) was novel, as was the finding that patients who obtain medical information from doctors, pharmacists, books or magazines, and the internet are more willing to use PHRs. In contrast, obtaining medical information from newspapers or television was not associated with that willingness (see Table 2).

Regarding what the participants consider important for their health management, diet, exercise, and sleep were all positive predictors in the univariate analysis of willingness to use PHRs (see Table 1). However—and strikingly—only exercise remained a strong predictor in the multivariate analysis (OR 1.57, P=.009) (see Table 2), while diet and sleep were discarded from the final model. It was reported that for type 2 diabetes patients a health behavior change in physical activity was less common than with a change in healthy diet, and that changing motivation for a healthy diet was higher than that for habitual physical activity [31]. Exercise is different from eating and sleeping behavior in that one has to actively make an effort to implement it [32], so patients who value exercise may have a greater tendency to actively pursue health. Similarly, people who collect medical information from books, magazines, and the internet may be more active in pursuing health than those who obtain information from more passive media like newspapers and television. This is consistent with the previous report that a health-related information-seeking personality was a significant predictor for willingness to undergo online treatment [21].

Interestingly, while considering exercise important for their health management was a positive predictive factor, is willing to incorporate exercise into daily life for health management was not a significant predictor in the multivariate analysis in this study (see Table 2). According to the Transtheoretical Model, health behavior change consists of sequential stages: precontemplation, contemplation, preparation, action, and maintenance [33]. Although questionnaire choices in this study do not precisely correspond to the stages of change in the Transtheoretical Model, people who consider exercise important for their health management are thought to be in one of the contemplation, preparation, action, or maintenance stages, while people who are willing to incorporate exercise into daily life for health management are likely to be in the contemplation or preparation stage. The result that
considering exercise important is a significant predictor of willingness to use PHRs—while willing to incorporate exercise into daily life for health management is not (see Table 2)—matches our previous report that diabetes patients who are in the contemplation or preparation stage of change in exercise are more willing to use ICT-based self-management tools [15]. Therefore, PHRs equipped with the function of stage-matched intervention for contemplation and preparation stages, such as understanding their own state, goal setting, or identification of barriers to behavior change, will lead the users to take action for health management, as stage-matched intervention was shown to be effective for improving glycemic control, hypertension control, and physical activity [34-37].

Because it was reported that health literacy was one of the key variables explaining a willingness to adopt a PHR [23], we expected that people who understand their disease well would be more willing to use a PHR. As expected, understanding one’s diseases or symptoms well, understanding treatment methods well, and understanding how to deal with deterioration of health were all positive predictive factors for willingness to use PHRs, while entrusting doctors with disease and health-related matters and not paying much attention to one’s disease were negative predictive factors in univariate analyses (see Table 1). In a multivariate analysis, however, entrusting doctors with disease and health-related matters was identified as a positive predictor, along with understanding one’s diseases or symptoms well. The reason for this seemingly paradoxical result is that multiple answers were allowed: people who answered I entrust doctors with disease and health-related matters were also likely to have chosen I understand treatment methods well and I understand how to deal with deterioration of health, both of which were strong positive predictors in univariate analyses.

While people who had high health literacy were found to be more willing to adopt a PHR [23], those with a low health literacy level might benefit most from a PHR. Plainly, educating people about the benefits of using PHRs will be important.

People who had used PHRs were asked about their usage. Although 94.3% (164/174) of them were willing to use PHRs (see Table 1), gaps between the contemplated and actual use were found (see Table 4). While many people wished to manage information using a PHR, they were not doing so (see Table 4). Future tasks include developing a PHR equipped with functions desired by the users, with the hope that the additions will help trigger usage. The most frequently managed information using PHRs was prescription details, with which there was no gap demonstrated that the sensitivity and specificity for identifying people with hypertension, diabetes, and dyslipidemia by using medication codes were 75.0% and 97.9%, 78.6% and 99.5%, and 34.6% and 97.2%, respectively [19]. Although the specificity is high, as expected, the sensitivity is relatively low, so the survey results cannot be generalized to the entire population with lifestyle-related diseases.

Third, because this was a self-administered questionnaire, some of the information such as the disease currently being treated may not be fully precise. As described above, 345 out of 2307 (14.95%) patients responded they were treated for neither hypertension, diabetes, nor dyslipidemia, even though all the participants were prescribed medication for at least one of the three diseases. Some of them may have been prescribed these medications to treat other diseases, but most of them presumably failed to self-report their diseases. Consistently, a previous report suggested that sensitivity of self-report questionnaires compared to pharmacy insurance claims was 92.4%, 82.6%, and 86.2% for hypertension, diabetes, and dyslipidemia, respectively [39]. Moreover, the intent of some questions may not have been fully understood or may have caused misunderstanding by the respondents, as it was not a structured interview. Importantly, although the concept of PHRs was explained both verbally and in writing as described in the Methods section, it is possible that the participants’ insufficiently auto-linking data on the order of inspection values between patients and medical institutions.

Other frequently mentioned reasons for unwillingness to use PHRs include no need being felt and concern over security. This points to the need for further efforts to inform people of the merits of using PHRs, as well as improvements in security.

This study suggested that the most prevalent information source regarding PHRs was the internet, if we eliminate the potential bias of the fact that the study was conducted in pharmacies where pharmacists encouraged patients to use electronic prescription records (see Table 5). This means that only people with high ICT literacy were able to get enough information about PHRs. Obviously, the visibility and usability of PHRs must be improved so that even citizens with low ICT literacy will find it easy to use.

Limitations

There are several limitations to this study. First, because of the cross-sectional design of the study, the results do not reflect the long-term status of willingness to use PHRs, which might change drastically over time as the technology disseminates and comes into common use. Future tasks include updating the survey to follow the temporal changes in willingness.

Second, the survey was done in a geographically limited area: all the pharmacies were located in the Kanagawa Prefecture of Japan, considered part of the Greater Tokyo Area. Japan has the highest aging rate in the world with relatively high ICT literacy, so the results might not be valid for other regions with different age structures and levels of ICT literacy. Moreover, the eligibility criteria were determined by prescribed medications, which do not always correspond to a diagnosis. A previous study on claims-based algorithms for chronic conditions demonstrated that the sensitivity and specificity for identifying people with hypertension, diabetes, and dyslipidemia by using medication codes were 75.0% and 97.9%, 78.6% and 99.5%, and 34.6% and 97.2%, respectively [19]. Although the specificity is high, as expected, the sensitivity is relatively low, so the survey results cannot be generalized to the entire population with lifestyle-related diseases.

As noted, our results showed that 1302 out of 2307 participants (56.44%) expressed no willingness to use a PHR (see Table 1). Consistent with previous reports [38], the main reason for this disinclination was that using PHRs requires too much time and effort (see Table 6). It might be possible to capture the interest of such holdouts if there was a function that made information management quick and easy—perhaps something like...
understanding or unfamiliarity with PHRs contributed to the lack of willingness, given that only 174 out of 2307 (7.54%) had experience using a PHR. Showing the participants actual examples of PHRs, such as health care management apps, prior to providing the questionnaire might help them better understand the concept of PHRs and properly determine the willingness to use PHRs.

Fourth, because the study was conducted at outlets of a dispensing pharmacy company whose staff encouraged patients to use electronic prescription records, there may have been biased results for some questions.

Conclusions
We identified factors predicting a willingness to use a PHR by patients prescribed medication for lifestyle-related diseases. Patients with an active attitude toward health, such as those who consider exercise important for health management or who obtain medical information from books, magazines, or the internet, seem to be more willing to use a PHR. The main barriers to using a PHR were time and effort required and lack of perceived necessity, followed by concern over security. Analyzing these predictors and barriers will prove useful in identifying suitable candidates as PHR users and in developing more helpful tools for self-management by patients with lifestyle-related diseases.
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A Blended Learning System to Improve Motivation, Mood State, and Satisfaction in Undergraduate Students: Randomized Controlled Trial

Background: Smartphone-based learning, or mobile learning (m-learning), has become a popular learning-and-teaching strategy in educational environments. Blended learning combines strategies such as m-learning with conventional learning to offer continuous training, anytime and anywhere, via innovative learning activities.

Objective: The main aim of this work was to examine the short-term (ie, 2-week) effects of a blended learning method using traditional materials plus a mobile app—the iPOT mobile learning app—on knowledge, motivation, mood state, and satisfaction among undergraduate students enrolled in a health science first-degree program.

Methods: The study was designed as a two-armed, prospective, single-blind, randomized controlled trial. Subjects who met the inclusion criteria were randomly assigned to either the intervention group (ie, blended learning involving traditional lectures plus m-learning via the use of the iPOT app) or the control group (ie, traditional on-site learning). For both groups, the educational program involved 13 lessons on basic health science. The iPOT app is a hybrid, multiplatform (ie, iOS and Android) smartphone app with an interactive teacher-student interface. Outcomes were measured via multiple-choice questions (ie, knowledge), the Instructional Materials Motivation Survey (ie, motivation), the Profile of Mood States scale (ie, mood state), and Likert-type questionnaires (ie, satisfaction and linguistic competence).

Results: A total of 99 students were enrolled, with 49 (49%) in the intervention group and 50 (51%) in the control group. No difference was seen between the two groups in terms of theoretical knowledge gain ($P=92$). However, the intervention group subjects returned significantly higher scores than the control group subjects for all postintervention assessed items via the motivation questionnaire (all $P<.001$). Analysis of covariance (ANCOVA) revealed a significant difference in the confusion and bewilderment component in favor of the intervention group ($P=.01$), but only a trend toward significance in anger and hostility as well as total score. The intervention group subjects were more satisfied than the members of the control group with respect to five out of the six items evaluated: general satisfaction ($P<.001$), clarity of the instructions ($P<.01$), clarity with the use of the learning method ($P<.001$), enough time to complete the proposed exercises ($P<.01$), and improvement in the capacity to learn content ($P<.001$). Finally, the intervention group subjects who were frequent users of the app showed stronger motivation, as well as increased perception of greater gains in their English-language competence, than did infrequent users.
Introduction

Smartphone-based learning or mobile learning (m-learning), a term that highlights the type of device used, has become a popular learning-and-teaching strategy. It has been defined as the ability to access educational resources, tools, and materials anytime and from anywhere, using a mobile device, such as a smartphone [1]. With respect to health professionals and their education, Dunleavy et al describe m-learning as “any intervention using handheld, mobile devices connected through wireless connections to deliver educational content to pre and postregistration health professionals in order to extend the reach of learning and teaching beyond physical space and distance” [2]. M-learning thus provides a self-directed learning environment that affords continuous access to knowledge, information, and practice tools.

M-learning is being increasingly used by undergraduate and postgraduate students undertaking specialty or continuous training in the health sciences [2,3]. A recent review and meta-analysis showed that m-learning is equally or more effective than traditional learning in this field, although the authors also comment on the need for further research into its value [2]. Given the rapid evolution of mobile technologies in general, and of m-learning in particular, up-to-date evidence is required for the effectiveness of these strategies to be determined.

Motivation is an important factor in learning and performance [4]. Motivation levels can vary depending on learning-and-teaching style. A positive relationship has been reported between motivation and academic performance and learning, while a negative association is associated with dropping out from education [5]. Thus, motivation can be increased if the learning-and-teaching style is appropriate [6,7]. M-learning incorporates different activity options, which students can choose depending on their personal learning preferences or circumstances. This can encourage motivation, engagement, and learning success, positively influencing mood status [6,7].

New technologies may, however, also have a negative effect on learning. A recent study [8] highlights how students believed that new technologies in the classroom might affect their concentration and ability to learn. However, other investigations have found that students using electronic devices during a lecture returned results in learning that were similar to those who did not use these devices [9]. In other work, using electronic devices as learning tools while listening to a teacher was reported to not be distracting [10]. Clearly, the impact of the use of m-learning needs to be further investigated.

Blended learning that combines m-learning with conventional learning to seek the benefits of both [11,12] can also improve the educational experience [13], allowing conventionally taught material to be revisited whenever and wherever the student wishes [12,14]. Previous investigations into blended learning have returned positive results [15,16]. The main aim of this work was to examine the short-term effects of a blended learning method using traditional materials plus a mobile app on specific outcomes among students enrolled in a health science first-degree program. It was hypothesized that, compared to traditional learning alone, a 2-week blended learning program would improve knowledge uptake, student motivation, mood, and satisfaction and would improve competence in English.

Methods

Study Design and Sample Size

This study was a two-arm, prospective, single-blind, randomized controlled trial (ClinicalTrials.gov identifier: NCT03335397). The study subjects were 99 students in their first year of a health sciences degree at the Faculty of Health Sciences, University of Granada, Spain.

The sample size calculation was based on a previous study [17] and a demand of 90% power to detect a difference of 1.70 points in knowledge gain (see Main Outcomes section), while assuming a type 1 error (alpha) of 5% and a type 2 error (beta) of 10%, determined using G*Power software, version 3.1.9.3 (Heinrich-Heine-Universität Düsseldorf), for Mac OS X [18]. The required sample size was estimated at 40 subjects each for the intervention and control groups. Contemplating a dropout rate of 25%, as it is common for health science students to migrate to medicine in the first semester of their first academic year, 50 subjects were enrolled per group.

Recruitment

Subjects were recruited via a talk given on the first day of the course unit entitled Basic Health Science, a unit lasting one semester. It was emphasized that no assessment made during the trial would have any effect on final grades and that participation was totally voluntary. To be included, the subjects had to (1) possess basic skills in handling mobile apps, (2) have a smartphone running either Android operating system (OS) or iOS software, (3) install the iPOT mobile learning app, (4) be enrolled in the above course unit, and (5) have a basic knowledge of English, accredited or not. In addition, all subjects had to provide informed consent to be included. Students repeating the unit were excluded.

Conclusions: The blended learning method led to significant improvements in motivation, mood state, and satisfaction compared to traditional teaching, and elicited statements of subjective improvement in terms of competence in English.

Trial Registration: ClinicalTrials.gov NCT03335397; https://clinicaltrials.gov/ct2/show/NCT03335397
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Randomization

Subjects who met the inclusion criteria were randomly assigned to either the intervention group (ie, blended learning, involving traditional learning plus m-learning via the use of the iPOT app) or the control group (ie, traditional on-site learning). Figure 1 shows a flowchart of the recruitment and randomization process.

Figure 1. Flow diagram of the recruitment and randomization process. OS: operation system.

Experimental Procedure

This study was conducted over 2 weeks in the first semester of the 2017-2018 academic year. For both groups, the educational program involved 13 lessons on basic health science. The subjects of both groups were progressively introduced to conventional learning materials (ie, books, PowerPoint presentations, and journals available in the university library). The subjects in the intervention group, however, also received the iPOT app to reinforce the educational program; it provided no additional material. Both the intervention and control subjects were free to reinforce the taught information using any of the traditional sources available. All subjects in the intervention group received a QR (Quick Response) code to provide them access to the Apple App Store [19] or the Google Play store [20] as required. Subjects then installed the iPOT app. A lecturer involved in the project was present at this time to help solve any technical problems that might arise. All the intervention group subjects were provided a personal password linked to their institutional email account that allowed them to access the app, but were also assured each person’s log-in information remained confidential and nonexchangeable with subjects in the control group; the system itself was enabled to detect irregular connections. However, given that students in the control group might borrow the devices of the intervention group members in order to try the app out, all subjects were requested to respect the protocol and told they would have unlimited access to the app at the end of the study. The iPOT app included a permanently available video tutorial (see Multimedia Appendix 1), accessible through the Help tab, to assist users in familiarizing themselves with the app and its operation. In addition, a WhatsApp group was established for the 2 weeks of the experimental period in order to resolve any incidents that might arise. Two smartphones were available to...
loan to students who wanted to participate but who had devices with compatibility problems.

M-learning lessons were enabled in the app over the last 2 weeks of the teaching period, allowing the intervention group subjects to review the information previously taught. Students were instructed to review each lesson via the six learning modalities available—quizzes (multiple-choice questions), alphabet soup (word search), hangman, hieroglyphics, puzzles (word sorting), and word-coupling activities—and were encouraged to use them; differences in use time were accounted for (see The iPOT Mobile Learning App: Internal Design and Technical Specifications section). It is important to highlight that during these 2 weeks, the control group subjects were encouraged to review the taught material via the above-mentioned books, PowerPoint presentations, and journals.

**The iPOT Mobile Learning App: Internal Design and Technical Specifications**

The iPOT app was designed by a research group composed of lecturers in health science and an internship student of computer engineering, all at the University of Granada. The app is a hybrid, multiplatform (iOS and Android), smartphone app with an interactive teacher-student interface (see Figure 2). Its architecture involves Firebase, a Google cloud-based development platform that handles user authentication, file storage, and database management. The app interface gives users access to different game modes and allows them to complete different activities and find platform-related information. The app also has an administration console, developed using Angular and Angular Material development tools (Google), that gives administrators the possibility of managing users, all app modules, game-related data, and graphic resources by adding an abstraction layer between the administrator and Firebase. For the deployment of the administration console, it was decided to use Firebase Hosting, a static, rapid hosting service that includes a Secure Sockets Layer (SSL) by default, ensuring safe access.

**Figure 2. Top-level view of the iPOT app system.**

The user interface shows the user profile, allowing access to personal data and providing the opportunity to change one's nickname; ranking (ie, position in terms of game scores; designed to help increase motivation via a sense of competition); and a start button to allow users to begin playing. As an incentive, each time a correct answer was given in any of the app's modalities, points were added to the user's score. Each user's scores, as well as the number of modules completed, were recorded via the system.

**Outcome Measures**

Knowledge and mood state were assessed for both the intervention and control groups before and after the 2-week experimental period. Motivation, satisfaction, and English-language competence—the latter only measured in the intervention group—were assessed after this period.

**Knowledge**

Theoretical knowledge was evaluated at baseline (ie, the beginning of the 2-week study period) and at the end of the study period using 20 multiple-choice questions [21]. This tool has been used in other educational studies [22,23]. Scores were recorded on an 11-point scale, ranging from 0 to 10, with higher values representing better outcomes. This test was developed by two external lecturers who were not involved in the study.

**Motivation**

Motivation was assessed using the Instructional Materials Motivation Survey (IMMS) [24]. The terminology used by the tool was adapted to the learning methods employed in this study. The survey can be used to estimate the motivation and attitudes of students in situations of self-directed learning (ie, printed, virtual, or online courses). It contains 36 questions in four domains: attention, relevance, confidence, and satisfaction. Each question is scored on a 5-point Likert scale; therefore, total scores range from 36 to 180. Higher scores denote higher levels of learning motivation. The tool has been shown to be highly reliable (intraclass correlation coefficient [ICC]>.96) [25] and has been previously used in Spanish populations [26,27].
Mood State

Mood is a short-term state of feeling; it may fluctuate within minutes or over days. Unlike emotions, moods are more transient, often unrelated to external events, and are of varying intensity [28]. Subject mood state was assessed via the Profile of Mood States (POMS) questionnaire [29], validated for use in Spain [30]. This self-reported survey contains 65 questions, each scored on an increasing 5-point Likert scale, ranging from 0 to 4, that together measure six mood components: (1) tension and anxiety (nine items that refer to an increase in musculoskeletal tension, somatic tension, and observable psychomotor manifestations); (2) depression and melancholy (15 items that reflect a depressed state along with a feeling of sadness or guilt); (3) anger and hostility (12 items that represent feelings of anger and antipathy toward others); (4) vigor and activity (eight items that allude to a state of euphoria or high energy); (5) fatigue and inertia (seven items that refer to a mood of depression or a low level of exercise); and (6) confusion and bewilderment (seven items referring to disorientation or multiplicity of thought). The total average score of all the components (ie, the Total Mood Disturbance [TMD] score) was recorded. There are no cutoff points in any domain. Subjects were asked to fill in the questionnaire indicating how they felt lately. Lower values indicate a better general mood state [31].

The test is reliable; the ICC is close to .90 for all six components [29].

Satisfaction

Subjects’ satisfaction with the learning methods to which they were exposed was evaluated via a questionnaire based on that reported by Brewer et al [32], with six items that assess satisfaction variables: general satisfaction, the clarity of instructions, whether the final assessment reflected the course syllabus, clarity with the use of the learning method, whether there was enough time to complete the proposed exercises, and improvement in the capacity to learn content. Each item was scored on an increasing 5-point Likert scale, ranging from 1 to 5. Higher values represent better outcomes. Subjects were also asked to report the number of hours per day, as well as the number of days per week, that they used the app and which mode of the app they preferred.

Linguistic Competence

The subjective improvement in English-language competence (ie, a general feeling of improvement and of improvements in written comprehension, written expression, vocabulary, and global perception) was measured at the end of the study via an ad hoc questionnaire, scoring answers on an increasing 5-point Likert scale, ranging from 1 to 5. Higher values represent better outcomes. To determine the subjects’ prior English-language competence, they were asked about any official English certificates they possessed before starting the study.

Statistical Analysis

The normal distribution of data was verified using the Kolmogorov-Smirnov test. Results are presented as mean (SD) values. The Student t test and Mann-Whitney U test or the chi-square test and Fisher exact test were used as required to examine differences in continuous and categorical variables, respectively, between the two groups (eg, sociodemographic characteristics, knowledge, and mood state) and in postintervention differences (eg, motivation, satisfaction, and English-language competence).

Differences between the groups in terms of the preintervention-to-postintervention change in knowledge and mood state were analyzed by repeated-measures analysis of covariance (ANCOVA), adjusting for the effects of those variables showing significant differences between groups at baseline (ie, the covariate POMS-vigor and activity). Missing values were few (<5% of the total number); in such cases, these can be considered missing at random and inconsequential [33]. For this reason, a list-wise deletion method was chosen; no multiple imputation was necessary. Significance was set at P=<.05. All calculations were performed using SPSS statistics software, version 22.0 (IBM Corp), and Stata statistical software, release 14 (StataCorp).

Ethical Approval

The study was performed in accordance with the ethical standards of the appropriate national and institutional research committees, and adhering to the Declaration of Helsinki [34]. Ethical approval was granted as required by Spanish Law 223/2004, of February 6, establishing subject confidentiality under the terms of Spanish Law 3/2018, of December 5 [35]. The study was also approved by the Quality, Innovation and Planning Unit of the University of Granada, Spain (Plan FIDO UGR 2016-2018). For ethical reasons, once the experimental phase of the project was complete, the app was made available to all subjects who took part.

Results

User Statistics

A total of 99 students were enrolled, with 49 (49%) in the intervention group and 50 (51%) in the control group. The mean age of the students was 19.76 years (SD 2.74) in the intervention group versus 20.00 years (SD 3.98) in the control group (P=.97). A total of 38 of the 49 subjects (78%) in the intervention group were women compared to 35 out of 50 subjects (70%) in the control group (P=.39). A total of 37 of the 49 subjects (76%) in the intervention group used mobile phones with the Android OS compared to 31 out of 50 subjects (62%) in the control group (P=.14). No significant differences were seen between the members of the two groups in terms of their baseline levels of English (P=.39) or baseline knowledge of the material to be taught (P=.43) (see Table 1). English levels were determined according to the Common European Framework of Reference for Languages: Learning, Teaching, Assessment [36]. The intervention group lost one subject (1/49, 2%) to follow-up—a dropout due to the subject’s phone running an old OS that did not support the iPOT app—leading a final initial sample size of 48. Another 2 subjects were lost from both groups due to incompleteness of the final assessments (see Figure 1).
Table 1. Sociodemographic characteristics of the study subjects at baseline: the beginning of the 2-week study period.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Control group (n=50)</th>
<th>Intervention group (n=49)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>20.00 (3.98)</td>
<td>19.76 (2.74)</td>
</tr>
<tr>
<td>Gender, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>15 (30)</td>
<td>11 (22)</td>
</tr>
<tr>
<td>Female</td>
<td>35 (70)</td>
<td>38 (78)</td>
</tr>
<tr>
<td>English level, n (%)a</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not certified</td>
<td>22 (45)</td>
<td>22 (45)</td>
</tr>
<tr>
<td>A2 (elementary)</td>
<td>4 (8)</td>
<td>2 (4)</td>
</tr>
<tr>
<td>B1 (low intermediate)</td>
<td>14 (28)</td>
<td>15 (31)</td>
</tr>
<tr>
<td>B2 (high intermediate)</td>
<td>5 (10)</td>
<td>9 (18)</td>
</tr>
<tr>
<td>C1 (advanced)</td>
<td>2 (4)</td>
<td>1 (2)</td>
</tr>
<tr>
<td>Mobile system, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>iOS</td>
<td>19 (38)</td>
<td>12 (24)</td>
</tr>
<tr>
<td>Android operating system (OS)</td>
<td>31 (62)</td>
<td>37 (76)</td>
</tr>
<tr>
<td>Baseline knowledge of subjects (scoreb), mean (SD)</td>
<td>4.38 (1.21)</td>
<td>4.57 (1.22)</td>
</tr>
</tbody>
</table>

aEnglish levels were determined according to the Common European Framework of Reference for Languages: Learning, Teaching, Assessment [36]. A2: Basic User, Waystage; B1: Independent User, Threshold; B2: Independent User, Vantage; C1: Proficient User, Effective Operational Proficiency.
bScores ranged from 0 (no knowledge) to 10 (highest level of knowledge).

Main Outcomes

At the end of the experimental period, no significant difference was seen between the two groups in terms of theoretical knowledge gain (intervention group mean score 0.51 [SD 1.19] vs control group mean score 0.49 [SD 1.10]; F₁=0.008, P=.92) (see Table 2). A significant difference was also not seen in the end-of-study total scores (mean score 5.16 [SD 1.30] vs mean score 4.90 [SD 1.24], respectively; t₂=−1.019, P=.31). The covariate POMS-vigor and activity did not influence the results.

Table 3 shows that the intervention group subjects returned significantly higher scores than the control group subjects for all items assessed postintervention by the IMMS (IMMS_attention: t₂=−12.223; IMMS_relevance: t₂=−8.315; IMMS_confidence: t₂=−7.731; and IMMS_satisfaction: t₂=−10.631; P<.001 for all). Their IMMS total motivation scores were also significantly different (mean 136.02 [SD 19.25] vs mean 84.94 [SD 25.37], respectively; t₂=−10.963, P<.001). The covariate POMS-vigor and activity in ANCOVA revealed this variable to influence the change in confusion and bewilderment (F₁=3.735, P=.05) and total score (control group mean score −1154.17 [SD 3652.10] vs intervention group mean score −17.39 [SD 2767.05]; F₁=2.875, P=.09). No significant differences between groups were seen in terms of the change in tension and anxiety (F₁=1.964, P=.16), depression and melancholy (F₁=0.983, P=.32), vigor and activity (F₁=0.181, P=.67), and fatigue and inertia (F₁=0.233, P=.63). Adjustment for the covariate POMS-vigor and activity in ANCOVA revealed the variable to influence the change in confusion and bewilderment (F₁=7.889, P=.006), anger and hostility (F₁=4.493, P=.03), and total score (F₁=4.603, P=.03). The covariate did not influence the rest of results.
Table 2. Effect of the different learning methods on knowledge gain.

<table>
<thead>
<tr>
<th>Answers at study time points</th>
<th>Control group (n=48), mean (SD)</th>
<th>Intervention group (n=46), mean (SD)</th>
<th>( P ) value(^a)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Correct answers</strong></td>
<td></td>
<td></td>
<td>.92</td>
</tr>
<tr>
<td>Baseline (^b)</td>
<td>8.81 (2.43)</td>
<td>9.30 (2.37)</td>
<td></td>
</tr>
<tr>
<td>Postintervention</td>
<td>9.79 (2.48)</td>
<td>10.33 (2.61)</td>
<td></td>
</tr>
<tr>
<td>Difference</td>
<td>0.98 (2.20)</td>
<td>1.02 (2.37)</td>
<td></td>
</tr>
<tr>
<td><strong>Wrong answers</strong></td>
<td></td>
<td></td>
<td>.92</td>
</tr>
<tr>
<td>Baseline</td>
<td>11.19 (2.43)</td>
<td>10.70 (2.38)</td>
<td></td>
</tr>
<tr>
<td>Postintervention</td>
<td>10.21 (2.48)</td>
<td>9.67 (2.61)</td>
<td></td>
</tr>
<tr>
<td>Difference</td>
<td>–0.98 (2.20)</td>
<td>–1.02 (2.37)</td>
<td></td>
</tr>
<tr>
<td><strong>Total score</strong></td>
<td></td>
<td></td>
<td>.92</td>
</tr>
<tr>
<td>Baseline</td>
<td>4.41 (1.21)</td>
<td>4.65 (1.19)</td>
<td></td>
</tr>
<tr>
<td>Postintervention</td>
<td>4.90 (1.24)</td>
<td>5.16 (1.30)</td>
<td></td>
</tr>
<tr>
<td>Difference</td>
<td>0.49 (1.10)</td>
<td>0.51 (1.19)</td>
<td></td>
</tr>
</tbody>
</table>

\( a \)Repeated-measures analysis of covariance (ANCOVA) was used to examine the differences between groups.

\( b \)Baseline refers to the beginning of the 2-week study period.

Table 3. Learning motivation in the intervention and control groups.

<table>
<thead>
<tr>
<th>Learning motivation variable(^a,b)</th>
<th>Control group (n=48), mean (SD)</th>
<th>Intervention group (n=46), mean (SD)</th>
<th>( P ) value(^c)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Attention (12-60)</td>
<td>26.06 (9.64)</td>
<td>47.59 (7.20)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Relevance (9-45)</td>
<td>24.06 (6.58)</td>
<td>34.17 (5.08)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Confidence (9-45)</td>
<td>22.04 (6.96)</td>
<td>31.83 (5.13)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Satisfaction (6-30)</td>
<td>12.77 (4.55)</td>
<td>22.44 (4.25)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Total IMMS(^a) score (36-180)</td>
<td>84.94 (25.37)</td>
<td>136.02 (19.25)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

\( a \)Learning motivation was measured using the Instructional Materials Motivation Survey (IMMS).

\( b \)Each category is presented with the possible range of its score in parentheses.

\( c \)The Student \( t \) test was used to examine the differences between groups. Significance was set at \( P \leq .05 \).

**Figure 3** shows the results of the global satisfaction survey with the learning method used. The intervention group subjects were more satisfied than the members of the control group in terms of all items evaluated: general satisfaction with the learning method (Strongly agreed and Agreed in the intervention group were 30% and 65%, respectively, vs 2% and 10% in the control group; \( P \leq .001 \)), clarity of the instructions (Strongly agreed and Agreed in the intervention group were 57% and 35%, respectively, vs 27% and 31% in the control group; \( P \leq .01 \)), clarity with the use of the learning method (Strongly agreed and Agreed in the intervention group were 30% and 54%, respectively, vs 2% and 29% in the control group; \( P \leq .001 \)), enough time to complete the proposed exercises (Strongly agreed and Agreed in the intervention group were 9% and 17%, respectively, vs 8% and 4% in the control group; \( P \leq .01 \)), and improvement in the capacity to learn content (Strongly agreed and Agreed in the intervention group were 11% and 57%, respectively, vs 0% and 17% in the control group; \( P \leq .001 \)). No difference was seen between the groups with respect to satisfaction regarding how the final assessment reflected the course syllabus (Strongly agreed and Agreed in the intervention group were 11% and 43%, respectively, vs 6% and 31% for the control group; \( P \geq .06 \)).
Table 4. Effect of the different learning methods on the Profile of Mood States (POMS) total and subscale scores.

<table>
<thead>
<tr>
<th>Mood state</th>
<th>Control group (n=48), mean (SD)</th>
<th>Intervention group (n=46), mean (SD)</th>
<th>P value&lt;sup&gt;a&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Tension and anxiety</strong></td>
<td></td>
<td></td>
<td>.16</td>
</tr>
<tr>
<td>Baseline&lt;sup&gt;b&lt;/sup&gt;</td>
<td>45.58 (8.43)</td>
<td>46.78 (9.70)</td>
<td></td>
</tr>
<tr>
<td>Postintervention</td>
<td>46.15 (9.45)</td>
<td>45.00 (10.09)</td>
<td></td>
</tr>
<tr>
<td>Difference</td>
<td>0.56 (8.88)</td>
<td>-1.78 (7.21)</td>
<td></td>
</tr>
<tr>
<td><strong>Depression and melancholy</strong></td>
<td></td>
<td></td>
<td>.32</td>
</tr>
<tr>
<td>Baseline</td>
<td>47.38 (5.55)</td>
<td>47.39 (6.82)</td>
<td></td>
</tr>
<tr>
<td>Postintervention</td>
<td>49.21 (7.64)</td>
<td>47.93 (8.64)</td>
<td></td>
</tr>
<tr>
<td>Difference</td>
<td>1.83 (6.55)</td>
<td>0.54 (6.04)</td>
<td></td>
</tr>
<tr>
<td><strong>Anger and hostility</strong></td>
<td></td>
<td></td>
<td>.05</td>
</tr>
<tr>
<td>Baseline</td>
<td>51.77 (9.52)</td>
<td>52.67 (8.95)</td>
<td></td>
</tr>
<tr>
<td>Postintervention</td>
<td>53.98 (11.79)</td>
<td>51.61 (10.24)</td>
<td></td>
</tr>
<tr>
<td>Difference</td>
<td>2.21 (7.97)</td>
<td>-1.07 (8.45)</td>
<td></td>
</tr>
<tr>
<td><strong>Vigor and activity</strong></td>
<td></td>
<td></td>
<td>.67</td>
</tr>
<tr>
<td>Baseline</td>
<td>54.25 (7.30)</td>
<td>57.43 (6.05)</td>
<td></td>
</tr>
<tr>
<td>Postintervention</td>
<td>51.96 (7.55)</td>
<td>54.67 (6.77)</td>
<td></td>
</tr>
<tr>
<td>Difference</td>
<td>-2.29 (5.80)</td>
<td>-2.76 (4.82)</td>
<td></td>
</tr>
<tr>
<td><strong>Fatigue and inertia</strong></td>
<td></td>
<td></td>
<td>.63</td>
</tr>
<tr>
<td>Baseline</td>
<td>47.75 (7.02)</td>
<td>46.59 (6.79)</td>
<td></td>
</tr>
<tr>
<td>Postintervention</td>
<td>48.73 (9.49)</td>
<td>46.80 (7.45)</td>
<td></td>
</tr>
<tr>
<td>Difference</td>
<td>0.98 (9.24)</td>
<td>0.22 (5.51)</td>
<td></td>
</tr>
<tr>
<td><strong>Confusion and bewilderment</strong></td>
<td></td>
<td></td>
<td>.01</td>
</tr>
<tr>
<td>Baseline</td>
<td>38.54 (7.38)</td>
<td>39.65 (8.02)</td>
<td></td>
</tr>
<tr>
<td>Postintervention</td>
<td>42.21 (8.43)</td>
<td>39.15 (7.64)</td>
<td></td>
</tr>
<tr>
<td>Difference</td>
<td>3.67 (8.66)</td>
<td>-0.50 (6.62)</td>
<td></td>
</tr>
<tr>
<td><strong>Total score</strong></td>
<td></td>
<td></td>
<td>.09</td>
</tr>
<tr>
<td>Baseline</td>
<td>-17677.08 (2899.91)</td>
<td>-17565.22 (3453.13)</td>
<td></td>
</tr>
<tr>
<td>Postintervention</td>
<td>-18831.25 (4052.59)</td>
<td>-17582.61 (4088.16)</td>
<td></td>
</tr>
<tr>
<td>Difference</td>
<td>-1154.17 (3652.10)</td>
<td>-17.39 (2767.05)</td>
<td></td>
</tr>
</tbody>
</table>

<sup>a</sup>Repeated-measures analysis of covariance (ANCOVA) was used to examine the differences between groups. Significance was set at P<.05; a trend toward significance was defined as .05≤P<.10.

<sup>b</sup>Baseline refers to the beginning of the 2-week study period.
The intervention group subjects used the app an average of 3.85 (SD 1.51) days per week. The quiz option was the most popular, used by 83% (38/46) of the subjects, followed by word coupling (29/46, 63%) and alphabet soup (20/46, 43%). In further analysis, the median number of days spent using the app per week (median 4 days) was used to categorize students as infrequent (<4 days/week) and frequent users (≥4 days/week). Motivation among the frequent users was significantly higher than among the infrequent users (IMMS_attention: frequent, mean score 50.04 [SD 5.17] vs infrequent, mean score 44.40 [SD 8.29], t_{92}=-2.669, P=.01; IMMS_confidence: frequent, mean score 33.77 [SD 4.87] vs infrequent, mean score 29.30 [SD 4.38], t_{92}=-3.222, P<.01; IMMS_satisfaction: frequent, mean score 24.00 [SD 3.03] vs infrequent, mean score 20.40 [SD 4.78], t_{92}=-3.114, P<.01; and IMMS_total: frequent, mean score 142.85 [SD 15.52] vs infrequent, mean score 127.15 [SD 20.34], t_{92}=-2.971, P<.01). No significant difference was detected, however, between the users in the subgroups in terms of IMMS_relevance (frequent, mean score 35.04 [SD 4.24] vs infrequent, mean score 33.05 [SD 5.92], t_{92}=-1.328, P=.19). The frequent users also perceived their general linguistic competence in English to have significantly improved through the use of the app (P=.03), although this was not reflected when examining specific domains: written expression (P=.57), written comprehension (P=.18), and vocabulary (P=.11).

Discussion

Principal Findings

The blended learning method led to significant improvements in motivation, mood state, and satisfaction compared to traditional teaching. Moreover, frequent users of the app showed stronger motivation and perceived greater gains in their English-language competence than did infrequent users. However, the results suggest the intervention strategy provided no benefit in terms of knowledge absorbed. The latter finding is consistent with the results of two previous randomized controlled studies evaluating online learning methods [22,23].
In contrast, Chuang et al, whose work had a similar design to this investigation (ie, blended learning vs regular lecturing) and was of the same duration (ie, 2 weeks), reported significant differences in favor of blended learning [37]. It has been suggested that the use of audiovisual material, as employed in the latter study, might generate better learning outcomes [38].

Comparison With Prior Work
In this work, motivation was measured by the validated IMMS tool. Higher scores were recorded for all motivation dimensions in the intervention group. Keller defines motivation as an innate characteristic of students, but also indicates that it can be influenced by external factors such as the instructional method used [39]. The innovative design for reviewing classes described in this work may be responsible for the increased motivation among the intervention group subjects. The use of augmented reality among middle school students [26], and of 3D computer environments among undergraduate students [40], have returned similar improvements in motivation. A recent study [41] reports that a mobile augmented reality (mAR) app boosted motivation in 35 students at four vocational education and training institutes over a period of 20 days. Real-time feedback, the degree of success achieved (ie, ranking), time on task (ie, frequent vs infrequent users), and learning outcomes (ie, theoretical tests) were some of the main predictors of improved learning in this latter study. The greatest difference between the subjects in the groups of this study was seen with respect to IMMS_attention (ie, the interest and curiosity of students in the learning process), which was significantly greater among the intervention subjects. The app’s attractive interface, enjoyable quizzes, and user-friendliness may be partially responsible for this result.

The intervention group subjects appeared to be more involved in the learning process; they returned a significant change in two of the six mood state components assessed, which was reflected in the total score. Moreover, anger and hostility as well as confusion and bewilderment improved in the intervention group subjects, while these became worse (ie, increased scores) among those in the control group. The use of the app might thus have helped improve negative mood states. Pekrun et al [42] stated that academic achievement is a complex interaction between emotions, engagement, and performance, and this influences student self-appraisal. Flexible and creative learning strategies facilitate positive academic emotions, while more rigid strategies may spur negative emotions [42]. The “flow” concept proposes that an optimal educational experience may exist when students feel that a task is meaningful and, while perhaps challenging, that they are up to the challenge [43]. Other authors [17,44] who tested mAR interventions (ie, 30 minutes and 45 minutes in length), using a variation of the POMS questionnaire to measure change in mood state, only showed intrasubject changes.

Finally, satisfaction was greater among the intervention group subjects. It seems clear that the role of m-learning was perceived as an appropriate complement to traditional lecturing. With the development of advanced technologies, smartphones can be an effective learning tool for students. The possibility of reviewing classes whenever and wherever one likes, with tailored feedback (ie, scores for the games and quizzes), may have promoted the transfer of knowledge into their short-term and even long-term memories [45].

Limitations
This study suffers from the limitation that it lasted only 2 weeks. This short time frame was due to external factors such as a funder-imposed deadline. Further, the iPOT app was created for use as a post-teaching period review tool, not as a study tool in itself. No difference was detected between the amount of knowledge absorbed by the members of the two groups. However, if, as the results show, the use of the app motivates students, a significant difference in what is learned might be expected after a longer period of use. Further work should investigate this.

Conclusions
Students who received instruction via blended learning involving m-learning showed greater motivation, a better mood state, and greater satisfaction than those who received traditional lectures alone, although no difference was seen in terms of the amount of knowledge absorbed. Longer studies are needed to determine whether the improvements in these factors persist and whether they eventually translate into more knowledge being absorbed.
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Abstract

Background: Cybercivility, the practice of what to say and how to say it in online environments, encourages individuals to treat each other with respect. However, the anonymity of online communities may lead some individuals to behave in ways that violate social and cultural norms. These individuals treat others with a lack of regard and even bully others in faceless online confrontations. This practice of cyberincivility can be found across the internet, on commercial sites, and in schools offering online courses. Research on cybercivility and cyberincivility has increased in the United States, where instruments have been developed to measure the impact of cyberincivility in health profession education. However, there is no available instrument that measures nursing students’ online behaviors in South Korea.

Objective: The aim of this study was to develop and evaluate a Korean version of the Academic Cyberincivility Assessment Questionnaire developed in the United States.

Methods: Data were collected from 213 nursing students in three South Korean colleges. The Academic Cyberincivility Assessment Questionnaire developed by De Gagne and colleagues was adapted to measure students’ knowledge of cybercivility, and their experiences with and acceptability of cyberincivility. Content validity was tested using the content validity index (CVI). Criterion validity was tested using the digital citizenship scale. Reliability was evaluated using Cronbach alpha. The goodness-of-fit of construct validity was determined through exploratory and confirmatory factor analyses.

Results: The CVI was 0.8 or higher for all items. Kuder–Richardson Formula 20, measuring reliability of the knowledge scale, was 0.22 and Cronbach alpha, measuring reliability of the experience scale, was .96. The goodness-of-fit of the model was Chi square=5568.63 (P<.001), the comparative fit index (CFI) was 0.92, and the root mean square error of approximation (RMSEA) was 0.08, which satisfied the criteria. The reliability of the acceptability scale was .96, and the goodness-of-fit indices satisfied the criteria (minimum Chi square/df=2.34, Tucker-Lewis Index =0.92, incremental fit index=0.93, root mean square residual=0.05, CFI=0.93, and RMSEA=0.08).

Conclusions: This study extended and reevaluated the US version of cybercivility scales in a culturally distinct context. The three dimensions of cybercivility include knowledge, experience, and acceptability. Acceptability is well-validated as a dimension, whereas the knowledge dimension requires reexamination for application to Koreans. A revision of the instrument is needed that considers the cultural differences between South Korea and the United States. This paper calls for more attention to be paid to contextualized cybercivility scales among health professions in countries outside the United States.

https://www.jmir.org/2020/5/e15668
cybercivility; health professions education; nursing students; social media; web-based learning

Introduction

Background

Internet and mobile devices are essential to everyday life in the digital age. Most individuals use the internet and social media to keep in touch with friends and family, locate goods and services, and educate themselves on a variety of topics, including health [1]. In South Korea, more than 95% of the population uses smartphones, and the country’s use of the internet is among the highest in the world [2]. Moreover, South Korea has an advanced health information technology infrastructure [3]. The use of mobile devices as a means for health information dissemination is well documented [2] and makes South Korea a promising market for such interventions in nursing and nursing education.

The expansion of online networks in which information is exchanged through social networking services (SNSs) has increased opportunities for communication, education, and socialization, but has also led to inappropriate online environment activities [4]. Due to the relative anonymity of individuals meeting online, boundaries are skewed and it is difficult to avoid uncivil exchanges [5,6]. Behaviors that cause harm or unpleasantness in online environments are caused by a lack of awareness as to how opinions, memes, and videos might affect others [7]; a lack of civility in communicating and cooperating with others online; or a lack of literacy that causes well-intentioned posts to convey unintended meanings [8,9]. Cybercivility, defined as the practice of respect and responsibility in the online environment [10], makes it possible to exchange new ideas and make new connections, which is especially important in social networking sites and virtual learning environments.

Cybercivility is an issue that spans across age and professional groups [1,5]. Recently, research on the behavior of nurses and nursing students revealed a substantial lack of cybercivility, including offensive racial and ethnic remarks through a SNS, posting information without evidence as professional knowledge, using profanity, or violating the confidentiality of patients and coworkers [11,12]. Clinicians or practicum students may breach confidentiality due to lack of civility in online communities by posting patient information via SNSs, providing inaccurate medical information, or posting photos that violate professional ethics [13]. Thus, it is important to provide clear guidelines and education for health profession majors, including nursing students. De Gagne et al [14] developed instruments that measure the knowledge, direct/indirect experience, and perception of cybercivility of health profession students. The authors addressed the issue that future health care professionals experience cybercivility and perceive incivility as a growing problem. Thus, future health care providers need to be educated on ethical and professional standards, including those that apply in online environments. Although a digital citizenship instrument has been developed to measure incivility in South Korea, since this tool concerns political and global issues [15], it is insufficient to examine the cybercivility of nursing students. Therefore, the aim of the present study was to translate the cybercivility assessment questionnaire developed in the United States [14] from English into Korean and evaluate its psychometric properties.

Objectives

The aim of this study was to develop a Korean version of the Academic Cybercivility Assessment Questionnaire (ACAQ) [14] and evaluate its reliability and validity among nursing students in South Korea. These findings could be used as the basis of education about cybercivility for students in health profession education.

Methods

Study Design and Participants

We translated the English version of the ACAQ into Korean and tested the psychometrics of the measures with a survey of nursing students from December 2018 to February 2019. The study participants were students at universities in the Busan and Gyeongnam provinces of South Korea. Approximately 14% of Korean nursing departments are located in these two medium-sized cities in urban locations, which are similar with respect to socioeconomic status. Participants were eligible for inclusion in the study if they were: (1) nursing students and (2) aged 18 years and older. Paper questionnaires consisted of a total of 80 items that included 9 questions about demographics, 15 questions about knowledge, and 28 questions each related to experiences and acceptability of cybercivility. To perform a factor analysis on the data, the sample size needed to be about five times the number of items in the questionnaire [16]. The appropriate sample size needed for a confirmatory factor analysis (CFA) is at least 200 [17]. The sample size for this study was 213, which satisfied the sample size requirement.

Ethical Considerations

After obtaining approval from the Kosin University Institutional Review Board (KU IRB 2018-0095), we advertised the study on campus. The principal investigator and team members provided paper questionnaires to the researchers or research assistants who explained the research purpose and methods to participants in person. Participation was voluntary, and we explained to the participants that they could drop out at any time during the study. As compensation for their efforts, each participant was given a gift worth the equivalent of 3 USD. We collected 222 surveys, 213 of which were included in the final analysis after excluding 9 surveys due to incomplete information. Permission to use the ACAQ was granted from the original developer of the instrument designed for health profession students (ie, medicine, nursing, physician assistant, and physical therapy) in the United States [14]. Permission from
the authors was also obtained for use of the digital citizenship instrument [15] for assessment of criterion validity of the scale.

Measurements

Questionnaire Development

To assess health profession students’ knowledge of cybercivility, and their experience with and perceptions of behaviors related to cybercivility, De Gagne et al [14] developed the ACAQ. The aim of the present survey was also to determine cybercivility learning needs related to interprofessional education (IPE) core competencies in medical, nursing, physician assistant, and physical therapy programs [14]. The ACAQ consists of 75 items in the following 4 sections: (1) demographics, (2) knowledge about cybercivility, (3) experience and perceptions of cybercivility, and (4) perceived benefits of including cybercivility education as part of the IPE curriculum. Because the present study surveyed only nursing students and IPE pedagogy is not well-understood among Korean nursing students, we excluded section 4 (perceived benefits of including cybercivility in IPE and preferred formats) from our survey.

Demographics

Demographic questions were based on those in the original studies related to cybercivility [9,14]. The items included in the demographics were gender, year in school, clinical practice experience, SNS memberships (multiple responses), time spent on SNS per day, and number of text messages sent per day.

Knowledge of Cybercivility

The original ACAQ contains 15 items to test students’ knowledge of uncivil behaviors in online environments [14]. Response choices were “true,” “false,” and “I don’t know,” with a score of 1 and 0 assigned for correct and incorrect answers, respectively; a score of 0 was also assigned for a response of “I don’t know.” The range of calculated scores was 0–15; the higher the score, the higher the knowledge of cybercivility. The original scale of the reliability measured by Kuder-Richardson formula 20 (KR-20) was 0.58. The scores for KR-20 range from 0 to 1, with a score closer to 1 indicating greater reliability of the test. In general, a score above 0.5 is usually considered to be reasonable [18].

Experience With and Acceptability of Cybercivility

The original ACAQ includes 28 items in two areas (ie, experience and acceptability) that are responded on a 5-point Likert scale [14]. Respondents were asked to rate how often they had experienced or observed uncivil events described in the questionnaire (1=never, 2=rarely, 3=occasionally, 4=frequently, 5=very often) and how acceptable they perceived each behavior to be (1=not at all acceptable, 2=slightly acceptable, 3=moderately acceptable, 4=very acceptable, 5=extremely acceptable). Participants were also asked to report how frequently they experienced or observed their peers, instructors, and other individuals demonstrating certain behaviors. Acceptability was measured by asking the participants to rank the acceptability of the behavior based on its actual or potential consequence(s) related to the students’ professional or personal development. Cronbach alpha for the original scale on experience and acceptability with cybercivility was .95 and .94, respectively.

Digital Citizenship

The digital citizenship instrument developed by Choi and Park [15] to determine the concept of citizenship in the digital age was used as the criterion for evaluating the validity of experience and acceptability of the cybercivility instrument. This instrument is composed of 23 items in the following five areas evaluated on a 7-point Likert scale: (1) internet political participation, (2) technical ability to use the internet, (3) critical perspective, (4) online communication and collaboration, and (5) sensitivity to community and global issues. The digital citizenship scale has good reliability and construct validity that is supported by an expert panel review, exploratory factor analysis (EFA), and CFA [19]. The digital citizenship scale has been used in several previous studies [19,20]. To determine the reliability of a scale, testing/retesting is necessary, and it should be confirmed that the scales are similar after a retest by applying the same surveys to the same participants after a certain period [21]. However, retesting the same participants would have been difficult and there was the possibility of a decrease in the accuracy due to the prior measurement for this survey. Therefore, we did not use a test-retest method but rather evaluated the validity using the correlations with an existing digital citizenship scale. In a pilot study, there was no ceiling or floor effect observed [22]. After receiving permission from the author, we converted the digital citizenship scale to a 5-point scale to facilitate comparison with the survey of cybercivility. A higher score on this scale indicates a higher level of agreement about digital citizenship. The overall Cronbach alpha was .81 in the original study and was .89 in this study.

Procedure

Instrument Translation and Back Translation

Translation of the instrument was conducted based on World Health Organization guidelines [23] in the order of: (1) preliminary translation, (2) expert panel, (3) back translation, (4) preliminary survey, (5) determination of criterion-related validity, and (6) completion. A bilingual nursing professor working at a nursing college in the United States translated the original instrument into Korean. The translation was confirmed by an investigator who is fluent in both Korean and English. Each item on the scale was verified with the original author for accuracy. For example, item 8 in the knowledge of cybercivility section (“Americans encounter incivility almost equally offline and online”) was revised with consent of the original author because we assumed cultural differences between South Korea and the United States. Thus, the new statement, “People tend to be ruder online than they are in everyday life,” was added to maintain the same number of items in the knowledge section. Similarly, item 14 in the experience with and perceptions of cybercivility scale, “Using displays of attitude such as capitalizing or boldfacing words in an argument,” was also modified to “Using new words or abbreviations that seem to mock the other person in discussions in cyberspace” as the Korean language does not have capitalization or bold text. In the expert panel review, there was a comment on possible unfamiliarity of the terms and concepts of cybercivility or...
sociocultural differences. Therefore, we reflected on these comments as we translated the instrument. Phrases in the translated instrument were verified by a professor of the Korean language to ensure accuracy. The Korean translation of the experience and acceptability items of the ACAQ is presented in Multimedia Appendix 1.

Preliminary Survey
A preliminary survey was given to 24 nursing students from May 2 to 12, 2018 using the newly translated questionnaire. The purpose of the preliminary survey was to determine the clarity of the content, whether the terminology was easily understood, and if the 15 to 20 minutes allotted to complete the survey was reasonable. The students responded that the survey time was sufficient to answer all questions, and that the items were easy to understand.

Statistical Analysis
The data were analyzed using SPSS 20.0 (IBM Corp, Armonk, NY, USA) and AMOS 22 (IBM SPSS AMOS, Version 22.0, 2013, IBM Corp, Armonk, NY, USA) software. Descriptive statistics, including distribution, were calculated for the demographic variables and item scores. The content validity of the experience and acceptability scales was assessed using the content validity index for individual items (I-CVI) and for scales (S-CVI/Ave). To that end, a 5-member expert panel of four nursing professors and one professor of education scored each item on a 4-point scale (1=not relevant, 2=somewhat relevant, 3=quite relevant, 4=highly relevant).

The I-CVI for each item is computed as the number of experts giving a rating of 3 or 4 divided by the number of experts, and the S-CVI/Ave for the scale is calculated as the mean of the I-CVI values of all items on the scale [21]. The criterion validity of the knowledge section was tested by grouping participants according to whether or not they had taken online classes. To take online classes, students need basic knowledge about and the ability to use the internet [24]; therefore, we assumed that there might be a knowledge gap between those who had taken an online class and those who had not.

The internal consistency and reliability were evaluated using the Cronbach alpha reliability coefficient, which normally ranges between 0 and 1; Cronbach alpha of .8 is considered to be a reasonable goal [25]. The Kaiser-Meyer-Olkin (KMO) measure of sampling adequacy and the Bartlett test of sphericity were conducted to determine the appropriateness of the data for EFA. CFA was used to examine the factor structure. The construct validity was then assessed with EFA using maximum-likelihood estimation with oblique promax rotation. The coefficients for the frequency and acceptability of the cyberincivility items were computed along the eigenvalues of the factors. Each factor was interpreted through examination of the item content, patterns of factor structures, and factor pattern coefficients. Following the EFA, a series of maximum-likelihood estimations via CFA were conducted using AMOS 22.0. The fit of the model was verified by the minimum Chi square/degrees of freedom (CMIN/df) value, comparative fit index (CFI), Tucker-Lewis index (TLI), standardized root mean square residual (SRMR), and root mean square error of approximation (RMSEA). To verify the validity of the criteria, the correlation between experience/acceptability of cyberincivility and digital citizenship was analyzed using Pearson correlation coefficient (r), which ranges from –1 to 1; r of –1 indicates a perfect negative relationship, r of +1 indicates a perfect positive relationship, and r of 0 indicates no linear relationship between variables [25]. The strength of the correlation for the absolute value of r was interpreted as very weak for r=0.00-.019, weak for r=0.20-0.39, moderate for r=0.40-0.59, strong for r=0.60-0.79, and very strong for r=0.80-1.0 [26].

Results
Descriptive Statistics
The basic characteristic of the participants are summarized in Table 1. The majority of the participants were women in their 20s who were third-year nursing students with clinical practice experience. The most frequent number of SNS memberships was 1-5, and the most frequently accessed SNS was KakaoTalk, which is a free smartphone app for messaging that is used by most Korean smartphone owners, followed by Facebook, Instagram, Naver Band, KakaoStory, and Twitter. The majority of respondents had taken online classes. Most of the respondents (128/213, 88.3%) with online class experience indicated that the greatest advantage of asynchronistic online classes was the convenience of fitting classes into their personal and professional schedules, while the most common disadvantage reported (101/213, 68.7%) was limited interactions with their professors and peers.
Table 1. Descriptive statistics of survey respondents (N=213).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>22.58 (0.78)</td>
</tr>
<tr>
<td><strong>Gender, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>26 (12.2)</td>
</tr>
<tr>
<td>Female</td>
<td>187 (87.8)</td>
</tr>
<tr>
<td><strong>Year in school, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>2\textsuperscript{nd}</td>
<td>40 (18.8)</td>
</tr>
<tr>
<td>3\textsuperscript{rd}</td>
<td>114 (53.5)</td>
</tr>
<tr>
<td>4\textsuperscript{th}</td>
<td>59 (27.7)</td>
</tr>
<tr>
<td><strong>Clinical practice experience, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>173 (81.2)</td>
</tr>
<tr>
<td>No</td>
<td>40 (18.8)</td>
</tr>
<tr>
<td><strong>Social networking site memberships, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>1-5</td>
<td>161 (75.6)</td>
</tr>
<tr>
<td>6-10</td>
<td>46 (21.6)</td>
</tr>
<tr>
<td>11-20</td>
<td>4 (1.9)</td>
</tr>
<tr>
<td>≥21</td>
<td>2 (0.9)</td>
</tr>
<tr>
<td><strong>Social network sites (repeated response), n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>KakaoTalk</td>
<td>210 (98.6)</td>
</tr>
<tr>
<td>Facebook</td>
<td>187 (87.8)</td>
</tr>
<tr>
<td>Instagram</td>
<td>170 (79.8)</td>
</tr>
<tr>
<td>Naver Band</td>
<td>117 (54.9)</td>
</tr>
<tr>
<td>KakaoStory</td>
<td>109 (51.2)</td>
</tr>
<tr>
<td>Twitter</td>
<td>67 (31.5)</td>
</tr>
<tr>
<td>Tumblr, Snapchat, WeChat, Flicker, Pinterest, WhatsApp, LinkedIn, and Others</td>
<td>68 (31.8)</td>
</tr>
<tr>
<td><strong>Time spent on social network sites daily, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Less than 1 hour</td>
<td>20 (9.4)</td>
</tr>
<tr>
<td>1-3 hours</td>
<td>122 (57.3)</td>
</tr>
<tr>
<td>4-6 hours</td>
<td>61 (28.6)</td>
</tr>
<tr>
<td>7-9 hours</td>
<td>9 (4.2)</td>
</tr>
<tr>
<td>≥10 hours</td>
<td>1 (0.5)</td>
</tr>
<tr>
<td><strong>Experience of online course, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>147 (69.0)</td>
</tr>
<tr>
<td>No</td>
<td>66 (31.0)</td>
</tr>
</tbody>
</table>

**Knowledge of Cybercivility**

The average score for cybercivility knowledge was 11.30 (SD 1.86) out of a total of 15 points. The minimum and maximum scores were 5 and 15 points, respectively. Six out of the 15 items were answered correctly by 90% or more of respondents. Three items (items 1, 13, and 14) were correctly answered by 50% or less of the respondents (Table 2). Among them, item 1 received the lowest number of correct answers. Two of these items (items 1 and 14) are related to online privacy protection. The scale used to measure knowledge of cybercivility was a binary scale that assumed possible values of 0 or 1, making it inappropriate for factor analysis. The mean experience measured by frequency was 1.96 (SD 0.78) and the mean perception measured by acceptability was 1.84 (SD 0.72).
Table 2. Participants’ knowledge of cybercivility, experience with cyberincivility, and acceptability of cyberincivility (N=213).

<table>
<thead>
<tr>
<th>Content</th>
<th>Correctly answered, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>An organization ensures that all information it collects about users will be kept confidential.</td>
<td>54 (25.4)</td>
</tr>
<tr>
<td>Cyberbullying is a form of incivility that occurs in cyberspace where online communication happens.</td>
<td>203 (95.3)</td>
</tr>
<tr>
<td>Cyberincivility is a concern among general college populations, but it has nothing to do with students’ learning outcomes.</td>
<td>153 (71.8)</td>
</tr>
<tr>
<td>Cyberincivility occurs in social media channels, online learning environments, and email.</td>
<td>195 (91.5)</td>
</tr>
<tr>
<td>Ethical standards guiding appropriate use of social media and online networking forums in education are already well-established.</td>
<td>134 (62.9)</td>
</tr>
<tr>
<td>People say and do things online that they would not say or do in person.</td>
<td>202 (94.8)</td>
</tr>
<tr>
<td>Posting unprofessional content online can reflect unfavorably on health profession students, faculty, and institutions.</td>
<td>192 (90.1)</td>
</tr>
<tr>
<td>People tend to be ruder online than they are in everyday life. (Original: Americans encounter incivility almost equally offline and online)</td>
<td>206 (96.7)</td>
</tr>
<tr>
<td>Unlike traditional bullying, cyberbullying does not require repeated behavior.</td>
<td>184 (86.4)</td>
</tr>
<tr>
<td>Cyberincivility is linked to higher stress levels, lower morale, and incidences of physical harm.</td>
<td>199 (93.4)</td>
</tr>
<tr>
<td>Using social media inappropriately cannot lead to civil or criminal penalties.</td>
<td>160 (75.1)</td>
</tr>
<tr>
<td>Cyberincivility does not occur in the workplace.</td>
<td>184 (86.4)</td>
</tr>
<tr>
<td>Humor, anger, and other emotional components of online messages are the same as face-to-face messages.</td>
<td>98 (46.0)</td>
</tr>
<tr>
<td>Breaches of confidentiality on social media may lead to mandatory reporting to licensing and credentialing bodies.</td>
<td>113 (53.1)</td>
</tr>
<tr>
<td>Despite privacy settings on social media, nothing is private after it is posted on the internet.</td>
<td>129 (60.6)</td>
</tr>
</tbody>
</table>

The I-CVI of cybercivility knowledge was more than 0.80 and the S-CVI/Ave was 0.92. The criterion validity of the knowledge scale was tested using the known-groups technique. The knowledge of cybercivility among those who took at least one online class was 11.38 (SD 1.85) and was 11.26 (SD 1.87) for those who did not take online classes, which did not differ significantly ($t_{125}=0.437, P=.96$). The reliability of the knowledge scale assessed by KR-20 was 0.22.

Experience With Cyberincivility

Content Validity

The average score for experience with cyberincivility was 1.96 (SD 0.78) out of 5 points. The I-CVI of cybercivility experience was more than 0.80 and S-CVI/Ave was 0.98.

Exploratory Factor Analysis

The KMO measure of sampling adequacy for experience with cyberincivility yielded an index of 0.94. Bartlett test of sphericity was significant (Chi square=5568.63, P<.001), indicating that the data were appropriate for EFA. When the EFA was run using maximum-likelihood estimation with oblique promax rotation, 4 factors with eigenvalues≥1.0 were extracted and accounted for 72.22% of the overall variance. The factor analysis showed that the commonalities of all items were 0.40 or higher and the eigenvalues were 1 or greater, resulting in 4 factors being extracted. The first item was “Blaming technology for failure of communication, assignment completion, or submissions.” This was excluded from the EFA because it was not included in any factor. CFA was then performed using the 4 factors extracted in the EFA. We named these four factors F1 (individual behaviors in online environments), F2 (online class attendance attitude), F3 (email manner in online environments), and F4 (online assignment ethics).

Confirmatory Factor Analysis

A CFA was performed on the 4 subfactor models extracted via the EFA. The path models are shown in Figure 1. The goodness-of-fit indices of the 4-factor structural model were as follows: CMIN/DF=2.724, TLI=0.90, incremental fit index (IFI)=0.92, SRMR=0.06, CFI=0.92, and RMSEA=0.08. The best-fit model criteria were CMIN/df≤3, TLI≥0.90, IFI≥0.90, SRMR≤0.08, CFI≥0.90, and RMSEA≤0.08, which suggests that all of the goodness-of-fit indices of the model satisfied the criteria.

Reliability

Cronbach alpha coefficient of experience with cyberincivility was .96, and the Cronbach alpha coefficients of the 4 subareas were .96 for F1 (individual behaviors in online environments), .90 for F2 (online class attendance attitude), .88 for F3 (email manner in online environments), and .88 for F4 (online assignment ethics).
Figure 1. Confirmatory factor analysis of experience of cyberincivility.

**Criterion Validity**
The content validity of experience was good, but the criterion validity was low. The experience of cyberincivility [14] was calculated using Pearson correlation coefficient, which was not significant ($r=0.085, P=.22$).

**Acceptability of Cyberincivility**

**Content Validity**
The average score for acceptability of cyberincivility was 1.84 (SD 0.72) out of 5 points. Criterion validity was tested by comparing the means of correlations of the digital citizenship instrument [15].

**Exploratory Factor Analysis**
The KMO measure of sampling adequacy for acceptability of the cyberincivility items yielded an index of 0.94. Bartlett test of sphericity was significant (Chi square=5635.51, $P<.001$), indicating that the data were appropriate for EFA. When the EFA was run using maximum-likelihood estimation with oblique promax rotation, the commonalities of all items were 0.40 or higher, and the eigenvalues were 1 or greater, resulting in 4 factors being extracted. The overall explanatory power of the analysis was 70.53%, and all values conformed to the goodness-of-fit criteria.

**Confirmatory Factor Analysis**
A CFA was performed on the 4-factor model based on the 4 subfactors extracted in the EFA; the path model is presented in Figure 2. The goodness-of-fit indices of the 4-factor structural model were as follows: CMIN/df=2.343, TLI=0.92, IFI=0.93, SRMR=0.05, CFI=0.93, and RMSEA=0.08. All of the goodness-of-fit indices of the model satisfied the criteria.
Reliability
Cronbach alpha coefficient of the acceptability of cybercivility was .96. Cronbach alpha coefficients of the subcategories were .97 for F1 (individual behaviors in online environments), .89 for F2 (online class attendance attitude), .90 for F3 (email manner in online environments), and .81 for F4 (online assignment ethics).

Criterion Validity
Criterion validity was tested by means of correlations with the digital citizenship instrument [15]. The acceptability of cybercivility was tested using Pearson correlation coefficient, which was statistically significant ($r=0.16$, $P<.001$).

Discussion
Principal Findings
A Korean version of the cybercivility assessment questionnaire was developed to test knowledge of cybercivility and to explore the experiences and acceptability of uncivil behavior in various cyber domains. The translated questionnaire was then used to measure the knowledge, experiences, and acceptability of nursing students.

Most of the participants of this study were female students who had completed 2 years toward their degrees, a nursing practicum, and at least one online lecture. Since female students make up the majority of nursing students, 80% of the participants were female. In the original study in the United States in which 205 students participated, most of them were also female at 83.4% [14]. Comparing the two studies, 75% of the participants in the current study and 82% of the US participants [14] reported that they were members of 1-5 SNSs.

The content of the Korean scale was deemed to be appropriate to measure the knowledge of cybercivility, experience, and acceptability of cybercivility as shown in the CVI. Polit et al [21] recommended that for a scale to be judged as having excellent content validity, it should comprise items with I-CVIs of 0.78 or higher for three or more experts and an S-CVI/Ave
of 0.90 or higher. The content validity using I-CVI and S-CVI/Ave of the knowledge, experiences, and acceptability scales satisfied these standards. This might reflect sufficient reviews during the translation by scholars and professors of a Korean expert in second languages.

The average score for cybercivility knowledge was similar to the result of the original study (11.30, SD 1.86 vs 11.53, SD 1.99, respectively) [14]. However, the current study’s reliability of cybercivility knowledge was lower than that observed in the original study. The low rate of correct answers may have been due to participants’ lack of knowledge or exposure to certain types of cyberactivity. The fact that traditional lectures are more common in South Korea might have been a factor contributing to this difference. In addition, faculty tend to use one-way communication in asynchronistic online classes, such as uploading lectures with voice recordings instead of holding discussions on online portals or conducting virtual online meetings with students in South Korea. Indeed, in a study that examined 2600 courses at one university in South Korea, only 3% of online courses used internet-based discussions and only 8% used online meeting programs to facilitate group work [27].

In addition, the participants of this study were undergraduate students with a mean age of 22.58 (SD 0.78) years, whereas the subjects of the original study were graduate students with a mean age of 29.70 (SD 7.0) years [14]. This age difference might have led to a difference in their experience and knowledge and caused the variation in their responses. It is recommended that future studies consider these results and reconfirm KR-20 with a greater variety of subjects.

The digital citizenship instrument [15] was used to test the criterion-related validity with the translated cybercivility assessment instrument. The differences between the tests were likely related to their different contexts and populations. That is, the digital citizenship instrument was composed of items designed to address general social relationships on internet use or internet political participation, whereas the cybercivility assessment questionnaire was developed to address the academic environment from the perspective of students in health-related majors [14]. However, due to differences in communication methods or meanings in different sociocultural environments [28], the definition of cybercivility can vary among individuals and countries. In the case of the United States, it is common to use email for personal and business exchanges and to share opinions in learning management systems during online classes or traditional classes with this online component [29], so that students in a US academic setting are more accustomed to these methods of communication. However, in South Korea, text messaging services using mobile phones are the most frequently used channel of communication among students and faculty [30]. Hence, it is not surprising that differences were found in what constitutes civil or uncivil behavior between these two populations. Furthermore, communication methods and manners in text messaging services are more of a concern than emails or online college communication tools [27].

The significance of the present study lies in the validity of an instrument that can measure the cybercivility knowledge and practices of South Korean nursing students whose professionalism and attitudes are important to their careers and patient care. For future study, to better understand an individual’s experience of cyberincivility, there is a need for measuring an individual’s direct experiences in addition to observations of others’ behaviors in online environments. It is also necessary to modify the knowledge cybercivility assessment questionnaire by considering cultural aspects to obtain a good reliability coefficient. The ways in which individuals communicate and their manners in cyberspace differ between South Korea and the United States, necessitating a revision of the instrument to take into account cultural differences and to provide greater validity for future studies.

Limitations

The experience scale is limited because findings are based on self-reports of students’ personal experiences and their observations of others. Although the correlation between experience/acceptability of cyberincivility and the digital citizenship score was significant, care should be exercised in interpreting the results because the instrument might not measure exactly what it was intended to measure due to the low correlation. In addition, owing to cultural differences related to cybercivility, an English instrument rewritten in Korean might have resulted in some words getting lost in translation. The same difficulty would be true for translations into any other languages. Finally, when participants respond to a survey, they tend to give socially favorable responses, which is even more evident for Koreans than Westerners [31].

Conclusions

This study extended and reevaluated the US version of cybercivility scales in a culturally distinct context. The results show that among the three dimensions of cybercivility (knowledge, experience, and acceptability), acceptability is well-validated while the knowledge dimension requires reexamination in the South Korean context. The content validity of experience was good, but the criterion validity was low. This study calls for more attention to contextualized cybercivility scales among health professions in countries outside the United States.
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Abstract

Background: Mental illness affects a significant portion of the worldwide population. Online mental health forums can provide a supportive environment for those afflicted and also generate a large amount of data that can be mined to predict mental health states using machine learning methods.

Objective: This study aimed to benchmark multiple methods of text feature representation for social media posts and compare their downstream use with automated machine learning (AutoML) tools. We tested on datasets that contain posts labeled for perceived suicide risk or moderator attention in the context of self-harm. Specifically, we assessed the ability of the methods to prioritize posts that a moderator would identify for immediate response.

Methods: We used 1588 labeled posts from the Computational Linguistics and Clinical Psychology (CLPsych) 2017 shared task collected from the Reachout.com forum. Posts were represented using lexicon-based tools, including Valence Aware Dictionary and sEntiment Reasoner, Empath, and Linguistic Inquiry and Word Count, and also using pretrained artificial neural network models, including DeepMoji, Universal Sentence Encoder, and Generative Pretrained Transformer-1 (GPT-1). We used Tree-based Optimization Tool and Auto-Sklearn as AutoML tools to generate classifiers to triage the posts.

Results: The top-performing system used features derived from the GPT-1 model, which was fine-tuned on over 150,000 unlabeled posts from Reachout.com. Our top system had a macroaveraged F1 score of 0.572, providing a new state-of-the-art result on the CLPsych 2017 task. This was achieved without additional information from metadata or preceding posts. Error analyses revealed that this top system often misses expressions of hopelessness. In addition, we have presented visualizations that aid in the understanding of the learned classifiers.

Conclusions: In this study, we found that transfer learning is an effective strategy for predicting risk with relatively little labeled data and noted that fine-tuning of pretrained language models provides further gains when large amounts of unlabeled text are available.

(J Med Internet Res 2020;22(5):e15371) doi:10.2196/15371

https://www.jmir.org/2020/5/e15371
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Introduction

Mental health disorders are highly prevalent, with epidemiological studies reporting roughly half the population in the United States meeting the criteria for one or more mental disorders in their lifetime and roughly a quarter meeting the criteria in a given year [1]. Available survey evidence suggests that the first onset of mental health disorders is typically in childhood or adolescence and that later-onset disorders are mostly secondary conditions. The severity of mental disorders is highly related to their comorbidity, with complex interactions among disorders [2]. Moreover, severe disorders tend to be preceded by less severe disorders that are often not brought to clinical attention, indicating a need for early detection and intervention strategies [3,4].

Mental disorders are among the strongest predictors for nonsuicidal self-injury and suicidal behaviors; however, little is known about how people transition from suicidal thoughts to attempts [5]. Given the high incidence of mental health disorders and the relatively low incidence of suicide attempts, predicting the risk for suicidal behavior is difficult. In particular, Franklin et al [6] report a lack of progress over the last 50 years on the identification of risk factors that can aid in the prediction of suicidal thoughts and behaviors. However, they also proposed that new methods with a focus on risk algorithms using machine learning present an ideal path forward. These approaches can be integrated into peer support forums to develop repeated and continuous measurements of a user’s well-being to inform early interventions.

Peer support forums can be a useful and scalable approach to social therapy for mental health issues [7]. Many individuals are already seeking health information online, and this manner of information access can help those who are reluctant to seek professional help, are concerned about stigma or confidentiality, or face barriers to access [8]. There is limited evidence showing that online peer support without professional moderation is an effective strategy for enhancing users’ well-being [7,9]. However, in a systematic review of social networking sites for mental health interventions, Ridout and Campbell [10] identified the use of moderators as a key component of successful interventions on these Web-based platforms. The development of automated triage systems in these contexts can facilitate professional intervention by prioritizing users for specialized care [11,12] or decreasing response time when a risk for self-harm is identified [13]. Although the computational infrastructure of peer support forums is scalable, the effectiveness of human moderation is challenging to grow with community size. If they are accurate, automated systems can address these needs through computational approaches that are fast and scalable.

Previous research suggests that the language of individuals with mental health conditions is characterized by distinct features [14-17], eg, frequent use of first-person singular pronouns has been associated with depression [18]. This has sparked efforts to develop automated systems that, when given social media data, can predict the same level of suicide or self-harm risk that a trained expert would predict.

Such automated systems typically start with a feature extraction step that converts the variable length input text into fixed-length numeric vectors (features). This step is required to apply machine learning classifiers that operate on such vectors. An example is the bag-of-words representation, where each numeric feature represents the count of a specific word that is selected based on frequency or from a lexicon. With such a representation, a classifier may learn that mentions of hopeless are more common in text written by depressed individuals. This step of extracting features that best represent the text is a key part of such systems because a significant amount of information loss can occur. For example, in the bag-of-words representation, the order of the words is discarded. In contrast, differences in performance across machine learning classifiers are lower when representations are held constant. For example, good classifiers will have a similar performance on the same representations. Lexicon-based tools are highly dependent on their dictionaries, which require manual curation and validation. However, lexicon- and rule-based approaches are typically more interpretable than more complex neural network–based representations.

Recently, word embeddings have been shown to provide rich representations where words from the same context of a corpus tend to occupy a similar feature space [19]. The use of these embeddings has significantly boosted performance in several natural language processing tasks in recent years [20]. Generating such word embeddings can be done by building a neural network model that predicts a word given its neighboring words or vice versa. These word representations are learned from large corpora. These representations can be reused for other tasks. For example, a pretrained representation of hopeless would be similar to despair, allowing a classifier to group text that shares these words. This reuse is a type of transfer learning, which allows for the knowledge learned from one domain to be transferred to a task in an adjacent domain [21]. More recently, pretrained word representations have been shown to capture complex contextual word characteristics better than the preceding shallow models [22]. The fine-tuning of large pretrained language models in an unsupervised fashion has pushed forward the applicability of these approaches in cases with small amounts of labeled data [20,23]. Such fine-tuning could alter the learned context of worries to account for its placement in the common Australian expression of no worries when being transferred from an American to Australian corpus. Given these recent advances in natural language processing, we tested the performance of transfer learning with pretrained language models on risk classification of social media posts. Reachout.com is an Australian youth-based mental health peer support forum. It is targeted for those aged 14 to 25 years, and the community is maintained by staff and trained volunteer
moderators. Staff and moderators monitor the forums, and they respond, as required, with empathy, support, and referrals to relevant information and available services. The 2017 Computational Linguistics and Clinical Psychology (CLPsych)–shared task organizers provided a corpus of posts from Reachout.com to assess the ability of automated methods to triage forum posts based on the urgency of moderator response [24]. For example, posts that suggest the author might hurt themselves or others are labeled as being high in priority for moderator response (crisis). We noted that these labels do not distinguish if the author is contemplating self-harm, non-suicidal self-injury, or suicide. These constructs have different prevalence and incidence rates [25]. This dataset is small and imbalanced as the majority of posts are labeled as not requiring a moderator response. For example, only 5.2% (82/1588) of the posts are labeled as crisis. Given the higher importance of posts requiring moderator response, the organizers of the CLPsych-shared task chose the macroaveraged F1 metric to weight performance equally across the labels that mark the urgency of moderator response. This metric weights each of those labels for both precision and recall equally. As a result, misclassification of a crisis post will be costlier because crisis posts occur less frequently. Several advanced methods have been applied to this dataset [24,26], but a systematic evaluation of feature extraction methods has not been performed.

In this paper, we benchmarked multiple feature extraction methods on forum posts from Reachout.com by evaluating their ability to predict the urgency of moderator response. Furthermore, we explored the interpretability through emoji representations and by visualizing word importance in text that mimics themes from suicide notes. We have shown that modern transfer learning approaches that take advantage of large corpora of unlabeled text, in combination with automated machine learning (AutoML) tools, improve performance.

**Methods**

**Data**

**Reachout.com**

Our primary data source was made available for the 2017 CLPsych-shared task and was collected from the Australian mental health peer support forum, Reachout.com [13,24]. The entire dataset consisted of 157,963 posts written between July 2012 and March 2017. Of those, 1188 were labeled and used for training the classification system, and 400 labeled posts were held out for the final evaluation of the systems. Posts were labeled green (58.6%, 931/1588), amber (25.6%, 390/1588), red (11.7%, 185/1588), or crisis (5.2%, 82/1588) based on the level of urgency with which moderators should respond. The postannotation task began with the 3 judges (organizers of the shared task) discussing and coming to a shared agreement on the labels for roughly 200 posts, guided by informal annotation and triage criteria provided by Reachout. The annotators ultimately formalized their process in a flowchart to standardize the labeling process and included fine-grained or granular annotations for each of the posts (Summary table of fine-grained labels in Multimedia Appendix 1). They then annotated the remaining posts independently, and the interannotator agreement was measured over these posts (excluding 22 posts labeled ambiguous by at least one judge). The 3 judges achieved a Fleiss kappa of 0.706 and a pairwise Cohen kappa score ranging from 0.674 to 0.761, which is interpreted as substantial agreement by Viera and Garrett [27]. The above mentioned steps, evaluations, and development of this dataset were previously undertaken by Milne et al [13,24].

**University of Maryland Reddit Suicidality Dataset**

To test the generalizability of the system developed on the Reachout.com data, we used a subset of the data made available from the University of Maryland (UMD) Reddit Suicidality Dataset [28,29]. The collection of this dataset followed an approach where the initial signal for a positive status of suicidality was a user having posted in the subreddit, /r/SuicideWatch, between 2006 and 2015. Annotations were then applied at the user level based on their history of posts. We used the subset that was curated by expert annotators to assess suicide risk. These volunteer experts include a suicide prevention coordinator for the Veteran’s Administration; a cochair of the National Suicide Prevention Lifelines Standards, Training, and Practices Subcommittee; a doctoral student with expert training in suicide assessment and treatment whose research is focused on suicidality among minority youths; and a clinician in the Department of Emergency Psychiatry at Boston Children’s Hospital. Two sets of annotator instructions (short and long) were used, following an adapted categorization of suicide risk developed by Corbitt-Hall et al [30]: (a) no risk (or None): I don’t see evidence that this person is at risk for suicide, (b) low risk: There may be some factors here that could suggest risk, but I don’t really think this person is at much of a risk for suicide, (c) moderate risk: I see indications that there could be a genuine risk of this person making a suicide attempt, and (d) severe risk: I believe this person is at high risk of attempting suicide in the near future. These categories correspond roughly to the green, amber, red, and crisis categories defined in the Reachout.com data. The longer set of annotation instructions also identified 4 families of risk factors (ie, thoughts, feelings, logistics, and context). A pairwise Krippendorff alpha was used to assess interannotator agreement, with an average alpha of .812 satisfying the recommendation of a reliability cutoff of alpha >.800 [31]. Consensus labels were determined using a model for inferring true labels from multiple noisy annotations [32,33]. The abovementioned steps and development of this dataset were undertaken by Shing and et al [29].

Of the subset with labels by expert annotators, we then selected only data from users who had posted once in /r/SuicideWatch to minimize ambiguity in understanding which of their posts was the cause of the associated label. Predictions were made only on posts from /r/SuicideWatch. In total, there were 179 user posts across the categories (a: 32; b: 36; c: 85, and d: 26). The Centre for Addiction and Mental Health Research Ethics Board approved the use of this dataset for this study.

To better gauge our performance on the UMD Reddit Suicidality Dataset posts, we calculated an empirical distribution of random shuffles of the true labels. To test the generalizability of the system developed on the Reachout.com data, we used a subset of the data made available from the University of Maryland (UMD) Reddit Suicidality Dataset [28,29]. The collection of this dataset followed an approach where the initial signal for a positive status of suicidality was a user having posted in the subreddit, /r/SuicideWatch, between 2006 and 2015. Annotations were then applied at the user level based on their history of posts. We used the subset that was curated by expert annotators to assess suicide risk. These volunteer experts include a suicide prevention coordinator for the Veteran’s Administration; a cochair of the National Suicide Prevention Lifelines Standards, Training, and Practices Subcommittee; a doctoral student with expert training in suicide assessment and treatment whose research is focused on suicidality among minority youths; and a clinician in the Department of Emergency Psychiatry at Boston Children’s Hospital. Two sets of annotator instructions (short and long) were used, following an adapted categorization of suicide risk developed by Corbitt-Hall et al [30]: (a) no risk (or None): I don’t see evidence that this person is at risk for suicide, (b) low risk: There may be some factors here that could suggest risk, but I don’t really think this person is at much of a risk for suicide, (c) moderate risk: I see indications that there could be a genuine risk of this person making a suicide attempt, and (d) severe risk: I believe this person is at high risk of attempting suicide in the near future. These categories correspond roughly to the green, amber, red, and crisis categories defined in the Reachout.com data. The longer set of annotation instructions also identified 4 families of risk factors (ie, thoughts, feelings, logistics, and context). A pairwise Krippendorff alpha was used to assess interannotator agreement, with an average alpha of .812 satisfying the recommendation of a reliability cutoff of alpha >.800 [31]. Consensus labels were determined using a model for inferring true labels from multiple noisy annotations [32,33]. The abovementioned steps and development of this dataset were undertaken by Shing and et al [29].

Of the subset with labels by expert annotators, we then selected only data from users who had posted once in /r/SuicideWatch to minimize ambiguity in understanding which of their posts was the cause of the associated label. Predictions were made only on posts from /r/SuicideWatch. In total, there were 179 user posts across the categories (a: 32; b: 36; c: 85, and d: 26). The Centre for Addiction and Mental Health Research Ethics Board approved the use of this dataset for this study.

To better gauge our performance on the UMD Reddit Suicidality Dataset posts, we calculated an empirical distribution of random shuffles of the true labels. This baseline distribution quantifies the performance of random shuffles of the true labels (including the class a or no risk labels). As expected, across
10,000 of these randomizations, the mean macro-F1 was 0.25. We set a threshold of 0.336, which is 62 of 10,000 random runs to mark Reddit validation performance as better than chance (1/20 x 1/8 x 10000), corresponding to \( P < .05 \) and a Bonferroni correction for 8 tests (number of feature sets tested).

### Composite Quotes

We used 10 composite quotes to share example predictions of our system on text that could be predictive/indicative of self-harming and/or suicidality. These composite quotes were created by Furqan et al [34] and were derived from qualitative research that synthesized primary themes noted in a selection of suicide notes that made explicit mentions of mental illness or mental health care. To assess the role of individual words (or tokens) in the classification of the quote, we iteratively perturbed each token and replaced it with an unknown token outside of the model’s vocabulary and reran the prediction.

### Data Preprocessing and Feature Extraction

Features were extracted from only the text body of the posts. For all posts, any quotes from previous posts or links to images were removed.

We extracted features using lexicon-based tools such as Valence Aware Dictionary and Sentiment Reasoner (VADER; 4 features) [35], Linguistic Inquiry and Word Count (LIWC; 70 features) [36], and Empath (195 features) [37], which have proven to be useful for characterizing social media text and extracting psychologically relevant signals. Features were also extracted from 3 pretrained artificial neural network models: DeepMoji [38] was used to extract sentiment- and emotion-related features (e.g., the use of emoticons in social media text), the Universal Sentence Encoder version 2 (using a deep averaging network encoder) (Google) [39] obtained from Tensorflow Hub that was specifically designed to facilitate transfer learning, and the Generative Pretrained Transformer (GPT) network version 1 (OpenAI) [20]. For DeepMoji, we extracted features that represent the 64 predicted emojis and the neural activations from the preceding attention layer in the network (2304 features, referred to as DeepMoji). We used the Indico Data Solutions implementation to extract features from the default pretrained GPT-1 network and also after fine-tuning on the unlabeled corpus of posts from Reachout.com [40]. All language model fine-tuning was done with 3 epochs over the unlabeled posts, as suggested by the GPT-1 authors.

With Empath and LIWC, sentence splitting was not performed. With the remaining feature encoding (VADER, DeepMoji, Universal Sentence Encoder, and both GPT models) methods, we first preprocessed the text body of each post into sentences using the sentence boundary detection from spaCy version 2.1. Sentence feature vectors were aggregated to the post level by taking their mean, maximum, and minimum for each extracted feature.

### Model Optimization and Selection

To train classifiers on the various feature sets, we used 2 AutoML methods that are built upon scikit-learn [41] to optimize and select optimal models. We selected these tools over others because they are open source. Other AutoML tools may have advantages such as ease of use or better performance for different dataset sizes and dimensionality [42]. In both cases, the AutoML methods were customized to maximize the Macro-F1 score (without the green-labeled posts). Each model was evaluated with 10-fold stratified cross-validation with five repeats inside of the training set. We trained the classifiers to predict the granular/fine-grained labels while evaluating the final output with the same macro-F1 score of the amber, red, and crisis categories.

We used the Tree-based Optimization Tool (TPOT) [43], which builds and selects machine learning pipelines using genetic programming. TPOT is built to generate pipelines that maximize classification accuracy while penalizing complex pipelines. Similarly, we used Auto-Sklearn to train and build classifiers using Bayesian optimization meta-learning and ensemble construction [44]. Given the high proportion of no risk labels in the datasets tested, we note that Auto-Sklearn contains a Rebalancer class for handling imbalanced class distributions. We primarily used default TPOT/Auto-Sklearn parameters with a population size of 200, a maximum evaluation time for a single pipeline of 5 min and total time as a stopping parameter, typically set to 2 days.

### Mantel Tests

To compute the matrix of pairwise Euclidean distances between posts for each set of features, we used SciPy’s distance matrix function [45]. This test allows quantification of the distances between posts across the various feature spaces. This is done in an unsupervised manner across the training and test posts. We used scikit-bio’s mantel function with 999 permutations to perform the Mantel test on these distance matrices.

### Emoji Visualization

To better understand the distribution of the 64 emoji features represented across the labeled posts, we aggregated the mean of an emoji feature across sentences in a post. Each of these aggregate features was then normalized to be between 0 and 1 to better compare features against each other. To obtain a measure of feature importance, we permutated each feature column and assessed the decrease in classification performance on the macro-F1 metric while using the best-performing pipeline derived from TPOT. For each emoji feature, we performed this procedure 10,000 times. Images of the emojis were obtained from EmojiOne (currently JoyPixels Inc) and converted to grayscale.

### Availability

The CLPsych 2017 and UMD Reddit Suicidality datasets are available upon request from the original sources [28,29]. The code and instructions to fine-tune, train, and test a GPT-1 model on the CLPsych 2017 dataset is available online [46].

### Results

#### Classification

To benchmark the performance of various text derived features for the automated classification of online forum posts, we ran both TPOT and Auto-Sklearn on the features generated from the post bodies. In Table 1, we report the average observed score
across the training folds, the final score on the held-out Reachout.com test set, and the external validation performance on Reddit data of the classifier trained only on Reachout.com data. In Figure 1, we present confusion matrices from 2 separate models trained with Auto-Sklearn to better demonstrate the predictions made across the imbalanced classes. Panel A shows the predictions of the VADER features, which resulted in a macro-F1 of 0.263. Panel B shows the predictions of the top-performing system with fine-tuned GPT features (a macro-F1 of 0.572).

Table 1. Benchmarking by features, automated machine learning methods, and datasets with the macro-F1 metric.

<table>
<thead>
<tr>
<th>Feature set</th>
<th>Feature count</th>
<th>Tree-based Optimization Tool</th>
<th>Auto-Sklearn</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Train 10-fold, 5 times</td>
<td>Test</td>
</tr>
<tr>
<td>Empath (post)</td>
<td>195</td>
<td>0.280</td>
<td>0.253</td>
</tr>
<tr>
<td>Linguistic Inquiry and Word Count</td>
<td>70</td>
<td>0.434</td>
<td>0.354</td>
</tr>
<tr>
<td>Valence Aware Dictionary and sEntiment Reasoner (sentence)</td>
<td>12</td>
<td>0.363</td>
<td>0.263</td>
</tr>
<tr>
<td>Emojis 64</td>
<td>192</td>
<td>0.425</td>
<td>0.369</td>
</tr>
<tr>
<td>DeepMoji</td>
<td>6912</td>
<td>0.442</td>
<td>0.452</td>
</tr>
<tr>
<td>Universal Sentence Encoder</td>
<td>1536</td>
<td>0.457</td>
<td>0.446</td>
</tr>
<tr>
<td>GPT(^b) default</td>
<td>2304</td>
<td>0.373</td>
<td>0.334</td>
</tr>
<tr>
<td>GPT fine-tuned</td>
<td>2304</td>
<td>0.510</td>
<td>0.559</td>
</tr>
</tbody>
</table>

\(^a\)Reddit validation performance better than chance.

\(^b\)GPT: Generative Pretrained Transformer.

Figure 1. Confusion matrices for 2 models trained with Auto-Sklearn. Each cell in the matrix provides the counts of posts that were labeled in the corresponding row and column axis that represent the predicted and true labels, respectively. Counts are colored from the highest cell (blue) to the lowest (white). The top-left to bottom-right diagonal cells count correctly predicted posts. Panel A trained with Valence Aware Dictionary and sEntiment Reasoner (VADER) features. Panel B trained with features from a fine-tuned Generative Pretrained Transformer (GPT) language model.

We noted that the average macro-F1 obtained during training was a fairly reliable predictor of the score on the held-out test set. Auto-Sklearn performed better on average than TPOT (mean test macro-F1 of 0.414 versus 0.379, respectively). We also observed the trend that features extracted from pretrained models perform better in general (average Auto-Sklearn test macro-F1 of 0.329 versus 0.466). However, the features extracted from the default GPT model (without any additional fine-tuning) were the worst performing of those obtained from neural models, whereas the GPT model that was fine-tuned on the unlabeled posts performed best across all experiments. The Universal Sentence Encoder and fine-tuned GPT features exceeded the highest macro-F1 score reached in the 2017 CLPsych-shared task when a classifier was learned with Auto-Sklearn (0.467; submission by Xianyi Xia and Dexi Liu). Upon inspection, the Auto-Sklearn–generated classifier for the GPT fine-tuned features was a complex ensemble of pipelines with multiple preprocessing steps and random forest classifiers. The TPOT-generated classification pipeline first selects features using the analysis of variance \(F\) value, then binarizes the values for classification with a K-nearest neighbor classifier (\(k=21\); Euclidean distance). In contrast, the classifiers generated for
the Universal Sentence Encoder features are a linear support vector machine (TPOT) and ensembles of linear discriminant analysis classifiers (Auto-Sklearn).

To better understand the low Reddit validation scores, we calculated a random baseline. Although it is random, this does use information about the class distributions. We marked Reddit validation performance as better than chance in Table 1 with an *. Only classifiers learned from the VADER, DeepMoji, and default GPT features had macro-F1 scores above the threshold for both the TPOT and Auto-Sklearn learned classifiers. Unlike the CLPsych 2017 score that does not include the green or no risk labels, we used macro-F1 from all classes in the Reddit validation tests (corresponding to the CLPsych 2019 primary metric). When using the macro-F1 score that excluded the no risk class in the Reddit validation, none of the classifiers outperformed random runs at the same threshold. This is because of the classifiers having a good performance on the no risk or green labels and not the 3 remaining labels.

To better assess the variability of our best-performing system (Auto-Sklearn trained with features generated from the fine-tuned GPT model), we reran the Auto-Sklearn training and testing process 20 times. For each run, Auto-Sklearn was allotted 24 hours of compute time. Across those 20 systems, the average macro-F1 score on the held-out test set was 0.5293 (SD 0.0348). Of those 20 systems, the best- and worst-performing systems had a final test score of 0.6156 and 0.4594, respectively. Importantly, despite the variability and less compute time, the average macro-F1 score of these classifiers performed better than the scores obtained from different feature sets.

To determine the impact of the amount of data used for fine-tuning the GPT model on its effectiveness for feature extraction in the classification task, we fine-tuned models with increasing amounts of unlabeled posts before extracting post-level features to train a classifier (Figure 2). Although there is significant variability, there is a general trend of better performance when using models trained on a larger amount of unlabeled data.

To compare the different representations or embeddings of the post contents, we used the Mantel test (Table 2). This compares the representations independently of their triage performance and suggests possible combinations for meta-classifiers. This test correlates the pairwise distances between posts in the benchmarked feature spaces, where a high correlation value between compared matrices indicates a significant overlap in the information they contain. Specifically, the Mantel test values range from −1 (perfect negative correlation) to 1 (perfect positive correlation), with zero representing no association between the pairs of posts in the feature spaces. Intriguingly, we observed the highest correlation between the Universal Sentence encoded features with those encoded by GPT. This is despite the comparison of aggregated DeepMoji encoded
features with aggregated 64-dimensional emoji encoding of DeepMoji, which we expected to have the strongest relationship. Similarly, comparisons between the default GPT and the fine-tuned version were slightly lower than correlations with the Universal Sentence Encoder. Although it is unclear, we presumed some of these differences may be due to the aggregation of sentence-level features into a post-level representation. None of the correlations with Empath features were significant, which probably reflects the sparsity of these features.

<table>
<thead>
<tr>
<th>Feature Set</th>
<th>VADER</th>
<th>Empath</th>
<th>LIWC</th>
<th>Universal Sentence</th>
<th>Emoji 64</th>
<th>DeepMoji</th>
<th>GPTdefault</th>
<th>GPFinetuned</th>
</tr>
</thead>
<tbody>
<tr>
<td>VADER</td>
<td>1.000</td>
<td>0.003</td>
<td>0.098</td>
<td>0.453</td>
<td>0.211</td>
<td>0.422</td>
<td>0.430</td>
<td>0.429</td>
</tr>
<tr>
<td>Empath</td>
<td>0.003</td>
<td>1.000</td>
<td>0.009</td>
<td>0.006</td>
<td>−0.005</td>
<td>−0.008</td>
<td>0.004</td>
<td>0.001</td>
</tr>
<tr>
<td>LIWC</td>
<td>0.098</td>
<td>0.009</td>
<td>1.000</td>
<td>0.148</td>
<td>0.403</td>
<td>0.507</td>
<td>0.267</td>
<td>0.253</td>
</tr>
<tr>
<td>Universal Sentence</td>
<td>0.453</td>
<td>0.006</td>
<td>0.148</td>
<td>1.000</td>
<td>0.193</td>
<td>0.509</td>
<td>0.823</td>
<td>0.823</td>
</tr>
<tr>
<td>Emoji 64</td>
<td>0.211</td>
<td>−0.005</td>
<td>0.403</td>
<td>0.193</td>
<td>1.000</td>
<td>0.523</td>
<td>0.302</td>
<td>0.335</td>
</tr>
<tr>
<td>DeepMoji</td>
<td>0.422</td>
<td>−0.008</td>
<td>0.507</td>
<td>0.509</td>
<td>0.523</td>
<td>1.000</td>
<td>0.632</td>
<td>0.631</td>
</tr>
<tr>
<td>GPT default</td>
<td>0.430</td>
<td>0.004</td>
<td>0.267</td>
<td>0.823</td>
<td>0.302</td>
<td>0.632</td>
<td>1.000</td>
<td>0.799</td>
</tr>
<tr>
<td>GPT finetuned</td>
<td>0.429</td>
<td>0.001</td>
<td>0.253</td>
<td>0.823</td>
<td>0.335</td>
<td>0.631</td>
<td>0.799</td>
<td>1.000</td>
</tr>
</tbody>
</table>

aVADER: Valence Aware Dictionary and sEntiment Reasoner.
bLIWC: Linguistic Inquiry and Word Count.
cGPT: Generative Pretrained Transformer.

**System Interpretability**

In Figure 3, we show the distribution of the mean emoji features for the top 10 most important features when using the mean emoji feature across sentences (64 total features). We noted that the interpretation and even visual representation of these emojis vary greatly, and these emojis were not used in the social media posts but were extracted by DeepMoji [38]. For example, the pistol emoji has been replaced by a ray gun or water gun in most platforms. From these distributions, it is clear that there is considerable variability across posts. This visualization also highlights the difficulty in discriminating the varying levels of risk when compared with the no risk posts. Of these top 10, 2 winking emojis are negatively correlated with risk, marking the importance of a positive sentiment. As expected, the negative emojis are more important, with the pistol, skull, and broken heart emoji ranked in the top 5.

To better understand judgments made by our trained classifier, we present predictions in Figure 4 on a set of composite quotes and their themes from a study of suicide notes [34]. For each quote, we presented the initial prediction (with the granular/fine-grained prediction in parentheses). Across the 10 quotes, 3 were classified as crisis, 4 as red, and 3 as amber. One of the amber classifications is under the “Hopelessness secondary to chronicity of illness and treatment” theme, further suggesting that our system may not recognize expressions of hopelessness.

All words were iteratively masked to indicate their effects on the predicted class (see Methods section). In Figure 4, words that affected predictions are color coded. The colored words are important for indicating severity as removing them makes the quotes appear less severe to our system. Examining these words suggests that negations affected severity (eg, “not,” “can’t”). In the quotes, negations seemed to indicate a perceived failure or not having done or achieved something the person felt they ought to. Expressions of hopelessness (ie, “no hope left”) were also important in classifying quotes as severe by our system. Words reflecting an unwillingness or inability to continue were also important (ie, “I’m done,” “I am too tired to”) as were words indicating loneliness (ie, “being isolated”). In contrast, replacing a green word with an unknown word shifted the predicted class to a more severe category (eg, from red to crisis). On examining the nature of the green words (ie, “what,” “after”), it was not clear why these words were important for lessening the severity of the quotes.

For 2 of the quotes predicted as red, no words were highlighted, suggesting that, in these instances, many words were key to the prediction. Overall, the quotes would all be flagged as requiring some level of moderator attention, and for the most part, the nature of words that were important in classifying the severity of quotes made conceptual sense.
Figure 3. Violin plot showing the distributions of the 10 most discriminative emoji features across labeled classes. The classes are according to label with crisis in gray. The y-axis is the predicted scores for each emoji that have been scaled to the 0-1 interval. The emojis across the y-axis are marked with their images and their official Unicode text labels. The emojis are ranked from the most to least important feature (left to right).
**Discussion**

We have shown that there are highly informative signals in the text body alone of posts from the Reachout.com forum. More specifically, we identified a transfer learning approach as particularly useful for extracting features from raw social media text. In combination with the training of classifiers using AutoML methods, we showed that these representations of the post content can improve triage performance without considering the context or metadata of the posts. These methods take advantage of the large amount of unlabeled free text that is often available to diminish the need for labeled examples. We also showed that these methods can generalize to new users on a

<table>
<thead>
<tr>
<th>Theme</th>
<th>Prediction</th>
<th>Composite quote</th>
</tr>
</thead>
<tbody>
<tr>
<td>Suicide as exertion of personal autonomy</td>
<td>Red (currentAcuteDistress)</td>
<td>“I am the person who decides what I’m going to do with my life. After being isolated and marginalized, I’m done with it all. This is my life and my decision.”</td>
</tr>
<tr>
<td>Exhaustion</td>
<td>Red (currentAcuteDistress)</td>
<td>“I am exhausted from trying to fix everything. No one understands, not even doctors or my family, and I keep trying to get help. I feel like I’m a dead man walking for a long time. I’ve been judged by society and have been made to feel ashamed. I’m burned out and tired and trying to find some way to rest.”</td>
</tr>
<tr>
<td>Treatment failure as personal failure</td>
<td>Crisis</td>
<td>“It does not matter how many treatments I try, there is something so wrong with me. It is not the treatments, it is me.”</td>
</tr>
<tr>
<td>Treatment failure as personal failure</td>
<td>Crisis</td>
<td>“Medication, therapy, counseling, alcohol I’ve tried everything and I can’t seem to figure out a way out of this, I can’t crack the code.”</td>
</tr>
<tr>
<td>Hopelessness secondary to chronicity of illness and treatment</td>
<td>Amber (followupOk)</td>
<td>“After trying multiple treatments, without curing my mental illness, I have realized that a solution other than death just does not exist.”</td>
</tr>
<tr>
<td>Conflict between Self and Illness</td>
<td>Crisis</td>
<td>“I have fought against my thoughts, depression and alcohol constantly. I am too tired to keep going”</td>
</tr>
<tr>
<td>Illness as biological</td>
<td>Amber (followupOk)</td>
<td>“There is a problem in my brain. I think the chemistry is all wrong. No one could have fixed that.”</td>
</tr>
<tr>
<td>Low levels of perceived agency</td>
<td>Amber (followupOk)</td>
<td>“Forgive me. It is not my fault, it is a disease, I hope you can understand that.”</td>
</tr>
<tr>
<td>Low levels of perceived agency</td>
<td>Red (followupWorse)</td>
<td>“I sank into a deep depression. It was the depression that ruined my relationship. I want my family to know that.”</td>
</tr>
<tr>
<td>High levels of perceived agency</td>
<td>Red (currentAcuteDistress)</td>
<td>“I had so much in my life family, friends, career but I let the disease, addiction, and my own personality take over me and it ruined everything in my life. Looking back, there were times that I should have changed the course of my life but I did not and now there is no hope left.”</td>
</tr>
</tbody>
</table>
support forum, for which there would not be preceding posts to provide context on their mental states. By combining the pretrained language models with AutoML, we were able to achieve state-of-the-art macro-F1 on the CLPsych 2017 shared task. Our content-only approach could be complemented by previous work, which used hand-engineered features to account for contextual information, such as a user’s post history or the thread context of posts [26,47]. Future developments could also include multiple types of media (eg, text, photos, videos) that are often present on social media to better assess the subtleties of users’ interactions [48].

Our current approach follows methods outlined by Radford et al [20] to fine-tune the language model that was previously pretrained on a large corpus of books. This fine-tuning step allows the model to learn the characteristics of the Reachout.com text. We show that increasing the amounts of in-domain unlabeled data for fine-tuning improves classification performance and has yet to reach a plateau. Further work will be instrumental in defining when and how to fine-tune pretrained language models better [49]. For tasks with limited data availability, the ability to adapt and fine-tune a model on multiple intermediate tasks could be a particularly worthwhile approach, as demonstrated by the Universal Sentence Encoder and others [39,50]. However, it is unclear how these large language models can retain and accumulate knowledge across tasks and datasets. Notably, it has been reported that these large pretrained language models are difficult to fine-tune and that many random restarts may be required to achieve optimal performance [51,52].

We compared the use of AutoML tools, such as Auto-Sklearn and TPOT, to generate classification pipelines with a variety of features extracted from free text. We also identified them as sources of variability in the final scores of our system. When developing our top-performing systems with features extracted from a fine-tuned GPT and using Auto-Sklearn on 20 trials, we obtained macroaverage F1 scores ranging from 0.6156 to 0.4594. In part, this is because of the small size of the dataset and the weighted focus of the macroaverage F1 metric toward the crisis class with relatively fewer instances. Further experiments, although computationally intensive, could help distinguish the amount of variability that is inherent in the language model fine-tuning process.

There are a variety of limitations, depending on the use of the approaches we benchmarked. Further experiments would be needed to determine if Reachout.com moderator responsiveness improves when more accurate classifiers are used. The present system performance cannot be extrapolated too far into the future because of changes in the population of users on the forum, shifting topics discussed or variations in language used. Furthermore, it is important to note that any implemented system would require ongoing performance monitoring.

To further understand how our trained models would perform in a new context, we assessed performance on an independently collected dataset and composite quotes that were derived from suicide notes. All composite quotes were flagged as requiring moderator attention. Our classifiers generalize to some degree on the UMD Reddit Suicidality Dataset, which approximates the task outlined for Reachout.com. We noted that the Reddit user base is not specific to Australia, is not targeted explicitly to youth, and may have substantially different topics of discussion than Reachout.com. This performance is primarily driven by good accuracy on the no risk or green class. We observed that the features derived from the fine-tuned GPT model perform worse than those from the default GPT model, indicating that this model might be specific to unique features of Reachout.com. Future studies could determine whether multiple rounds of fine-tuning on different datasets increase accuracy.

We manually reviewed the errors made by the best-performing system (Auto-Sklearn classifier with the GPT fine-tuned features). The most worrisome prediction errors occur when the classifier mistakes a crisis post for one of lesser importance, which could potentially delay a moderator response. When posts were not classified as crisis posts (but should have been), this was often due to vague language referring to self-harm or suicide (eg, “time’s up,” “get something/do it” “to end it,” “making the pain worse”). Sometimes, forum users deliberately referred to self-harm or suicide with nonstandard variations, such as “SH” or “X” (eg, “attempt X,” “do X”). Future work could be instructive in determining whether these words are associated with higher levels of distress/crisis relative to the words they are meant to replace. Alternatively, custom lexicons might be developed to capture instances of self-harm or suicide represented by vague language or nonstandard variations.

In some failure cases (ie, posts that should be classified as being of higher risk than they were), the classifier did not notice expressions of hopelessness, which may cue the imminence of risk. Other prominent failure cases were instances when the classifier did not notice a poster’s dissatisfaction with mental health services that provide real-time help (eg, suicide call-back services and crisis helplines, etc). According to the labeling scheme, these posts should be classified as red. However, this dissatisfaction was often conveyed in diverse and highly contextualized ways, likely making it difficult for the system to identify. There were also posts that did not indicate imminent risk but described sensitive topics such as feeling lonely or losing a parent. These were often misclassified as green (when they should have been amber), possibly because they also contained positive language, or the sensitivity of the topic was difficult for the system to grasp.

In some of these failure cases, it may have been useful to take into account the previous post; eg, when the post in question is short or vague, the system may classify the level of risk more accurately if the previous post expresses a high level of concern about the poster or tries to convince the poster to seek immediate help.

Neural networks can build complex representations of their input features, and it can be difficult to interpret how these representations are used in the classification process. In a deeper analysis of DeepMoji features, we identified the most important emoji for classification and found that the emotional features follow a linear arrangement of expression at the class level corresponding to label severity. We also used input masking to iteratively highlight the contributions of individual words to the
final classification. Such highlighting and pictorial/emoji visualizations could speed moderator review of posts. Ultimately, we believe the further development of methods to improve model interpretability will be essential in facilitating the work of mental health professionals in Web-based contexts. In conclusion, we showed that transfer learning combined with AutoML provides state-of-the-art performance on the CLPsych 2017 triage task. Specifically, we found that an AutoML classifier trained on features from a fine-tuned GPT language model was the most accurate. We suggest this automated transfer learning approach as the first step to those building natural language processing systems for mental health because of the ease of implementation. Although such systems lack interpretability, we showed that emoji-based visualizations and masking can aid explainability.
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Abstract

Background: An online health community (OHC) is a novel sharing channel through which doctors share professional health care knowledge with patients. While doctors have the authority to protect their patients’ privacy in OHCs, we have limited information on how doctors’ privacy protection choices affect their professional health care knowledge sharing with patients.

Objective: We examined the relationship between privacy protection and professional health care knowledge sharing in OHCs. Specifically, we examined the effects of privacy protection settings in an OHC on doctors’ interactive professional health care knowledge sharing and searching professional health care knowledge sharing (two dimensions of professional health care knowledge sharing). Moreover, we explored how such effects differ across different levels of disease stigma.

Methods: We collected the monthly panel data of 19,456 doctors from Good Doctor, one of the largest OHCs in China, from January 2008 to April 2016. A natural experimental empirical study with difference-in-difference analysis was conducted to test our hypotheses. The time fixed effect and the individual fixed effect were both considered to better identify the effects of a privacy protection setting on professional health care knowledge sharing. Additionally, a cross-sectional analysis was performed for a robust check.

Results: The results indicate that the privacy protection setting has a significant positive effect on interactive professional health care knowledge sharing ($\beta=.123$, $P<.001$). However, the privacy protection setting has a significant negative effect on searching professional health care knowledge sharing ($\beta=-.225$, $P=.05$). Moreover, we found that high disease stigma positively impacts the effect of privacy protection on interactive professional health care knowledge sharing (coefficients are in the same valence) and negatively impacts the effects of privacy protection on searching professional health care knowledge sharing (coefficients are in the reverse valence).

Conclusions: Privacy protection has a bilateral effect on professional health care knowledge sharing (ie, a positive effect on interactive professional health care knowledge sharing and a negative effect on searching professional health care knowledge sharing). Such bilateral switches of professional health care knowledge sharing call for a balanced state in conjunction with practical implications. This research also identifies a moderate effect of disease stigma on privacy protection settings and professional health care knowledge sharing.

(J Med Internet Res 2020;22(5):e16246) doi:10.2196/16246
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**Introduction**

**Online Health Communities as Platforms for Sharing Professional Health Care Knowledge**

The internet has dynamically invaded, affected, and even changed many traditional industries, such as business (electronic commerce [e-commerce]), finance (internet finance), social (virtual communities), and health care (telemedicine). Compared with the traditional offline mode, the capabilities of the internet (ie, its real-time communication across geographical boundaries, wide and swift spread, easy access, and rapid generation of users) have proven successful in the online mode. Recently, studies in both practice and research have focused on another internet capability: sharing, especially in the sharing economy. For instance, travel apps help in sharing transportation tools (eg, Uber), cloud computing apps help in sharing idle computing capacities (eg, Alibaba Cloud computing), and accommodation apps help in sharing lodgings (eg, Airbnb). In addition, regarding the health care industry, the online health community (OHC) (a kind of telemedicine-providing, doctor-patient means of communication using information and communication technology [11]) provides an online platform for sharing professional health care knowledge.

Similarly, with transportation tools, computing capacities, and lodgings, professional health care knowledge is a scarce and valuable resource. Having abundant and correct professional health care knowledge is conducive to enhancing coping and self-efficacy [2], affecting health-related decisions and the behavior of OHC users and their friends and family [3], enabling better management of chronic health conditions [4], and fueling discussions with health care providers [5]; health care, in general, is thereby maintained. However, most professional health care knowledge networks are owned by a small number of health care professionals. In traditional offline health care activities, professional health care knowledge is mainly shared through face-to-face treatment. In particular, it makes for inefficient sharing in a one-to-one context.

According to the definition of knowledge sharing [6,7], professional health care knowledge sharing is defined as medical professionals (eg, doctors, nurses, and pharmacists) sharing their professional health care knowledge with other health care stakeholders in the form of various activities (eg, treatment, consultations, and published papers) [8]. Fortunately, the OHC provides more possibilities for professional health care knowledge sharing, including the seeking of advice online and by telephone consultation [9,10]; for connecting with other patients with similar experiences [11,12]; and for the understanding of professional diagnoses by reading doctors’ published papers. Moreover, the OHC supplies to the public the online interaction records between doctors and patients to help patients with similar ailments [13,14]. From the perspective of doctors, the professional health care knowledge sharing between doctors and patients can be divided into interactive professional health care knowledge sharing and searching professional health care knowledge sharing. Interactive professional health care knowledge sharing refers to the professional health care knowledge sharing process actively carried out by doctors through interaction with patients, such as online consultations and telephone consultations in OHCs. Searching professional health care knowledge sharing, on the other hand, refers to a process where there are no doctor-patient interactions; patients search, learn, and acquire doctors’ professional health care knowledge autonomously, such as by searching doctors’ published articles and doctor-patient interaction records (in Chinese OHCs, such doctor-patient interaction records, which are anonymously processed, are on display to all visitors by default, like those in the forums). Professional health care knowledge sharing, based on the internet, is being adopted by a growing number of users [15].

**Privacy Protection and Professional Health Care Knowledge Sharing in OHCs**

Unlike transportation tools, computing capacities, and lodgings, professional health care knowledge sharing is more inclined to be privacy-sensitive. It is more sensitive than other forms of information on online platforms, such as demographic profiles, lifestyle interests, or purchase history information [16]. Just as in an offline context, doctors make a diagnosis according to a patient’s conditions; therefore, professionals may ask their patients to provide more personal data in exchange for the utility of the services. To obtain better treatment, manage their conditions, or improve their overall health, patients have to provide their personal information (such as gender, lifestyle, occupation, disease severity, and medical examination results), which may contain more sensitive personal information [17]. Moreover, professionals also post sensitive data about their patients, which is made visible to the public, so that advice on clinical situations or practice management may be shared with other patients or professionals [18,19].

OHCs are opening the door for inappropriate access, misuse, and disclosure of personal privacy [20]. Once such data are handled improperly, patients will be faced with privacy invasion [21], such as negative social stigma, as well as straining of family ties, losing control of medical information, and suffering harassment from commercial advertising [16]. These concerns can even cause individuals to avoid the health care services of OHCs, and thus limit the role of an OHC in professional health care knowledge sharing. Consequently, some OHCs have provided privacy protection mechanisms, such as improving data storage security, building a safe environment, and providing anonymity for patients. In addition, an OHC can enable doctors to activate their patients’ privacy protection settings by making the consultation process invisible.

**Objectives and Research Questions**

Several studies (further previous research can be seen in Multimedia Appendix 1) have investigated professional health care knowledge sharing in OHCs among patients or doctors, such as the patient motivations for health care knowledge sharing on Wikipedia [22] and the development of doctors’ knowledge sharing in virtual communities [23,24]. However, a dearth of studies concentrating on professional health care knowledge sharing between doctors and patients remains [25]. Moreover, although studies have explored the positive impact of privacy protection mechanisms on patients’ OHC participation intentions and continuous use intentions [16,21],
privacy protection is also a double-edged sword [26] for professional health care knowledge sharing. Doctors’ privacy protection settings in OHCs regarding patients’ personal health care information will increase patient trust and promote knowledge sharing. However, it also blocks other patients’ access to professional health care knowledge in their search for consultation records. Therefore, it is necessary to explore the influence of doctors’ choice of privacy protection settings in OHCs on professional health care knowledge sharing between doctors and patients. To fill this research gap, it is essential to understand the nature of professional health care knowledge sharing in OHCs. Hence, we conducted an empirical analysis of a large OHC to explore the effects of privacy protection settings on interactive and searching professional health care knowledge sharing. In further extending our model, we investigated how professional health care knowledge is differentially shared with patients suffering from different levels of disease stigma. For instance, patients with different diseases (eg, influenza versus HIV) may have different professional health care knowledge sharing trajectories from the influence of the associated stigma.

The Enhancing Power of Privacy Protection on Interactive Professional Health Care Knowledge Sharing

In OHCs, interactive forms of professional health care knowledge sharing are mainly conducted through online doctor-patient consultations. In other words, an online consultation thread can be started for a doctor-and-patient pair, and each can interact with the other through text descriptions and the uploading of test and imaging results. Doctors can make judgments and recommendations based on their patients’ descriptions of their symptoms to generate professional health care knowledge sharing in their interactions with patients. Without privacy protection, the entire online consultation process described above would be rendered publicly available to all internet users. However, as we mentioned previously, this may be harmful in terms of patients’ privacy disclosure. The privacy protection mechanism of an OHC gives doctors the right to set up a transparent consultation process, so as to protect the privacy of their patients.

Previous studies indicated that a privacy policy can improve user trust and loyalty in health care providers, thus influencing health information exchange behaviors in users [27]. In the interactive professional health care knowledge sharing process of an OHC, patients may increase their trust in doctors when they are protected by doctors’ privacy protection settings, thus feeling encouraged to share more personal health care information during communication [28]. The feeling of being protected will also increase patients’ evaluations of doctors and render them willing to communicate with doctors more frequently, thus increasing the shared professional health care knowledge in the interactive process. Further, doctors’ reasonable privacy protection settings will attract more patients to consult online for professional health care knowledge sharing. Hence, by increasing patient interaction intentions, consultation times, and the number of patients, doctors’ privacy protection settings can affect the professional health care knowledge sharing frequency of the doctor-patient interaction process.

Thus, we hypothesized the following:

**H1:** Privacy protection settings have a positive impact on a doctor’s interactive professional health care knowledge sharing in OHCs.

Conflicts Between Privacy Protection and Searching Professional Health Care Knowledge Sharing

In addition to interactive professional health care knowledge sharing, searching professional health care knowledge sharing is another approach by which doctors can share knowledge in OHCs. As there are numerous visible consultation records in OHCs that are available to other users, it is easy for a patient to access these consultation records via search engines (eg, Bing, Google, or Yahoo!) [29]. By learning from the professional health care knowledge that doctors share with other patients in their records, patients can internalize such knowledge as their professional health care knowledge.

For doctors, searching professional health care knowledge sharing is a more widely used method of disseminating professional knowledge than interactive professional health care knowledge sharing. Compared with interactive professional health care knowledge sharing in one-to-one communication, searching professional health care knowledge can be extended to any patient who is willing to share such knowledge through the internet under the authorization of doctors. Thus, searching professional health care knowledge sharing provides a more convenient knowledge sharing channel for doctors. According to statistics, among the patients who use the internet to obtain professional health care knowledge, 61% use search engines to access searching professional health care knowledge sharing, which attracts twice the number of users who use social platforms and online communities [3].

Searching professional health care knowledge sharing, which is mainly recorded in doctor-patient interactive history records, often contains patients’ specific symptoms, diagnosis results, examination records, and other matters protected by personal privacy. Although these history records will help other patients acquire searching professional health care knowledge sharing more accurately, if such private information is used indiscreetly, it will have adverse effects on those whose privacy has been invaded [16]. Therefore, the OHC provides a function for doctors to protect the privacy of their patients by making the consultation process invisible. It helps to eliminate the privacy exposure of personal health care information and thus fundamentally eliminates privacy invasion. However, while privacy is protected, other patients are not able to access the complete interaction records and, thus, are not able to clearly grasp the details of the shared professional health care knowledge. This negatively affects the searching professional health care knowledge sharing of other patients.

Thus, we hypothesized the following:

**H2:** Privacy protection settings have a negative impact on a doctor’s searching professional health care knowledge sharing in OHCs.
The Moderating Effects of Disease Stigma

Closely related to privacy protection in OHCs is the inherent stigma ascribed to many health conditions [30]. Social stigma refers to negative feelings toward an individual or a group on socially characteristic grounds that distinguish the individual or group from others [31,32].

Compared to offline treatments, online professional health care knowledge sharing provides natural protection, like a veil, for patients with diseases they may feel embarrassed about. Through an OHC, patients with stigma disorders can access professional health care knowledge sharing with doctors without the need for face-to-face interactions. In particular, people living with stigmatized conditions such as mental illness, cancer, or HIV are more likely to seek support and health information online due to the perceived anonymity the internet provides [33-35]. In their study, Zhang et al [16] demonstrated that the internet could support the disclosure of stigmatized illnesses such as HIV by helping the afflicted overcome the aspects of social stigma.

Different types of diseases possess different degrees of stigma. For instance, patients with HIV will be more worried about and feel more ashamed of other people’s discrimination than patients with a cold. Berger et al [35] showed that compared to those with nonstigmatized diseases, those with stigmatized illnesses were more likely to be sensitive to privacy disclosure. This is because once a stigmatized patient’s privacy is exposed, the disclosure will cause the patient more considerable pain and annoyance than for a nonstigmatized patient. Therefore, when patients with stigmatized diseases use OHCs to interact with doctors to search for professional health care knowledge sharing, they expect their privacy to be fully protected. Patients with stigmatized diseases, who are more sensitive about protecting their privacy, are more likely to trust doctors who devote attention to protecting their patients’ privacy. As a consequence, their frequency of searching professional health care knowledge sharing increases.

Thus, we hypothesized the following:

H3: The stigma associated with a disease positively moderates the effects of privacy protection settings on interactive and searching professional health care knowledge sharing.

Methods

Research Settings

One of the biggest OHCs in China, Good Doctor (http://www.haodf.com/), which was launched in September 2006, was chosen for our research context. It provides a virtual online platform for patients and offline registered doctors. Through Good Doctor, patients can engage in professional health care knowledge sharing with doctors through online consultations, telephone consultations, reading articles published by doctors, browsing other patient-doctor consultation records, and so on. These professional health care knowledge sharing processes may be recorded by Good Doctor, and some of them are shown to the public on doctors’ profile pages. The professional health care knowledge sharing interaction records include telephone and online consultation records (ie, clinical and academic titles and detailed content of the consultation, from the doctor and patient, during the whole consultation process) with anonymous patients, the number and content of articles published by the doctor (ie, academic papers, summary of medical experience, and related knowledge forwarding), and the total number of patients who have engaged in professional health care knowledge sharing with the doctor. However, if the doctor has set privacy protection on an online consultation, the consultation details are not rendered publicly available. We developed software that crawled doctors’ profile pages in Good Doctor every month from January 2008 to April 2016. Finally, we constructed a monthly panel data set for 19,456 doctors.

Variables

Professional health care knowledge sharing was measured by the number of patients who interacted with a doctor or searched the consultation records of that doctor. The number of online consultations between patients and a doctor through which they engage in professional health care knowledge sharing interaction was counted based on the doctor’s consultation list and was used to measure our first dependent variable: the doctor’s interactive professional health care knowledge sharing (intrctPHKS). The second dependent variable, searching professional health care knowledge sharing (searchPHKS), indicates the number of patients who learned of a doctor’s professional health care knowledge sharing through searching that doctor’s consultation records without interacting with the doctor. Although this number cannot be collected directly from the website, it can be inferred from the calculation of the number of patients who visit the doctor’s profile page minus the number of patients who interact via consultations. Even though the number of patients visiting the profile page may count in “noise” values (such as browsing a doctor’s personal information, or repeat visits), in the difference-in-difference model, a random error in the dependent variable will not influence regression estimates of treatment effect. Hence, by ignoring the cases of a patient viewing a doctor’s profile page unintentionally, it is assumed that all patients visiting a doctor’s page have access to professional health care knowledge sharing with this doctor. In other words, in addition to the number of patients interacting with a doctor through consultations, patients who visit a doctor’s page have access to searching professional health care knowledge sharing with that doctor.

Online consultations between doctors and patients can be conducted by means of text and images, and the records of consultations are open to the public unless the doctor changes the privacy protection settings of the records. During a doctor-patient consultation, the doctor has the authority to choose whether to make the consultation records of their patient visible to the public. If an online consultation is set as private, only the patient and the attending doctor can access the entire interaction history. Others who visit this doctor’s profile page can view only the topic of a private consultation without seeing the detailed information. We calculated both the total number of a doctor’s online consultations with privacy protection settings and the monthly number of privacy protection settings to measure our independent variable: PrivacySetting.
Moreover, patients with different levels of disease stigma may have different attitudes toward privacy sensitivity regarding online professional health care knowledge sharing interactions with doctors. To understand how the stigma of diseases affects the privacy protection setting of consultations on interactive and searching professional health care knowledge sharing, disease stigma (Stigma) was considered as the moderate effect of our model. We used the classification method of De Choudhury et al [8] to measure stigma on a 2-point scale: 1=high stigma and 0=low stigma.

To account for potential confounding effects that influence professional health care knowledge sharing, we included other control variables (ie, the doctor’s title, virtual gifts, articles posted online, and thank-you letters). According to the literature, a doctor’s offline status and online reputation will also affect their knowledge sharing in OHCs [36]. Therefore, the variables that represent the doctor’s offline status and online reputation are treated as our control variables (ie, the title of a doctor [Title], the number of virtual gifts [Gift], the number of thank-you letters [Letter], and the number of published articles [Article]). The official clinical title certified by China’s national agency based on uniform standards was used to measure Title.

Descriptive Statistics

Our monthly panel data set included the doctor’s identification number, the number of online consultations with and without privacy protection settings, the total number of visits, the number of patients, the number of articles, the number of gifts, the number of follow-up visits, and the title of the doctor. We obtained 631,529 online consultations of 19,456 doctors. More detailed descriptive statistics are shown in Table 2.

The correlation of each indicator using a cross-section is shown in Table 3, which indicates values in the acceptable range. The correlation coefficients between the independent variables are relatively small. In other words, the possibility of variable redundancy is relatively small.

Table 1. Variables defined.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Operational definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>intrctPHKS&lt;sup&gt;a&lt;/sup&gt;</td>
<td>The number of interactive professional health care knowledge sharing</td>
</tr>
<tr>
<td>searchPHKS&lt;sup&gt;b&lt;/sup&gt;</td>
<td>The number of searching professional health care knowledge sharing</td>
</tr>
<tr>
<td>PrivacySetting</td>
<td>The number of online consultations with a privacy protection setting</td>
</tr>
<tr>
<td>Stigma</td>
<td>The stigma of a disease for which a doctor offers consultations</td>
</tr>
<tr>
<td>Gift</td>
<td>The number of virtual gifts received by a doctor</td>
</tr>
<tr>
<td>Letter</td>
<td>The number of thank-you letters</td>
</tr>
<tr>
<td>Title</td>
<td>The title of the doctor</td>
</tr>
<tr>
<td>Article</td>
<td>The number of articles written by the doctor</td>
</tr>
</tbody>
</table>

<sup>a</sup>intrctPHKS: interactive professional health care knowledge sharing.

<sup>b</sup>searchPHKS: searching professional health care knowledge sharing.
Table 2. Descriptive statistics for selected variables.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Observed</th>
<th>Mean (SD)</th>
<th>Minimum</th>
<th>Maximum</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Dependent</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>intrctPHKS(^a)</td>
<td>19,456</td>
<td>459.9 (1528)</td>
<td>0</td>
<td>64,561</td>
</tr>
<tr>
<td>searchPHKS(^b)</td>
<td>19,456</td>
<td>333,510 (1,420,069)</td>
<td>7</td>
<td>62,300,000</td>
</tr>
<tr>
<td><strong>Independent</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PrivacySetting</td>
<td>19,456</td>
<td>0.133 (1.106)</td>
<td>0</td>
<td>23</td>
</tr>
<tr>
<td><strong>Moderate</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Stigma</td>
<td>19,456</td>
<td>0.403 (0.491)</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td><strong>Control</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gift</td>
<td>19,456</td>
<td>20.67 (96.87)</td>
<td>0</td>
<td>2996</td>
</tr>
<tr>
<td>Letter</td>
<td>19,456</td>
<td>6.723 (19.26)</td>
<td>0</td>
<td>382</td>
</tr>
<tr>
<td>Title</td>
<td>19,456</td>
<td>3.895 (0.923)</td>
<td>1</td>
<td>5</td>
</tr>
<tr>
<td>Article</td>
<td>19,456</td>
<td>8.920 (46.82)</td>
<td>0</td>
<td>2158</td>
</tr>
</tbody>
</table>

\(^a\) intrctPHKS: interactive professional health care knowledge sharing.

\(^b\) searchPHKS: searching professional health care knowledge sharing.

Table 3. Correlation coefficients between independent variables.

<table>
<thead>
<tr>
<th>Variable</th>
<th>intrctPHKS(^a)</th>
<th>searchPHKS(^b)</th>
<th>PrivacySetting</th>
<th>Stigma</th>
<th>Gift</th>
<th>Letter</th>
<th>Title</th>
<th>Article</th>
</tr>
</thead>
<tbody>
<tr>
<td>intrctPHKS</td>
<td>1.000</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>searchPHKS</td>
<td>0.904</td>
<td>1.000</td>
<td>1.000</td>
<td>0.014</td>
<td>0.733</td>
<td>0.676</td>
<td>0.141</td>
<td>0.302</td>
</tr>
<tr>
<td>PrivacySetting</td>
<td>0.097</td>
<td>0.099</td>
<td>1.000</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Stigma</td>
<td>0.016</td>
<td>0.006</td>
<td>0.014</td>
<td>1.000</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Gift</td>
<td>0.733</td>
<td>0.688</td>
<td>0.081</td>
<td>0.034</td>
<td>1.000</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Letter</td>
<td>0.676</td>
<td>0.606</td>
<td>0.086</td>
<td>0.050</td>
<td>0.704</td>
<td>1.000</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Title</td>
<td>0.141</td>
<td>0.130</td>
<td>0.011</td>
<td>0.110</td>
<td>0.115</td>
<td>0.202</td>
<td>1.000</td>
<td>—</td>
</tr>
<tr>
<td>Article</td>
<td>0.302</td>
<td>0.366</td>
<td>0.051</td>
<td>0.039</td>
<td>0.211</td>
<td>0.184</td>
<td>0.074</td>
<td>1.000</td>
</tr>
</tbody>
</table>

\(^a\) intrctPHKS: interactive professional health care knowledge sharing.

\(^b\) searchPHKS: searching professional health care knowledge sharing.

\(^c\) N/A: not applicable.

**Empirical Models**

Observing the privacy protection setting of doctors over various periods creates a natural experimental setting that allows a comparison of the effects of differences in privacy protection settings before and after a doctor uses this function. Constructing a panel data set of doctors’ monthly online consultations, we estimated the difference-in-difference models, reflected by equations (1) through (4). Difference-in-difference models were used to calculate the effect of a treatment on an outcome by comparing the outcome average change over time from the control group to the treatment group. It helps to remove biases of permanent differences between the treatment and control groups, as well as trend biases caused by the changing of other factors of the outcome over time [37]. Thus, we exploited the effect of privacy protection settings on professional health care knowledge sharing by identifying an exogenous variation of professional health care knowledge sharing that the privacy protection settings are set by different doctors in different months. This identification strategy has been implemented in several extant studies (eg, in Chan and Ghose [38]). Our estimation incorporated doctor-level fixed effects, which allowed us to effectively control for doctor-level unobserved heterogeneity. To control the trend effect of each doctor’s professional health care knowledge sharing, we added the time fixed effect in all 4 models. Moreover, we added the individual fixed effect to control the omitted variable bias caused by unobserved heterogeneity. Both the time fixed effect and the individual fixed effect were set as dummy variables. Furthermore, we used a cross-sectional data set to conclude our analyses with a set of robustness checks. Accordingly, our empirical models of doctors’ privacy protection settings in OHCs on both their interactive and searching professional health care knowledge sharing are as follows:

\[
\text{intrctPHKS}_{it} = \beta_0 + \beta_1 \text{PrivacySetting}_{it} + \beta_2 \text{Stigma}_i + \beta_3 C + A_i + T_t + \epsilon_{it} (1)
\]
searchPHKS = \beta_0 + \beta_1 \text{PrivacySetting}_i + \beta_2 \text{Stigma}_i + \beta_3 \text{C} + A_i + T_i + \epsilon_{it} (2)

The moderate effect models are as follows:

\text{intrctPHKS}_it = \beta_0 + \beta_1 \text{PrivacySetting}_it + \beta_2 \text{Stigma}_it + \beta_3 \text{Stigma}_it \times \text{PrivacySetting}_it + \beta_4 \text{C} + A_i + T_i + \epsilon_{it} (3)

searchPHKS = \beta_0 + \beta_1 \text{PrivacySetting}_it + \beta_2 \text{Stigma}_it + \beta_3 \text{Stigma}_it \times \text{PrivacySetting}_it + \beta_4 \text{C} + A_i + T_i + \epsilon_{it} (4)

Where i indexes indicate the doctor and t indexes indicate time (monthly). A_i is a vector of doctor fixed effects; T_i is a vector of time fixed effects; PrivacySetting is the binary indicator for the privacy protection setting (that is, PrivacySetting = 1 if the doctor has set the privacy in a particular month; zero otherwise); and \epsilon_{it} is an error term. The coefficient \beta_1 is the difference-in-difference estimate of the effect of a privacy protection setting. If \beta_1 > 0, then the privacy protection setting has caused an increase in professional health care knowledge sharing. Control variables are indicated by C.

Results

Hypothesis Testing

Stata (StataCorp) was used for our statistical analysis, and the results are shown in Table 4. The adjusted R² (0.037, -0.195, 0.037, and -0.223 for models 1, 2, 3, and 4 respectively) and F values (F_{1,0.143415}=384.8419, F_{1,0.143414}=381.0676, F_{1,0.143376}=34.43728, and F_{1,0.143474}=5.534647 for models 1, 2, 3, and 4 respectively) were reasonable and significant. The results of the variance inflation factor statistics for the variable indicated no multicollinearity (the variance inflation factor statistic of every variable is not greater than 2.0). The results of models only with our main treatment effect (PrivacySetting) are shown in columns 1 and 3 for interactive professional health care knowledge sharing and searching professional health care knowledge sharing, respectively. The results of models added to the moderate effects of stigma are shown in columns 2 and 4 for interactive professional health care knowledge sharing and searching professional health care knowledge sharing, respectively.

Hypothesis 1 postulated that the privacy protection setting has a significant positive effect on interactive professional health care knowledge sharing. In column 1 of Table 4, this hypothesis is supported as the coefficient of privacy protection setting was seen as positive and statistically significant (\beta_1=.123, P<.001). However, we observed in column 3 a significantly negative effect of the privacy protection setting on doctors’ searching professional health care knowledge sharing (\beta_1=-.225, P=.050). Therefore, hypothesis 2, which posits that the privacy protection setting has a negative effect on searching professional health care knowledge sharing online, is also supported. As both the dependent variables of model 1 (intrctPHKS) and model 3 (searchPHKS) represent the amount of a doctor’s knowledge sharing, a Wald test [39] was applied to the coefficients for further comparison. In the results for PrivacySetting, the absolute value of the coefficient of searching professional health care knowledge sharing was significantly larger than that of interactive professional health care knowledge sharing (Wald test, F_{2,175548}=324.21; P<.001).

Hypothesis 3 investigated the moderate impact of disease stigma on the relation between privacy protection settings and professional health care knowledge sharing. Columns 2 and 4 of Table 4 show the stable significant result of the positive moderate effect of disease stigma. In other words, high disease stigma positively impacts the effects of privacy protection settings on interactive professional health care knowledge sharing (coefficients are in the same valence) and negatively impacts the effects of privacy protection settings on searching professional health care knowledge sharing (coefficients are in the reverse valence). Therefore, hypothesis 3 is verified. Specifically, for disease stigma, we found that the stigma has a positive correlation with professional health care knowledge sharing.

Robust Check

To check the robustness of our results, we conducted a cross-sectional rerun of the model. The results presented in Table 5 are consistent with the results of the previous model. The results show that the treatment and the moderate effect have a significant positive effect, which is the same as the main results.

All the control variables have a statistically significant effect on professional health care knowledge sharing. Doctors with higher online and offline reputations will attract more patients [40]. The title reflects a doctor’s offline reputation, and higher-level doctors are known to be more professional. Hence, the title has a positive effect on doctors’ professional health care knowledge sharing. Moreover, virtual gifts, the number of articles, and thank-you letters can be proxy variables of a doctor’s online reputation, which can positively affect professional health care knowledge sharing.
Table 4. Econometric models of the treatment effect and moderate effect. All the control variables and the individual and time fixed effect variables were included in the 4 models. The interaction terms (PrivacySetting*Stigma) represent the moderate effect of stigma.

<table>
<thead>
<tr>
<th>Variable</th>
<th>intrctPHKS(^a) (N=175,548)</th>
<th>searchPHKS(^b) (N=175,509)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Model 1</td>
<td>Model 2</td>
</tr>
<tr>
<td></td>
<td>Treatment effect</td>
<td>Moderate effect</td>
</tr>
<tr>
<td></td>
<td>β (SE)(^c)</td>
<td>P value</td>
</tr>
<tr>
<td>PrivacySetting</td>
<td>.123 (.063)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Stigma</td>
<td>.07 (.049)</td>
<td>—</td>
</tr>
<tr>
<td>PrivacySetting*Stigma</td>
<td>_d</td>
<td>—</td>
</tr>
<tr>
<td>Constant</td>
<td>2.665 (3.482)</td>
<td>.44</td>
</tr>
<tr>
<td>Control</td>
<td>YES</td>
<td>N/A(^e)</td>
</tr>
<tr>
<td>Individual fixed effect</td>
<td>YES</td>
<td>N/A(^e)</td>
</tr>
<tr>
<td>Time fixed effect</td>
<td>YES</td>
<td>N/A(^e)</td>
</tr>
<tr>
<td>R(^2)</td>
<td>.037</td>
<td>N/A(^e)</td>
</tr>
</tbody>
</table>

\(^{a}\)intrctPHKS: interactive professional health care knowledge sharing.
\(^{b}\)searchPHKS: searching professional health care knowledge sharing.
\(^{c}\)Values in parentheses are the robust standard errors.
\(^{d}\)Not available. Models 1 and 3 did not contain the moderate effect of stigma.
\(^{e}\)N/A: not applicable.

Table 5. Results of the robust check using cross-section data (N=23,112 for all models).

<table>
<thead>
<tr>
<th>Variable</th>
<th>intrctPHKS(^a)</th>
<th>searchPHKS(^b)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Model 1</td>
<td>Model 2</td>
</tr>
<tr>
<td></td>
<td>Treatment effect</td>
<td>Moderate effect</td>
</tr>
<tr>
<td></td>
<td>β (SE)(^c)</td>
<td>P value</td>
</tr>
<tr>
<td>PrivacySetting</td>
<td>.0196 (4.35)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Stigma</td>
<td>.0308 (6.86)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>PrivacySetting*Stigma</td>
<td>_d</td>
<td>—</td>
</tr>
<tr>
<td>Title</td>
<td>.0158 (3.44)</td>
<td>.001</td>
</tr>
<tr>
<td>Article</td>
<td>.148 (32.20)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Gift</td>
<td>.490 (77.11)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Letter</td>
<td>.297 (46.16)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Constant</td>
<td>1.91e-10 (.00)</td>
<td>&gt;.99</td>
</tr>
<tr>
<td>R(^2)</td>
<td>.6081</td>
<td>N/A(^e)</td>
</tr>
</tbody>
</table>

\(^{a}\)intrctPHKS: interactive professional health care knowledge sharing.
\(^{b}\)searchPHKS: searching professional health care knowledge sharing.
\(^{c}\)Values in parentheses are the robust standard errors.
\(^{d}\)Not available. Models 1 and 3 did not present the moderate effect of stigma.
\(^{e}\)N/A: not applicable.

Discussion
Principal Findings
This study examined the role of a doctor’s privacy protection settings in OHCs on professional knowledge sharing. According to the data set from a distinguished OHC in China, both interactive professional health care knowledge sharing (intrctPHKS) and searching professional health care knowledge sharing (searchPHKS) are considered to be representative of a doctor’s professional health care knowledge sharing in OHCs. The stigma of diseases is estimated to moderate the association of privacy protection settings and professional health care knowledge sharing.

Our results indicate that our hypotheses on the effect of doctors’ privacy protection settings on professional health care...
knowledge sharing are significantly supported. The more privacy protection setting a doctor establishes, the more interactive their professional health care knowledge sharing will be. This means that if a doctor sets their interaction records as private, their patients will prefer to make multiple interactions, and more patients will consult this doctor. Thus, a higher performance of interactive professional health care knowledge sharing can be achieved. Similar studies in other privacy-sensitive contexts, such as in financial loans, e-commerce, and so on, have demonstrated that better privacy protection mechanisms increase user trust and, thus, increase user willingness to disclose personal information for better management [41,42].

However, a doctor’s privacy protection setting will limit the number of patients searching for professional health care knowledge online. This may lead to patients needing more time to find the right doctor, or they might not learn some useful information on the same health conditions. Therefore, doctors’ privacy protection settings restrict their searching for professional health care knowledge sharing with patients. Switching off privacy protection settings properly is good for increasing searching professional health care knowledge sharing. This result is also valid in financial fields, where the appropriate sharing of privacy can overcome the information asymmetry of financial credit [43]. However, it is more acceptable for OHC users to disclosure their online consultation records for searching professional health care knowledge sharing than for borrowers to disclose their financial records for overcoming the information asymmetry. This may be due to the nature of professional health care knowledge sharing, which is reciprocal, and disclosure behaviors can give patients a sense of achievement. However, financial privacy is related to personal property, which a person is usually unwilling to share [44]. The difference has also been confirmed by Xu et al [45] that privacy sensitivity varies across different types of websites (eg, in e-commerce, financial, and health care).

As privacy protection settings positively affect interactive professional health care knowledge sharing and negatively affect searching professional health care knowledge sharing, it presents a bilateral switch of professional health care knowledge sharing, which is positive on one side and must at the same time be negative on the other side. The doctor who prefers to establish privacy protection will enjoy better performance in interactive professional health care knowledge sharing, but this weakens the performance of professional health care knowledge sharing searching. Conversely, a doctor who prefers public records will have better searching professional health care knowledge sharing and relatively weak interactive professional health care knowledge sharing. Figure 1 illustrates the metaphor of the bilateral switch. A doctor’s professional health care knowledge sharing is a process of professional health care knowledge flowing from doctors to patients, like blood flowing from one side to the other side in blood vessels. In Figure 1, the privacy protection setting is likened to a bilateral switch that is installed in the blood vessels to regulate blood shunting. When blood (professional health care knowledge sharing) meets the switch (privacy protection settings), a bifurcation moves upward (interactive professional health care knowledge sharing), and the other bifurcation flows downward (searching professional health care knowledge sharing). If a doctor creates a stronger privacy protection setting, the bilateral switch of professional health care knowledge sharing is a downward regulation, thus resulting in more of interactive professional health care knowledge sharing and less of searching professional health care knowledge sharing. However, when the doctor prefers weaker privacy protection settings, there will be more searching professional health care knowledge sharing and less interactive professional health care knowledge sharing, with the switch turning up.

However, as we noted previously, according to the Wald test, the absolute value of $\beta_1$ in searching professional health care knowledge sharing is higher than that in interactive professional health care knowledge sharing. Therefore, when the same number of consultations are added that have a privacy protection setting, the loss of searching professional health care knowledge sharing is greater than that of the interactive professional health care knowledge sharing. In other words, the bilateral switch of professional health care knowledge sharing does not form a straight line as shown in Figure 1, but instead shows a thick switch that may cause a loss of professional health care knowledge sharing. We show an example in Figure 2.

In addition, empirical results indicate that the moderating effects of stigma positively affect the relationship between privacy protection settings and interactive professional health care knowledge sharing, and have a negative influence on the relationship between privacy protection settings and searching professional health care knowledge sharing. In other words, for high-stigma diseases, the increase in privacy protection settings is better for interactive professional health care knowledge sharing, while at the same time weakening the reduction of the searching professional health care knowledge sharing. This can be visualized as the stigma adjusting the thickness of the switch, namely professional health care knowledge sharing losses. The higher the stigma, the smaller the thickness of the switch (less loss). Conversely, the lower the stigma, the higher the thickness of the switch (more loss). This is because the virtual interaction mechanism of OHCs appears to be more acceptable by patients with high disease stigma. We show an example in Figure 3. OHCs recognize that they would have more visitors if they provide professional disease treatment support, as patients may disregard the disease stigma.
Figure 1. Illustration of the effect of privacy protection settings on interactive and searching professional health care knowledge sharing. PHKS: professional health care knowledge sharing.

More privacy protection

Less privacy protection

\[ \text{A unit of interactive PHKS} \quad \Delta \text{A unit of searching PHKS} \quad \not\triangle \text{A bilateral switch} \]

Figure 2. Illustration of the effect of privacy protection settings on interactive and searching professional health care knowledge sharing in an ideal and actual situation. PHKS: professional health care knowledge sharing.
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Figure 3. Illustration of the effect of disease stigma on interactive and searching professional health care knowledge sharing. PHKS: professional health care knowledge sharing.
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\[ \text{A unit of interactive PHKS} \quad \Delta \text{A unit of searching PHKS} \quad \not\triangle \text{A bilateral switch} \quad \text{PHKS loss} \]

Theoretical Implications

This study augments OHC-related research with several insights. First, the OHC, as a new application of a sharing economy, provides an efficient sharing platform for scarce professional health care knowledge [46]. Like in other forms of sharing economies, the opportunity for OHCs to share valuable professional health care knowledge is enormous. However, compared with other sharing economy applications, the OHC also faces privacy protection challenges due to the sensitivity and life-threatening nature of medical information. Although previous studies have studied privacy-protection technologies, patient privacy concerns, and intentions, the current OHC privacy protection mechanism is still incomplete. The privacy protection mechanism established by doctors was in an experimental stage in the target website of this study (Good Doctor). Privacy protection settings by doctors have the advantage that doctors can control whether to install privacy protection settings from a professional and objective perspective (compared with patients’ subjective perspectives). Therefore, we proposed a research framework that verifies the effect of a doctor’s privacy protection mechanism on professional health care knowledge sharing.

Second, we abstracted knowledge sharing in an OHC into interactive professional health care knowledge sharing and searching professional health care knowledge sharing, and empirically proved the significant differences in privacy protection settings between them. A privacy protection setting, like a bilateral switch of professional health care knowledge sharing, positively affects interactive professional health care knowledge sharing and negatively affects searching professional health care knowledge sharing. In addition to the positive effects of privacy protection settings, we uncovered the paradox between privacy protection settings and knowledge diffusion. In other words, the effects of privacy protection settings on knowledge sharing were not seen to be stable and required a balanced state of a bilateral switch. This is another paradox of privacy protection setting in addition to the privacy-personalization paradox [47], which can be denominated as the privacy-knowledge-sharing paradox.
We also examined the moderating effects of disease stigma on the association between privacy protection settings and doctors’ online professional health care knowledge sharing. Social stigma has been studied widely in the privacy field but rarely examined in existing studies on knowledge sharing. The empirical studies considered the direct or indirect influences of stigma on an individual’s intention to disclose information [21]. However, there is a lack of empirical studies that examine the direct or moderating effect of disease stigma on knowledge sharing. We determined that disease stigma has a positive moderating effect on the relationship of privacy protection settings with online professional health care knowledge sharing. In particular, this result indicates a facilitating effect of privacy protection settings on interactive professional health care knowledge sharing and an inhibiting effect of privacy protection settings on searching professional health care knowledge sharing.

Practical Implications

This study provides several important practical implications for both OHC administrators and doctors. Our results indicate that a doctor’s privacy protection settings are the bilateral switch of professional health care knowledge sharing. For OHC managers, protecting patient privacy helps to improve the participation and continuous use intentions of patients. However, it also hinders the extensive spreading of professional health care knowledge, which can help users to realize the social value of the OHC and increase its influence. For doctors, their privacy protection settings help to reduce patient privacy concerns and thus encourage patients to provide more accurate information to provide better advice. In addition, the privacy protection setting renders the doctor’s professional health care knowledge more difficult for patients to access in a search, thus reducing the doctor’s “exposure” in the OHCs. The fewer patients the doctors have, the less knowledge they are likely to share. Therefore, we postulate that privacy protection settings are a bilateral switch of professional health care knowledge sharing and searching professional health care knowledge sharing. Moreover, our empirical results improve the decision making of OHC managers and doctors. Specifically, the privacy protection setting has a cutoff effect on searching professional health care knowledge sharing and a promoting effect on interactive professional health care knowledge sharing. Furthermore, the cutoff effect is weaker than the promoting effect. Therefore, OHC managers and doctors can make their decision (by toggling the bilateral switch of professional health care knowledge sharing) according to whether their target is the OHC or the individual propensity. In addition, the moderating effect of disease stigma positively affects the relation between privacy protection settings and professional health care knowledge sharing. In other words, for a high-stigma disease, the professional health care knowledge sharing process is more friendly toward privacy protection settings. However, a low-stigma disease needs less privacy protection. This will help managers of OHCs and doctors to balance the bilateral switch of professional health care knowledge sharing based on disease stigma.

Limitations and Future Research Directions

Our paper has some limitations that can serve as potential areas for future research. First, our research focuses on the OHC context. The methodologies and insights have the potential to be generalized to other wellness-care contexts, such as mHealth. However, examining the mHealth privacy paradox to compare the relationship and heterogeneity of the impact on patient behavior and outcomes under different health care contexts would be more beneficial and vital for future research.

Second, despite the collection of data from a typical OHC in China and the provision of a unique data set with doctors’ privacy protection settings, the general applicability of our conclusions may be limited. Future research could extend this study across different OHCs and cultural settings to enhance the generalizability of our study.

Additionally, although our results effectively explain the privacy protection settings of doctors on professional health care knowledge sharing in OHCs, in-depth interviews or surveys with patients could further investigate perceptions of patients on the relationship between privacy protection settings and professional health care knowledge sharing. Moreover, given the important role of patients in the online professional health care knowledge sharing process, in the future, researchers could also explore how patient-related variables (ie, health status, health conditions, disease severity, participant motivations and reasons) affect doctors’ online professional health care knowledge sharing with patients. Although both the difference-in-difference models (in our main analysis) and the cross-sectional models (in the robust check) showed significant verification of our hypotheses, they also indicate that the control variables may have strong explanatory power on doctors’ professional health care knowledge sharing (ie, gift 0.49, $P<.001$). These control variables may be the proxy variables for the quality of doctors’ treatment. Therefore, future research can deeply explore the effect of online response quality on professional health care knowledge sharing.

Conclusion

The important role of OHCs in sharing health care knowledge has been widely acknowledged by both practitioners and researchers; however, significant gaps remain in our exploration of the privacy protection mechanism in OHCs. This study examined how doctors’ privacy protection setting choices affect their professional health care knowledge sharing in a Chinese OHC, a topic that, for the most part, has not been studied from the perspective of knowledge sharing. We used a fresh category of professional health care knowledge sharing: namely, interactive professional health care knowledge sharing and searching professional health care knowledge sharing. Doctors play different roles in these two kinds of professional health care knowledge sharing, both as active and passive actors, where different knowledge sharing processes occur. Using an empirical study on a large OHC, this study identified the bilateral role of privacy protection settings on professional health care knowledge sharing. It is a privacy-knowledge–sharing paradox in which the professional health care knowledge sharing process is not stable and calls for a balanced state. Our findings offer implications for doctors to gain a better understanding of how
to set privacy protection for better professional health care knowledge sharing. Different privacy protection mechanisms can be suggested by OHC executives, which are customized to suit each level of disease stigma. We hope that this study promotes additional research to further enrich our understanding of professional health care knowledge sharing in OHCs.
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Abstract

Background: There have been recurring reports of web-based harassment and abuse among adolescents and young adults through anonymous social networks.

Objective: This study aimed to explore discussions on the popular anonymous social network Yik Yak related to social and mental health messaging behaviors among college students, including cyberbullying, to provide insights into mental health behaviors on college campuses.

Methods: From April 6, 2016, to May 7, 2016, we collected anonymous conversations posted on Yik Yak at 19 universities in 4 different states and performed statistical analyses and text classification experiments on a subset of these messages.

Results: We found that prosocial messages were 5.23 times more prevalent than bullying messages. The frequency of cyberbullying messages was positively associated with messages seeking emotional help. We found significant geographic variation in the frequency of messages offering supportive vs bullying messages. Across campuses, bullying and political discussions were positively associated. We also achieved a balanced accuracy of over 0.75 for most messaging behaviors and topics with a support vector machine classifier.

Conclusions: Our results show that messages containing data about students’ mental health–related attitudes and behaviors are prevalent on anonymous social networks, suggesting that these data can be mined for real-time analysis. This information can be used in education and health care services to better engage with students, provide insight into conversations that lead to cyberbullying, and reach out to students who need support.

(J Med Internet Res 2020;22(5):e17224) doi:10.2196/17224
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Introduction

Background

The transition from high school to college marks the beginning of an important period of psychosocial development. The academic and social demands of college life are often rigorous and can pose a risk to undergraduate students’ health and well-being [1]. One example of the challenges they face is poor sleep [2], which has been linked to a number of adverse consequences, including higher rates of depressive symptoms and stress [3,4], weight gain [5], and poor academic performance [6]. Another concern for undergraduate students that has arisen in recent years is their social media use, as studies show a link between cyberbullying and major health problems such as...
substance use, depression, poor sleep, and suicide [7-9]. Given the array of health risks faced by undergraduate students, it is important to be aware of students’ health and risk-related behaviors to be able to provide adequate services and support, such as from psychological and medical campus services.

Traditionally, methods for monitoring the health of a population, for example, students on a college campus, have focused on case reports and surveys [10,11]. Although these methods can offer insights into health-related attitudes and behaviors, they can be time- and cost-intensive to implement. However, researchers using social media data can collect and analyze behavior data in real time [10,11], allowing health authorities to address student needs in a flexible and timely manner.

To explore the feasibility of using social media platforms to identify and predict health-related events, Young et al [12] screened geolocated Twitter messages for keywords that suggested HIV risk behaviors. The authors used negative binomial regression analyses to determine the association between tweets about HIV risk behaviors and county-level HIV data in the United States. They ran analyses to determine the association between tweets about HIV risk behaviors and county-level HIV data in the United States. The results showed a strong association between tweets about HIV risk behaviors and actual county HIV data. Additionally, De Choudhury et al [13] successfully used tweets to predict the onset of major depressive disorder with 70% accuracy. They selected tweets based on indicators such as linguistic style, use of terms associated with depression, and social network characteristics.

Yik Yak was an anonymous web-based bulletin board for users within the same geographic area (eg, college campuses) that debuted in 2013 [14]. At the time of this study, it was a popular social network for college students but faced substantial criticism. Critics argued, aided by anecdotal evidence relayed through media reports, that anonymous posting encourages harassment and bullying [14-17]. In a recent content analysis of Yik Yak conversations [18], there was no evidence of a pervasive culture of harassment and abuse. However, contradictory to this analysis, researchers have observed derogatory and incendiary comments, arguably racist and sexist messages, and several likely instances of bullying [18]. Furthermore, other research has shown that harassment is prevalent among users of Yik Yak and other anonymous social networks in Bangladesh [19]. Although Yik Yak is now defunct, the rising popularity of anonymous social networks [20] suggests that its data can still provide useful insights.

Study Overview

In this study, we explored two types of messages students made on Yik Yak. The first type consists of posts exhibiting messaging behaviors that can have an impact on students’ health in relation to cyberbullying. This includes cyberbullying itself, which has previously been linked to health problems [7-9]. It also includes prosocial messages, which are messages sent by a user with the intention of benefiting one or more other users [21], or with the intention of seeking such messages. The prosocial messaging behaviors we selected are related to bullying and its effects on health. Two of these are seeking and offering support, as students with high depression or anxiety often turn to social media for social support [22]. The second type consists of messages that discuss one of 4 topics frequently discussed by students on Yik Yak, such as relationships and living on campus, to provide additional context to the messaging behaviors we analyzed in this study. We analyze these messaging behaviors and topics by determining which ones are most frequently discussed and which are the most popular (in terms of votes) and by finding correlations between different messaging behaviors and topics.

Our goal is to provide insights for school administrators, public health researchers, and health care professionals regarding the prevalence of messaging behaviors, such as bullying and social support, and knowledge of general topics discussed in the network. Specifically, the purpose of this study is to show that messaging behaviors that can have an impact on students’ health occur frequently on anonymous social networks, demonstrate how they are regarded by other students by analyzing their popularity, describe the prevalence and popularity of topics that are commonly discussed by college students, and explore the intercorrelations between these messaging behaviors and topics. Knowledge of these activities on anonymous social networks can inform interventions that promote healthy and prosocial behaviors among adolescents and young adults.

We also investigated the feasibility of automatic classification of messaging behaviors and topics in this study. This involved training 3 machine learning algorithms with several combinations of hyperparameters to determine the best combination for each messaging behavior and topic. We report the results of these models on test data to demonstrate their effectiveness. An accurate classification model can complement the insights provided by this study by providing administrators, researchers, and health care professionals with a tool to more easily find relevant messages.

Methods

Data

From April 6, 2016, to May 7, 2016, we collected anonymous conversations posted on the Yik Yak social network at 5 randomly selected universities located in each of the 4 most populous US states: California (CA); Florida (FL); New York (NY); and Texas (TX). To protect our analyses from the influence of a university with an exceptionally large number of messages, we calculated the number of messages from each university per capita with respect to the number of students enrolled at that university. We then flagged universities that had a number of messages per enrolled student more than 1.5 SDs above their state’s mean. This resulted in the removal of 1 university, the University of Texas at Dallas, leaving a total of 19 universities. Table 1 lists these universities, their status as either a public or a private university, their enrollment, and their ranking according to the 2017 Wall Street Journal/Times Higher Education College Rankings [23]. Enrollment and rankings are used as part of our analysis of the interplay between variables. For our analysis, we randomly selected 100 conversation threads from each of the universities (N=16,966 messages), with a mean of 892.95 (SD 128) messages per university. We analyzed the messages with respect to the type
of messaging behavior, content, and popularity of message type and content.

Table 1. Characteristics of universities included in the study.

<table>
<thead>
<tr>
<th>State and university</th>
<th>Public or private</th>
<th>Enrollment</th>
<th>Ranking</th>
</tr>
</thead>
<tbody>
<tr>
<td>CA^[a]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>California Polytechnic State University Public</td>
<td>19,226</td>
<td>221</td>
<td></td>
</tr>
<tr>
<td>CSU^[b] Chico Public</td>
<td>16,535</td>
<td>467</td>
<td></td>
</tr>
<tr>
<td>CSU Los Angeles Public</td>
<td>20,353</td>
<td>700</td>
<td></td>
</tr>
<tr>
<td>CSU San Bernardino Public</td>
<td>17,167</td>
<td>700</td>
<td></td>
</tr>
<tr>
<td>University of California, Irvine Public</td>
<td>25,001</td>
<td>153</td>
<td></td>
</tr>
<tr>
<td>FL^[c]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Florida International University Public</td>
<td>53,525</td>
<td>550</td>
<td></td>
</tr>
<tr>
<td>Florida State University Public</td>
<td>36,575</td>
<td>226</td>
<td></td>
</tr>
<tr>
<td>University of Central Florida Public</td>
<td>59,894</td>
<td>445</td>
<td></td>
</tr>
<tr>
<td>University of Florida Public</td>
<td>36,731</td>
<td>56</td>
<td></td>
</tr>
<tr>
<td>University of South Florida Public</td>
<td>35,035</td>
<td>396</td>
<td></td>
</tr>
<tr>
<td>NY^[d]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cornell University Private</td>
<td>14,706</td>
<td>9</td>
<td></td>
</tr>
<tr>
<td>CUNY^[e] Hunter College Public</td>
<td>20,582</td>
<td>350</td>
<td></td>
</tr>
<tr>
<td>CUNY John Jay College of Criminal Justice Public</td>
<td>15,845</td>
<td>700</td>
<td></td>
</tr>
<tr>
<td>SUNY^[f] Buffalo State Public</td>
<td>10,665</td>
<td>700</td>
<td></td>
</tr>
<tr>
<td>SUNY New Paltz</td>
<td>7756</td>
<td>423</td>
<td></td>
</tr>
<tr>
<td>TX^[g]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tarleton State University Public</td>
<td>11,008</td>
<td>800</td>
<td></td>
</tr>
<tr>
<td>Texas Tech University Public</td>
<td>29,342</td>
<td>550</td>
<td></td>
</tr>
<tr>
<td>University of Houston Public</td>
<td>36,128</td>
<td>388</td>
<td></td>
</tr>
<tr>
<td>University of Texas, Rio Grande Valley Public</td>
<td>27,560^[b]</td>
<td>N/A^[i]</td>
<td></td>
</tr>
</tbody>
</table>

^[a]CA: California.
^[b]CSU: California State University.
^[c]FL: Florida.
^[e]CUNY: City University of New York.
^[g]TX: Texas.
^[h]Fall 2016 enrollment for the University of Texas Rio Grande Valley [24].
^[i]N/A: not applicable.

Messaging Behaviors

Within the context of this study, we use the term *messaging behavior* to refer to the intent of a message, that is, what a user is trying to accomplish by posting a message. For each message, we determined if it displayed 1 of the 4 predefined messaging behaviors listed in Table 2. Among these is bullying, which we included in our analysis because of its effects on student health [7-9]. A message was considered to be bullying if it intended harm (ie, if the purpose of the message appeared to be to negatively impact the recipient’s mental health), was indicative of a power imbalance (eg, the message was racist or sexist), and if the sender repeatedly sent these messages [25]. We also included seeking help and offering support because of their relation to health and bullying—supportive environments can be seen as more healthy and possibly more likely to prevent or reduce bullying. Humor was included to better understand if users were intentionally bullied or trying to be humorous. A total of 2 undergraduate raters independently coded the selected messages for these 4 messaging behaviors; each message was assigned a messaging behavior only if both raters coded it as such.
Table 3 lists the range, SD, mean, and median for several characteristics of messages with the messaging behaviors defined in Table 2: message length, measured in both characters and words; the number of replies received by any message; the number of replies received by initial posts (i.e., the first message in a thread); the post time for messages posted between midnight and noon (AM); and the post time for messages posted between noon and midnight (PM).

Table 2. Definitions of messaging behaviors included in the study.

<table>
<thead>
<tr>
<th>Messaging behavior</th>
<th>Definition</th>
<th>Examples</th>
<th>Cohen kappa (number of agreements)</th>
</tr>
</thead>
</table>
| Seeking help       | Seeking social support (e.g., emotional support and help with problems) from other users | • “I like don’t know what to do with myself. Literally I have no one to talk to”  
• “What’s the easiest class to fill art requirement? I’m terrible at art” | 0.48 (90)                         |
| Offering support   | Giving social support to other users                                      | • “Hope everything gets resolved OP!”  
• “You’ve got this!”                      | 0.56 (86)                         |
| Bullying           | Intends harm, indicative of a power imbalance, and messages are repeatedly sent [25] | • “You people are disgusting”  
• “In the words of DJ Khaled ‘congratulations you played yourself’ it’s not hard to portray being a moron. It’s quite sad actually” | 0.00 (95)                         |
| Humor              | Intends to be funny without bullying                                      | • “I predict my day based on my morning poo”  
• “Why get thinner when you can get more dinner?” | 0.48 (87)                         |
Table 3. Characteristics of messages with each messaging behavior.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Range</th>
<th>Mean (SD)</th>
<th>Median</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Seeking help</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Message length</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Characters</td>
<td>11-204</td>
<td>74.10 (47.82)</td>
<td>61</td>
</tr>
<tr>
<td>Words</td>
<td>2-42</td>
<td>14.61 (9.60)</td>
<td>12</td>
</tr>
<tr>
<td><strong>Number of replies</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>All posts</td>
<td>0-50</td>
<td>4.14 (7.03)</td>
<td>2</td>
</tr>
<tr>
<td>Initial post</td>
<td>0-50</td>
<td>5.47 (7.61)</td>
<td>3</td>
</tr>
<tr>
<td><strong>Post time</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AM</td>
<td>12:01 AM-11:48 AM</td>
<td>3:38 (2:56)</td>
<td>2:43</td>
</tr>
<tr>
<td>PM</td>
<td>12:06 PM-11:57 PM</td>
<td>7:33 (3:13)</td>
<td>8:06</td>
</tr>
<tr>
<td><strong>Offering support</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Message length</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Characters</td>
<td>2-200</td>
<td>74.87 (58.39)</td>
<td>58</td>
</tr>
<tr>
<td>Words</td>
<td>1-43</td>
<td>14.39 (11.25)</td>
<td>11</td>
</tr>
<tr>
<td><strong>Number of replies</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>All posts</td>
<td>0-17</td>
<td>0.04 (0.66)</td>
<td>0</td>
</tr>
<tr>
<td>Initial post</td>
<td>0-17</td>
<td>4.57 (6.50)</td>
<td>1</td>
</tr>
<tr>
<td><strong>Post time</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AM</td>
<td>Midnight-11:57 AM</td>
<td>3:27 (2:43)</td>
<td>2:47</td>
</tr>
<tr>
<td>PM</td>
<td>Noon-11:59 PM</td>
<td>7:44 (3:01)</td>
<td>8:25</td>
</tr>
<tr>
<td><strong>Bullying</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Message length</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Characters</td>
<td>3-230</td>
<td>63.26 (49.64)</td>
<td>47</td>
</tr>
<tr>
<td>Words</td>
<td>1-40</td>
<td>11.92 (9.32)</td>
<td>9</td>
</tr>
<tr>
<td><strong>Number of replies</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>All posts</td>
<td>0-44</td>
<td>0.17 (2.42)</td>
<td>0</td>
</tr>
<tr>
<td>Initial post</td>
<td>0-44</td>
<td>4.07 (11.53)</td>
<td>1</td>
</tr>
<tr>
<td><strong>Post time</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AM</td>
<td>Midnight-11:58 AM</td>
<td>3:37 (2:32)</td>
<td>3:12</td>
</tr>
<tr>
<td>PM</td>
<td>12:10 PM-11:58 PM</td>
<td>8:38 (3:00)</td>
<td>9:43</td>
</tr>
<tr>
<td><strong>Humor</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Message length</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Characters</td>
<td>2-199</td>
<td>32.37 (43.96)</td>
<td>36</td>
</tr>
<tr>
<td>Words</td>
<td>1-41</td>
<td>6.37 (8.43)</td>
<td>7</td>
</tr>
<tr>
<td><strong>Number of replies</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>All posts</td>
<td>0-9</td>
<td>0.28 (1.02)</td>
<td>0</td>
</tr>
<tr>
<td>Initial post</td>
<td>0-9</td>
<td>1.83 (2.02)</td>
<td>1</td>
</tr>
<tr>
<td><strong>Post time</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AM</td>
<td>12:02 AM-11:58 AM</td>
<td>3:21 (2:49)</td>
<td>2:40</td>
</tr>
<tr>
<td>PM</td>
<td>12:09 PM-23:59 PM</td>
<td>7:17 (3:25)</td>
<td>8:09</td>
</tr>
</tbody>
</table>
**Message Topics**

We applied latent Dirichlet allocation (LDA) to the message corpus to identify themes within the message content. LDA is a common method for categorizing topics and themes [26]. Each topic, in turn, is probabilistically associated with various words. As topics are defined purely in statistical terms, the user chooses its semantic interpretation (i.e., its label) based on word probabilities for the topic.

Next, we sought to identify topics in which the LDA message classifications aligned most closely with human judgment. We did this with a subset of 1200 randomly selected messages to which the LDA assigned a topic with a probability greater than 0.7. For each of these messages, a team of 3 raters decided if the LDA topic assignment was correct (i.e., does the message discuss topic X). On the basis of these results, we selected the 4 topics with the highest classification accuracy: relationships and sex, college living, politics, and school and classes.

In the final step, 2 undergraduate raters independently applied the 4-topic classification scheme to 96 randomly selected messages. We found that their interrater agreement was high (Cohen kappa = 0.78), so all remaining messages were coded by 1 of the 2 raters. Table 4 lists Cohen kappa for each individual topic; it is undefined for politics because neither rater coded any of the 96 messages for that topic.

Table 5 lists the range, SD, mean, and median for several characteristics of messages with these topics.

<table>
<thead>
<tr>
<th>Table 4. Cohen kappa for each topic (n=96).</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Statistic</strong></td>
</tr>
<tr>
<td>----------------</td>
</tr>
<tr>
<td><strong>Cohen kappa</strong></td>
</tr>
<tr>
<td>Number of agreements</td>
</tr>
<tr>
<td>Characteristic</td>
</tr>
<tr>
<td>--------------------------------</td>
</tr>
<tr>
<td><strong>Relationships and sex</strong></td>
</tr>
<tr>
<td><strong>Message length</strong></td>
</tr>
<tr>
<td>Characters</td>
</tr>
<tr>
<td>Words</td>
</tr>
<tr>
<td><strong>Number of replies</strong></td>
</tr>
<tr>
<td>All posts</td>
</tr>
<tr>
<td>Initial post</td>
</tr>
<tr>
<td><strong>Post time</strong></td>
</tr>
<tr>
<td>AM</td>
</tr>
<tr>
<td>PM</td>
</tr>
<tr>
<td><strong>College living</strong></td>
</tr>
<tr>
<td><strong>Message length</strong></td>
</tr>
<tr>
<td>Characters</td>
</tr>
<tr>
<td>Words</td>
</tr>
<tr>
<td><strong>Number of replies</strong></td>
</tr>
<tr>
<td>All posts</td>
</tr>
<tr>
<td>Initial post</td>
</tr>
<tr>
<td><strong>Post time</strong></td>
</tr>
<tr>
<td>AM</td>
</tr>
<tr>
<td>PM</td>
</tr>
<tr>
<td><strong>Politics</strong></td>
</tr>
<tr>
<td><strong>Message length</strong></td>
</tr>
<tr>
<td>Characters</td>
</tr>
<tr>
<td>Words</td>
</tr>
<tr>
<td><strong>Number of replies</strong></td>
</tr>
<tr>
<td>All posts</td>
</tr>
<tr>
<td>Initial post</td>
</tr>
<tr>
<td><strong>Post time</strong></td>
</tr>
<tr>
<td>AM</td>
</tr>
<tr>
<td>PM</td>
</tr>
<tr>
<td><strong>School and classes</strong></td>
</tr>
<tr>
<td><strong>Message length</strong></td>
</tr>
<tr>
<td>Characters</td>
</tr>
<tr>
<td>Words</td>
</tr>
<tr>
<td><strong>Number of replies</strong></td>
</tr>
<tr>
<td>All posts</td>
</tr>
<tr>
<td>Initial post</td>
</tr>
<tr>
<td><strong>Post time</strong></td>
</tr>
<tr>
<td>AM</td>
</tr>
<tr>
<td>PM</td>
</tr>
</tbody>
</table>
Analysis

Our analysis consisted of 3 parts: frequency of messaging behaviors and topics, popularity of messaging behaviors and topics, and interplay between variables. In the first 2 parts, we used messages that raters uniquely assigned to 1 or none of the 4 predefined messaging behaviors to assess the frequency and popularity of messaging behaviors. Similarly, we used messages that raters uniquely assigned to 1 or none of the 4 LDA-derived topics to assess the frequency and popularity of messaging behaviors. In all statistical analyses, the significance criterion was alpha=.05.

In our analysis of the relative frequencies of messaging behaviors and topics on Yik Yak, Bonferroni-corrected Fisher exact tests determined if differences in the frequencies of these messaging behaviors or topics across states were statistically significant. If we found that the differences for a messaging behavior or topic were significant, we followed this up with Bonferroni-corrected Fisher exact tests for pairwise comparisons between states of the frequency of that messaging behavior or topic.

We determined the popularity of a message by the aggregate score of +1 votes (upvotes) and −1 votes (downvotes) assigned by Yik Yak users before data collection. Notably, if a message on Yik Yak reaches a sum score of −5, it is automatically deleted from the social network. Thus, the lowest possible popularity score for a message in our dataset was −4. To protect our analyses from the influence of a few massively popular messages, we flagged messages with a score greater than 2.5 SDs above the grand mean. We then submitted the individual message scores to state × messaging behavior and state × topic analysis of variance (ANOVA), followed up by Tukey range test to further investigate any significant main effects of each ANOVA.

The third part of our analysis examined the relationship between the frequency of prosocial messages in which users sought help or offered support, the frequency of bullying messages, the popularity of these messaging behaviors, and the frequency of topics. We carried out an analysis at the university level. For each university, we calculated mean messaging behavior frequencies, the corresponding mean popularity scores, and mean topic frequencies. We measured correlations between these variables together with 2 additional variables—the number of students enrolled and school ranking.

Classification

We conducted a series of experiments with 3 text classification algorithms on the messaging behaviors and topics in this study. The first 2 are random forest [27] and linear support vector machine (SVM) [28] classifiers with term frequency-inverse document frequency (TF-IDF) vectors [29], and the third is a convolutional neural network (CNN) text classifier [30] with global vectors for word representation (GloVe) [31].

In each experiment, we selected 1 messaging behavior or topic and regarded each message in the dataset as a tuple \((t, c)\), where \(t\) is the message text concatenated with tokens for the university and state the message is from, and \(c\) is a class label positive (the selected messaging behavior or topic is present in the message) or negative (the messaging behavior or topic is not present). We randomly selected 10.00% (1697/16,966) of the dataset to be used as the test dataset. With the remaining training dataset, we used 5-fold cross-validation and measured the balanced accuracy [32] of each classifier to determine the best combination of classifier hyperparameters, which are then used with the full training dataset to build the final classifier model.

Table 6 lists the hyperparameters and their respective values evaluated by our experiments for each classifier. For all classifiers, we preprocess the data by removing stop words and lemmatizing the remaining words with the natural language toolkit [33]. For the random forest and SVM classifiers, we add balanced class weights as defined by Scikit-learn [34]. The TF-IDF vectors are also built from the implementation in Scikit-learn [34]. The remaining hyperparameters are set to their default values, as defined by the implementations of these classifiers in Scikit-learn [34]. For the CNN classifier, we perform upsampling such that the positive messages in the training data are as frequent as the negative messages and use 100-dimension GloVe vectors pretrained on Twitter data. All other CNN hyperparameters are set to their default values as defined in the code by Ng [35].
Table 6. Classifier hyperparameter values evaluated in our experiments.

<table>
<thead>
<tr>
<th>Classifier and hyperparameter</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Random forest</strong></td>
<td></td>
</tr>
<tr>
<td>Maximum tree depth</td>
<td>2, 4, 8, 16, 32, 64</td>
</tr>
<tr>
<td>Number of trees</td>
<td>10, 100, 1000</td>
</tr>
<tr>
<td><strong>SVM</strong></td>
<td></td>
</tr>
<tr>
<td>C</td>
<td>0.001, 0.01, 0.1, 1, 10</td>
</tr>
<tr>
<td>Loss function</td>
<td>Hinge, squared hinge</td>
</tr>
<tr>
<td><strong>CNN</strong></td>
<td></td>
</tr>
<tr>
<td>Filter window sizes</td>
<td>(2, 3, 4), (3, 4, 5), (4, 5, 6)</td>
</tr>
<tr>
<td>Feature maps per filter window size</td>
<td>100, 200, 300, 400, 500, 600</td>
</tr>
</tbody>
</table>

aSVM: support vector machine.
bC: SVM regularization parameter.
cCNN: convolutional neural network.

Results

Frequency of Messaging Behaviors

A total of 11.91% (2021/16,966) of the messages were focused on 1 of the 4 predefined messaging behavior categories: seeking help, offering support, humor, and bullying. Table 7 lists the frequencies of these messaging behaviors by state. We found significant differences in the relative frequency of messages offering support ($P < .001$) and bullying messages ($P < .001$). We found no significant geographic differences for messages seeking help ($P = .20$) or for humorous messages ($P = .40$). Using separate Fisher exact tests, we found that the 2 states with the lowest rates of bullying, CA and FL, differed significantly from the states with the highest rates, NY and TX ($P < .001$ for CA vs TX and FL vs TX, $P = .001$ for CA vs NY, $P = .003$ for FL vs NY).

Table 7. Frequency of messaging behaviors by state.

<table>
<thead>
<tr>
<th>Messaging behavior</th>
<th>CA ($N=4496$), n (%)</th>
<th>FL ($N=4694$), n (%)</th>
<th>NY ($N=4273$), n (%)</th>
<th>TX ($N=3503$), n (%)</th>
<th>Total ($N=16,966$), n (%)</th>
<th>Bonferroni-corrected Fisher exact $P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Seeking help</td>
<td>70 (1.56)</td>
<td>94 (2.00)</td>
<td>65 (1.52)</td>
<td>70 (2.00)</td>
<td>299 (1.76)</td>
<td>.20</td>
</tr>
<tr>
<td>Offering support</td>
<td>183 (4.07)</td>
<td>381 (8.12)</td>
<td>234 (5.48)</td>
<td>88 (2.51)</td>
<td>886 (5.22)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Bullying</td>
<td>61 (1.36)</td>
<td>68 (1.45)</td>
<td>98 (2.29)</td>
<td>93 (2.65)</td>
<td>320 (1.96)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Humor</td>
<td>140 (3.11)</td>
<td>134 (2.85)</td>
<td>144 (3.37)</td>
<td>98 (2.80)</td>
<td>516 (3.15)</td>
<td>.40</td>
</tr>
</tbody>
</table>

aCA: California.
bFL: Florida.
dTX: Texas.

We also evaluated a sample of messages that were not assigned any of the 4 predefined messaging behavior categories to better understand the nature of messaging behavior outside of these categories. This sample consisted of 100 messages that were the first messages in their respective conversation threads. We found that the majority of these messages (68/100) were commentary, for example, anticipation of future events (“Can’t wait for summer!!! #summer16”), reactions to personal experiences (“I hate when people tell me to put on headphones.”), and observations (“So many economics majors on yikyak nowadays”). Other messages (16/100) asked questions that did not seek social support, for example, soliciting opinions (“Do you think all pedophiles should be executed or do you think they deserve a 2nd chance and then should be executed if they relapse?”) and polling (“Quick poll. What’s your ethnicity?”). Further messages (12/100) sought people to meet with or talk to for purposes other than social support, for example, for dating (“Any cute girls in the dorms? Drop your snapchat names”) or classes (“Anyone in geology 210 on M for 4:00-5:50?”).

The remaining messages in the sample (4/100) lacked sufficient context to judge their messaging behavior. Although these broadly defined messaging behaviors are not directly related to this study and, thus, not subjected to further analysis, this sample of posts shows that future work focusing on the commentary present on an anonymous social network would likely have substantial coverage of the message content of that network.

Frequency of Topics

Using only messages with 1 or none of the 4 LDA-derived topics (relationships and sex, college living, politics, and school and classes), we excluded 0.69% (117/16,966) of the messages from
the frequency analysis. A total of 26.33% (4437/16,849) of the remaining messages dealt with either relationships and sex (2516/16,849, 14.93%), college living (644/16,849, 3.82%), politics (607/16,849, 3.60%), or school and classes (670/16,849, 3.98%). In Table 8, we break these numbers down further by state. Using separate Fisher exact tests, we found significant regional differences for each topic. NY had the fewest relationship messages and differed significantly from CA (P<.001) and TX (P=.048).

Table 8. Frequency of topics by state.

<table>
<thead>
<tr>
<th>Topics</th>
<th>CA (N=4443), n (%)</th>
<th>FL (N=4668), n (%)</th>
<th>NY (N=4253), n (%)</th>
<th>TX (N=3485), n (%)</th>
<th>Total (N=16,849), n (%)</th>
<th>Bonferroni-corrected Fisher exact P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Relationships and sex</td>
<td>730 (16.43)</td>
<td>689 (14.76)</td>
<td>532 (13.21)</td>
<td>535 (15.35)</td>
<td>2516 (14.93)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>College living</td>
<td>224 (5.04)</td>
<td>83 (1.78)</td>
<td>157 (3.69)</td>
<td>180 (5.16)</td>
<td>644 (3.82)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Politics</td>
<td>133 (2.99)</td>
<td>122 (2.61)</td>
<td>317 (7.45)</td>
<td>35 (1.00)</td>
<td>607 (3.60)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>School and classes</td>
<td>208 (4.68)</td>
<td>114 (2.44)</td>
<td>150 (3.53)</td>
<td>198 (5.68)</td>
<td>670 (3.98)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

We followed up on these significant effects with Bonferroni-corrected Fisher exact tests for all pairwise comparisons between states for each topic. We found significant differences in the number of college living messages between all states (P<.001), except for CA and TX, the 2 states with the most college living messages (P=.76). Finally, we found significant differences in the frequency of school-related messages between states (P<.001); CA and TX, where school was discussed the most, had the least significant difference (P=.04).

Popularity of Messaging Behaviors

In this and the following section, we report findings on the popularity of the different messaging behaviors and topics, based on the aggregate of +1 votes (upvotes) and −1 votes (downvotes) each message elicited from Yik Yak users. We identified 1.80% (305/16,966) of the messages as popularity outliers and excluded these from further analysis.

Table 9 displays the mean popularity scores for the 4 messaging behaviors (seeking help, offering support, bullying, and humor) at the state level (CA, FL, NY, and TX). We submitted the individual message scores to a state × messaging behavior ANOVA. Both main effects were significant: $F_{3,1940}=5.11$, mean square error (MSE)=4.1, and $P=.002$ for state and $F_{3,1940}=25.85$, MSE=4.1, and $P<.001$ for messaging behavior. The interaction between the 2 factors was not significant ($F_{9,1940}=0.94$; MSE=4.1; $P=.49$).

We used Tukey range test to determine which state exhibited significantly different mean popularity scores. This analysis revealed that, on average, Yik Yak messages received lower popularity scores in TX than in FL (P=.03) and NY (P<.001). Additionally, Tukey test showed that bullying messages were the least popular and scored significantly higher than the other 3 message types (all $P<.001$).

Popularity of Topics

Table 10 summarizes the mean popularity scores of messages that discussed 1 of the 4 topics identified through LDA: relationships and sex, college living, politics, or school and classes. A state (CA, FL, NY, and TX) × topic ANOVA revealed main effects of $F_{3,4293}=11.23$, MSE=4.9, and $P<.001$ for state
and $F_{3,4293}=7.32$, MSE=4.9, and $P<.001$ for the topic as well as a significant state-by-topic interaction of $F_{9,4293}=2.52$, MSE=4.9, and $P=.007$. We carried out Tukey test to further investigate the significant main effects. We found that TX, the state with the lowest popularity scores overall, differed significantly from CA ($P<.001$), FL ($P=.03$), and NY ($P<.001$). Regarding the popularity of topics, school and classes was a significantly less popular topic than relationships and sex ($P=.002$), college living ($P=.002$), and politics ($P=.001$).

### Table 10. Popularity of topics by state.

<table>
<thead>
<tr>
<th>Topic</th>
<th>CA</th>
<th>FL</th>
<th>NY</th>
<th>TX</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean (SE)</td>
<td>n</td>
<td>Mean (SE)</td>
<td>n</td>
<td>Mean (SE)</td>
</tr>
<tr>
<td>Relationships and sex</td>
<td>1.56 (0.09)</td>
<td>700</td>
<td>1.03 (0.08)</td>
<td>678</td>
<td>1.16 (0.10)</td>
</tr>
<tr>
<td>College living</td>
<td>1.31 (0.15)</td>
<td>209</td>
<td>1.56 (0.26)</td>
<td>78</td>
<td>1.70 (0.23)</td>
</tr>
<tr>
<td>Politics</td>
<td>1.17 (0.21)</td>
<td>129</td>
<td>1.46 (0.24)</td>
<td>119</td>
<td>1.34 (0.14)</td>
</tr>
<tr>
<td>School and classes</td>
<td>0.84 (0.12)</td>
<td>197</td>
<td>1.09 (0.20)</td>
<td>114</td>
<td>1.08 (0.18)</td>
</tr>
</tbody>
</table>

- CA: California.
- FL: Florida.
- TX: Texas.

Mean: Mean message popularity scores are based on the aggregate number of upvotes (+1) and downvotes (−1) per message.

The significant state-by-topic interaction indicates that states differ with respect to the relative popularity of topics. To identify patterns of topic popularity within each state, we conducted ANOVAs with topic as a single factor, separately for each state. These ANOVAs yielded a significant effect of topic for CA ($F_{3,1231}=5.36$; MSE=5.39; $P=.001$) and TX ($F_{3,928}=5.84$; MSE=3.17; $P<.001$) but not for FL ($F_{3,985}=2.41$; MSE=4.91; $P=.07$) or NY ($F_{3, 1149}=2.34$; MSE=5.7; $P=.07$). We followed up on the significant effects for CA and TX using Tukey test. In CA, school and classes were a less popular topic than relationships and sex ($P<.001$). In TX, messages about school and classes were less popular than messages about relationships ($P=.002$) and politics ($P<.009$).

### Interplay Between Variables

We summarize the intercorrelations between the frequency of prosocial messages in which users sought help or offered support, the frequency of bullying messages, the popularity of these messaging behaviors, the frequency of topics, and school enrollment and ranking in Table 11. These correlations are based on 19 schools, except for correlations involving the variable ranking, for which $n=18$.

We found that schools with a greater frequency of help-seeking messages also exhibited a greater frequency of messages offering support ($P=.04$). Campuses where students posted less about relationships and sex sent more messages offering support ($P=.002$). Moreover, messages offering support were more frequent at higher-ranking schools ($P=.006$). Bullying occurred more often on campuses where users posted more about politics ($P=.048$) and where messages seeking help were popular ($P=.02$). Messages offering support were more popular at campuses where students posted more about classes ($P=.04$). Finally, we found that the frequency of messages about college living was positively related to the frequency of messages about classes ($P=.04$) but negatively related to the number of enrolled students ($P=.05$). The remaining correlations in Table 9 were not statistically significant.
Table 11. Intercorrelations at the school level.

<table>
<thead>
<tr>
<th>Variable</th>
<th>SH</th>
<th>OS</th>
<th>BU</th>
<th>PH</th>
<th>PS</th>
<th>PB</th>
<th>RS</th>
<th>CL</th>
<th>PO</th>
<th>SC</th>
<th>EN</th>
<th>RA</th>
</tr>
</thead>
<tbody>
<tr>
<td>SH</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>OS</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BU</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PH</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PS</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RS</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CL</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PO</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SC</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>EN</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RA</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Variable</th>
<th>SH</th>
<th>OS</th>
<th>BU</th>
<th>PH</th>
<th>PS</th>
<th>PB</th>
<th>RS</th>
<th>CL</th>
<th>PO</th>
<th>SC</th>
<th>EN</th>
<th>RA</th>
</tr>
</thead>
<tbody>
<tr>
<td>SH</td>
<td>_m</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>OS</td>
<td>_n</td>
<td>_m</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BU</td>
<td>_n</td>
<td>_n</td>
<td>_m</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PH</td>
<td>_n</td>
<td>_n</td>
<td>_n</td>
<td>_m</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PS</td>
<td>_n</td>
<td>_n</td>
<td>_n</td>
<td>_n</td>
<td>_m</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PB</td>
<td>_n</td>
<td>_n</td>
<td>_n</td>
<td>_n</td>
<td>_n</td>
<td>_n</td>
<td>_m</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RS</td>
<td>_n</td>
<td>_n</td>
<td>_n</td>
<td>_n</td>
<td>_n</td>
<td>_n</td>
<td>_n</td>
<td>_m</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CL</td>
<td>_n</td>
<td>_n</td>
<td>_n</td>
<td>_n</td>
<td>_n</td>
<td>_n</td>
<td>_n</td>
<td>_m</td>
<td>_n</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PO</td>
<td>_n</td>
<td>_n</td>
<td>_n</td>
<td>_n</td>
<td>_n</td>
<td>_n</td>
<td>_n</td>
<td>_m</td>
<td>_n</td>
<td>_n</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SC</td>
<td>_n</td>
<td>_n</td>
<td>_n</td>
<td>_n</td>
<td>_n</td>
<td>_n</td>
<td>_n</td>
<td>_m</td>
<td>_n</td>
<td>_n</td>
<td>_n</td>
<td></td>
</tr>
<tr>
<td>EN</td>
<td>_n</td>
<td>_n</td>
<td>_n</td>
<td>_n</td>
<td>_n</td>
<td>_n</td>
<td>_n</td>
<td>_m</td>
<td>_n</td>
<td>_n</td>
<td>_n</td>
<td>_n</td>
</tr>
<tr>
<td>RA</td>
<td>_n</td>
<td>_n</td>
<td>_n</td>
<td>_n</td>
<td>_n</td>
<td>_n</td>
<td>_n</td>
<td>_m</td>
<td>_n</td>
<td>_n</td>
<td>_n</td>
<td>_n</td>
</tr>
</tbody>
</table>

*aSH: seeking help.
*bOS: offering support.
*cBU: bullying.
*dPH: popularity of seeking help.
*ePS: popularity of offering support.
*fPB: popularity of bullying.
*gRS: relationships and sex.
*hCL: college living.
*iPO: politics.
*jSC: school and classes.
*kEN: enrollment.
*lRA: ranking.

nCells along the diagonal represent the same variable in both row and column, thus no correlation is reported.

Classification Results
Tables 12 and 13 summarize the results of our trained classifiers on the test data. As accuracy can be misleadingly high for imbalanced datasets, we also report balanced accuracy. Using this metric, we see that SVM has the best performance on 5 messaging behaviors and topics (offering support, bullying, relationships and sex, politics, and school and classes), with a balanced accuracy of over 0.75 on all but the humor dataset and an average balanced accuracy of 0.7827. CNN was the second-best performer, with the best performance on humor and college living and an average balanced accuracy of 0.7645.
Table 12. Messaging behavior classification results.

<table>
<thead>
<tr>
<th>Metric and classifier</th>
<th>Seeking help</th>
<th>Offering support</th>
<th>Bullying</th>
<th>Humor</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Accuracy</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Random forest</td>
<td>0.9269(^a)</td>
<td>0.8120</td>
<td>0.9299</td>
<td>0.6417</td>
</tr>
<tr>
<td>SVM(^b)</td>
<td>0.6771</td>
<td>0.7501</td>
<td>0.9240</td>
<td>0.8385</td>
</tr>
<tr>
<td>CNN(^c)</td>
<td>0.9098</td>
<td>0.6618</td>
<td>0.9146</td>
<td>0.7195</td>
</tr>
<tr>
<td><strong>Balanced accuracy</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Random forest</td>
<td>0.8575</td>
<td>0.7151</td>
<td>0.6763</td>
<td>0.6392</td>
</tr>
<tr>
<td>SVM</td>
<td>0.8007</td>
<td>0.7514</td>
<td>0.7750</td>
<td>0.6543</td>
</tr>
<tr>
<td>CNN</td>
<td>0.6557</td>
<td>0.7313</td>
<td>0.7702</td>
<td>0.6942</td>
</tr>
</tbody>
</table>

\(^a\)The highest accuracy and balanced accuracy achieved for each messaging behavior are italicized for emphasis.

\(^b\)SVM: support vector machine.

\(^c\)CNN: convolutional neural network.

Table 13. Topic classification results.

<table>
<thead>
<tr>
<th>Metric and classifier</th>
<th>Relationships and sex</th>
<th>College living</th>
<th>Politics</th>
<th>School and classes</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Accuracy</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Random forest</td>
<td>0.8209</td>
<td>0.9028(^a)</td>
<td>0.8704</td>
<td>0.9387</td>
</tr>
<tr>
<td>SVM(^b)</td>
<td>0.8521</td>
<td>0.8981</td>
<td>0.9405</td>
<td>0.9499</td>
</tr>
<tr>
<td>CNN(^c)</td>
<td>0.7943</td>
<td>0.8533</td>
<td>0.9399</td>
<td>0.9010</td>
</tr>
<tr>
<td><strong>Balanced accuracy</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Random forest</td>
<td>0.7380</td>
<td>0.7323</td>
<td>0.7775</td>
<td>0.7899</td>
</tr>
<tr>
<td>SVM</td>
<td>0.8145</td>
<td>0.7842</td>
<td>0.8605</td>
<td>0.8212</td>
</tr>
<tr>
<td>CNN</td>
<td>0.7902</td>
<td>0.8075</td>
<td>0.8524</td>
<td>0.8147</td>
</tr>
</tbody>
</table>

\(^a\)The highest accuracy and balanced accuracy achieved for each topic are italicized for emphasis.

\(^b\)SVM: support vector machine.

\(^c\)CNN: convolutional neural network.

**Discussion**

**Principal Findings**

Owing to the growing popularity of social media across all segments of society, researchers have a plethora of data sources from which they can derive new insights about people’s social and health-related attitudes, behaviors, and beliefs. The ability to observe social media users in near real time holds particular promise in the domain of public health and health care, where rapid detection of health-relevant events and timely intervention are essential. This study aimed to explore the prevalence of information pertaining to college students’ health and well-being contained in their conversations on an anonymous social network. To this end, we analyzed the frequency and popularity of prosocial messages and bullying messages as well as the frequency and popularity of topics discussed on the web.

In our dataset, prosocial messages (seeking help, offering support, and humor) appeared more frequently than bullying messages (1735/16,966, 10.23% vs 332/16,966, 1.96%), and there were significant regional differences in the frequency of messages associated with support or bullying. Notably, Yik Yak users attending TX colleges sent the fewest supportive messages and the most bullying messages. We should interpret this finding with caution in light of the relatively small number of messages and universities considered for our study. Nevertheless, this finding highlights a potentially problematic pattern of social media use among college students that future research may link to adverse health outcomes. Unsurprisingly, bullying messages were the least popular, and humorous messages were the most popular among Yik Yak users, independent of the state in which they lived.

To identify the topics of Yik Yak messages, we relied on statistical modeling as an alternative to the subjective classification scheme recently used by Black et al [18]. A subsequent analysis of topic prevalence revealed that relationships and sex was the most frequently discussed topic among college students. School and classes turned out to be the least popular topic, as measured by the number of upvotes and downvotes a message received. From an intervention point of view, regional differences in topic frequency and popularity matter because they offer campus representatives and health
professionals clues on how to best engage a student population, both on the web and offline. Although the relative popularity of topics was similar across states, we found greater regional variation in the relative frequency of topics. For example, 7.44% (318/4273) of Yik Yak messages in the state of NY discussed politics compared with only 1.00% (35/3503) in TX, and college living was addressed in 5.60% (252/4496) of messages in CA but in only 2.28% (107/4694) of messages in FL.

With our final correlational analysis, we wanted to learn more about factors that promote prosocial web-based behaviors and prevent cyberbullying at US colleges. Several findings are worth noting. At schools where students often sought help through messages, messages offering support were also more frequent. We speculate that students may offer support in response to requests for help, but the reverse relationship is also conceivable: at schools where support is offered frequently, students may feel encouraged to ask for help. A higher prevalence of supportive messages also appears to be a characteristic of higher-ranking universities. Although the Wall Street Journal/Times Higher Education’s college rankings [23] do not take into account social support between students, some hidden factors that lead to a higher prevalence of social support may have also been indirectly captured by their methodology. Our observation of a positive relationship between the popularity of messages offering support and the frequency of the school and classes topic may be explained by a positive response, in the form of upvotes, to support offered to students expressing frustrations with coursework and exams. It is more difficult to interpret why messages of support were sent more often at schools where relationships and sex were discussed less frequently. This requires further investigation.

Two results speak directly to the frequency of cyberbullying on college campuses. First, there was a positive relationship between bullying and the popularity of messages seeking help. One interpretation for this finding is that students react prosocially to a higher prevalence of bullying by encouraging help-seeking behavior, although they did not appear to actually offer more support (the correlation between the frequency of supporting and bullying messages was negative and not significant). An alternative hypothesis is that certain prosocial messaging behaviors can trigger cyberbullying. Additionally, students at schools with a higher incidence of bullying frequently discussed politics. This result is unsurprising given the often-heated nature of political discussions.

Of the results regarding the frequency of messages about college living, the positive relationship with the frequency of messages about classes is understandable, given that these 2 topics reflect much of the college experience. However, messages about college living are less frequent at schools with lower enrollment rates. One possible explanation may be that smaller schools have less on-campus housing relative to the number of students, but further study is necessary to make this determination.

Our text classification experiments demonstrate the feasibility of automatic classification of the messaging behaviors and topics in this study. The balanced accuracy of the SVM classifier on the test data was reasonably high for most messaging behaviors and topics. Its worst performance was with the humor dataset, which also had the lowest balanced accuracy with the random forest classifier and the second lowest balanced accuracy with the CNN classifier. This may be because of the complexity of humor—forms of humor such as innuendo, sarcasm, and satire may be difficult for a machine learning algorithm to identify.

Conclusions

This study has strong implications for education, public health, and broader fields of health care. Educators could use similar methods to find topics that may be engaging to students on campus. In particular, campus administrators and health service units could identify topic areas where students could engage in a campus-wide dialogue. This could also be helpful for public health professionals because it would provide insight into campus conversations that lead to bullying or hostility. Educators and clinicians could work together to foster a healthier dialogue around the subject and encourage a campus culture of reaching out to fellow students to offer support. In addition to gaining insights into conversations on college campuses, this study represents a first step in guiding research focused on anonymous social networks. The results of this study can help promote the labeling and mining of social data to help students, parents, administrators, and health care workers identify cyberbullying and design interventions to stop it.

This type of work naturally presents opportunities for computer scientists working in health services as well. Mining data from anonymous social networks can extend beyond the college campus and to the public. Computer scientists can design tools to mine and categorize public social data and help create an even farther-reaching monitoring system for educators and public health professionals [36].

The major limitations of this study include the small number of colleges and universities considered, the lack of ability to generalize as Yik Yak has closed down since this study was conducted, the modest number of Yik Yak messages per school, and the relatively small number of classifier hyperparameters evaluated. We, therefore, caution against generalizing our findings until they can be replicated with larger samples and on other anonymous social networks. The main intention of this study was to understand students’ web-based behaviors and interests from their messages on an anonymous social network and, more specifically, to garner initial insight into conditions affecting prosocial and antisocial uses of social media that could be integrated into health services. We believe that the findings reported here can be a stepping stone to further research on this topic as well as differences in health behaviors and risks communicated on anonymous social networks vs nonanonymous social networks.
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Abstract

Background: With the rapid development of online health communities, increasing numbers of patients and families are seeking health information on the internet.

Objective: This study aimed to discuss how to fully reveal the health information needs expressed by patients with hypertension in their questions in a web-based environment and how to use the internet to help patients with hypertension receive personalized health education.

Methods: This study randomly selected 1000 text records from the question data of patients with hypertension from 2008 to 2018 collected from Good Doctor Online and constructed a classification system through literature research and content analysis. This paper identified the background characteristics and questioning intention of each patient with hypertension based on the patient’s question and used co-occurrence network analysis and the k-means clustering method to explore the features of the health information needs of patients with hypertension.

Results: The classification system for the health information needs of patients with hypertension included the following nine dimensions: drugs (355 names), symptoms and signs (395 names), tests and examinations (545 names), demographic data (526 kinds), diseases (80 names), risk factors (37 names), emotions (43 kinds), lifestyles (6 kinds), and questions (49 kinds). There were several characteristics of the explored web-based health information needs of patients with hypertension. First, more than 49% of patients described features, such as drugs, symptoms and signs, tests and examinations, demographic data, and diseases. Second, patients with hypertension were most concerned about treatment (778/1000, 77.80%), followed by diagnosis (323/1000, 32.30%). Third, 65.80% (658/1000) of patients asked physicians several questions at the same time. Moreover, 28.30% (283/1000) of patients were very concerned about how to adjust the medication, and they asked other treatment-related questions at the same time, including drug side effects, whether to take the drugs, how to treat the disease, etc. Furthermore, 17.60% (176/1000) of patients consulted physicians about the causes of clinical findings, including the relationship between the clinical findings and a disease, the treatment of a disease, and medications and examinations. Fourth, by k-means clustering, the questioning intentions of patients with hypertension were classified into the following seven categories: “how to adjust medication,” “what to do,” “how to treat,” “phenomenon explanation,” “test and examination,” “disease diagnosis,” and “disease prognosis.”
Conclusions: In a web-based environment, the health information needs expressed by Chinese patients with hypertension to physicians are common and distinct, that is, patients with different background features ask relatively common questions to physicians. The classification system constructed in this study can provide guidance to health information service providers for the construction of web-based health resources, as well as guidance for patient education, which could help solve the problem of information asymmetry in communication between physicians and patients.

(J Med Internet Res 2020;22(5):e17349) doi:10.2196/17349

KEYWORDS
online health community; health information needs; patients with hypertension; physician-patient communication

Introduction

Background
Hypertension is currently the most common chronic disease and is a major risk factor for the morbidity and mortality of stroke and coronary heart disease in China [1]. According to statistics, the hypertension prevalence in Chinese residents aged 18 years or over is 27.9%, the hypertension awareness rate is 51.6%, and the hypertension control rate is 16.8% [2]. However, the hypertension control rate in the United States is close to 50% [3]. We urgently need to adopt measures to improve public awareness and health management of hypertension. An online health community is a health and medical online community of the internet plus medical care model, providing users with better knowledge services in the form of a community [4]. According to a research report, by the end of December 2018, the number of internet users in China had reached 820 million [5], and more than 190 million users had access to medical health information on the internet [6]. An online health community allows users to avoid long waits when seeking health information services, especially those with hypertension who need long-term self-health management at home. The health literacy of patients with hypertension in China is generally low. Owing to the small number of family physicians in the community and the low enthusiasm for signing contracts, the family physician policy has not been effectively promoted throughout the country [7]. After discharge, patients with hypertension cannot be guided or supervised by physicians to help manage the disease properly. When there are issues that may affect compliance, some patients will seek information or help on the internet. Wicks et al [8] showed that an online health community can help users benefit from managing their own disease symptoms, treating side effects, finding fellow patients, and asking for medication advice. We hope that information resource providers will effectively organize and recommend relevant information according to the information needs of each patient with hypertension. In the long term, this will help patients with hypertension reduce information asymmetry with physicians by personalized health education and improve their compliance. The research perspective of this study was to reflect the features of the information needs of patients with hypertension or their families in an internet-based environment according to the textual information disclosed by patients in an online health community when consulting with physicians.

Related Studies
At present, many studies have been carried out on the health information needs of internet users in China and other countries. The investigators mainly used questionnaires [9-11], in-depth interviews [12], and content analysis methods [13,14] to study the types of health information needs of specific populations. The study populations included elderly individuals [9], college students [15], pregnant and parturient women [16], and other populations, and the health problems involved were diabetes [17], hypertension [18], cancer [19], depression [20], and others. Related studies have shown that different populations have different web-based health information needs, which change with the course of the disease [10,12,21]. Patients with different cancers have high needs for information on the likelihood of cure, survival, treatment side effects, and risk [19]. In recent years, with the rapid development of natural language processing research and machine learning algorithms, methods based on topic recognition and text mining have been gradually applied to the analysis of web-based health information needs. Compared with the questionnaire survey method, the web text mining method can fully consider a patient’s expression and idioms from a user’s perspective. The obtained demand characteristics are more in line with the user’s real information needs [22]. Chen used the k-means method to conduct clustering analysis on the text of three online health communities and found that different communities had different hot topics, as well as the same topics, such as patient experience, treatment, drugs, and body management [23]. Lv used the expectation maximization clustering method to perform topic analysis, member role analysis, and sentiment analysis on the MedHelp website and finally defined seven hot topics, including detailed personal introduction, emotional support, symptoms, examinations, complications, medication, and treatment [24]. Patrick et al [25] used a public dataset to predict the intent of the questioner and extracted patients’ opinions, emotions, countermeasures, and social support topics from the data of patients with cancer and mental illness. Zhang [26] suggested that the background information of users, such as health status and age at the time of asking questions, should be considered in research on patient information needs. Owing to the professionalism and complexity of medical language and the issues of web users’ descriptions, such as miswriting and colloquial words, it is difficult to manage user-generated content, and the machine learning algorithm model that it relies on needs to be trained and validated in an annotated corpus [27,28]. However, a Chinese corpus for patient consultation after current annotation is still lacking.

There are already some studies on the classification of health questions. However, these studies focused on information needs for health care professionals [26,28,29]. Guo et al [30,31]
constructed a Chinese health question classification corpus to study topics on the information needs of patients with hypertension, but these studies did not fully consider the background information of patients with hypertension, such as disease history, symptoms and signs, medication, gender, and age. As a result, they failed to reflect the features of the health information needs of more sophisticated patients with hypertension.

In summary, with the text information actually published in an online community as the research object, the obtained data can better reflect the real situation of the health information needs expressed by patients with hypertension during online consultations. However, nonmanual annotation methods, such as latent Dirichlet allocation (LDA) topic recognition, still have some deficiencies in Chinese medical text applications and cannot effectively reflect the semantic similarities of medical concepts. Although the LDA algorithm can identify the required topics from a large amount of text information, owing to the complexity and professionalism of the medical language, the feature keywords of the topic need to be manually summarized after generating the topic model. The final generated topic tags are medicine dependent, and expert discussions are designed to summarize the expressions of the most typical words [32]. Therefore, in this study, we used manual coding to analyze web text content.

**Study Aim**

In this study, on the basis of previous studies, we constructed a multidimensional classification system of the health information needs of patients with hypertension according to their consultation records in an online health community and used multidimensional features to reveal the features of the health information needs of patients with hypertension in a web-based environment.

**Methods**

**Data Collection and Preprocessing**

Data collection in this study was based on a search engine in the Chinese medical field [33] to filter nonreal, noneffective, and nonauthoritative medical information. Considering that the search engine can aggregate patient consultation data from different websites with disease keywords, it was convenient for us to obtain web-based consultation data for patients with hypertension. In addition, the search engine can mark the consulted physician, the physician's title, and the level of the medical institution. In this study, we searched for relevant records with hypertension as the keyword in the search engine and obtained 10,000 related records from 2008 to 2018. Most of the records provided by the search engine were from Good Doctor Online [34]. Good Doctor Online is one of China’s leading web-based medical platforms. As of December 2019, it has information on 610,000 physicians from 9917 regular hospitals in China [34]. A survey of Good Doctor Online found that when consulting a physician, patients submit content according to a certain information description framework as follows: consultation title, disease, description of the condition, previous treatment status and effect, and how to get help. Considering that the resources under the same website have similar structures, in this study, we only included 8338 nonduplicate consultation records available on the website. A total of 1000 consultation records were randomly selected for further analysis, and the C# program (developed by YFY within the Key Laboratory of Medical Information Research, Central South University, College of Hunan Province, PR China) was used to extract information about the records of patient questions available on the website.

**Multidimensional Classification System Construction**

We initially summarized the knowledge framework of hypertension from the Guidelines for the Prevention and Treatment of Hypertension in China [35], the 8th Edition of Internal Medicine, and the Health Education Reader Book for Hypertensive Patients. Among them, the Guidelines for the Prevention and Treatment of Hypertension in China is the latest guidance document in China. With reference to the guideline development process of the World Health Organization and the Chinese Medical Association, the compilation team established a set of guidelines for the prevention and intervention, diagnosis and evaluation, classification and stratification, and treatment management of hypertension with Chinese characteristics according to the practice of hypertension prevention and treatment in China.

Based on the knowledge of hypertension, we initially constructed a system involving 12 categories, including epidemiology, etiology and pathogenesis, pathophysiology and pathology, clinical manifestations and complications, laboratory tests, diagnosis and differential diagnosis, prognosis, treatment, hypertension in special populations, risk factors, hazards, and management. Thereafter, we took into consideration the above-mentioned general clinical question classification system [29], hierarchical model of public health information query scenario, and knowledge elements of hypertension prevention and treatment guidelines; read and summarized the consultation records (Figure 1); and initially constructed a multidimensional classification framework diagram for the health information needs of patients with hypertension. The classification framework mainly included the background dimension system (social demography, emotions, and current health status) and the question dimension system (diagnosis, treatment, disease management, epidemiology, lifestyle, selection of health care providers, and others).
Annotation Process
Initially, two annotators with medical informatics backgrounds independently classified and annotated 100 records randomly selected from the 1000 consultation records mentioned according to the preliminary classification system and the classification example of each category. In the annotation process, each annotator proposed the experience of the annotation process of various entities, made the records, and finally completed the classification table and annotation descriptions for the health information needs of patients with hypertension after reaching a consensus through consultation. Thereafter, the two annotators randomly selected 200 records from the remaining records for repeat annotation, and they discussed inconsistent records (n=23) and reached a consensus after discussion. Finally, the two annotators completed the annotation of the remaining 700 questions and answers independently (ie, 350 questions and answers each). We manually aligned the entities of each type after the annotation was completed. Specifically, the original words were aligned with standard terms. An investigator with a background in medical informatics used this classification system for annotation. The classification system also included a series of annotation rules to improve the usability and accuracy of the classification system.

In particular, we coded each record and aligned the patient description terms with medical phrases under the joint guidance of two medical information professionals and one medical professional. We completed a structured representation of the original question records for patients with hypertension in the sample set. An example is shown in Figure 2.
Co-Occurrence Analysis and Clustering Analysis

Co-occurrence analysis is one of the content analysis methods in bibliometrics. This method assumes that there is some inherent relationship between multiple keywords that appear in the same document. Co-occurrence frequency refers to the number of occurrences of a group of words in the same document. A larger co-occurrence frequency of two keywords indicates a closer relationship between the two words. Cluster analysis of these words based on co-occurrence frequency can reflect the association between multiple words [36]. Co-occurrence of keywords was considered to be the main approach for identifying research themes and knowledge structure by displaying the relationship between keywords [37]. This study used the co-occurrence analysis and clustering analysis methods to study the relationship between multiple questions from patients with hypertension on the internet. The representative k-means algorithm was selected in the cluster analysis.

This study used the integrated development environments PyCharm and RStudio under Windows, and Python3.6 and R language (developed by ZRX within the Key Laboratory of Medical Information Research, Central South University, College of Hunan Province, PR China) as programming languages for data analysis. In the co-occurrence analysis, the NumPy package was used to calculate the co-occurrence matrix of patient question codes, and the Circlize package was used to visually present the co-occurrence network between question codes. Besides, we used the Sklearn package to implement the k-means clustering algorithm in the cluster analysis.

Results

Feature Mining of the Background Dimension System

The background features of patients with hypertension can be divided into the following eight dimension types: disease, tests and examinations, symptoms and signs, drugs, risk factors, emotions, lifestyles, and demographic data. Among them, risk factors are summarized from the medical knowledge of hypertension, which intersects with other dimensions. The main contents include obesity, high salt and low potassium diet, genetics, diabetes, kidney disease, mental and psychological factors, smoking, drinking, pregnancy, hyperlipidemia, snoring, and others. The feature distribution of background dimensions in 1000 records is shown in Table 1. The drug dimension appeared most frequently in the sample set (814/1000, 81.40%), followed by symptoms and signs (795/1000, 79.50%), tests and examinations (563/1000, 56.30%), demographic data (527/1000, 52.70%), diseases (499/1000, 49.90%), risk factors (352/1000, 35.20%), emotions (119/1000, 11.90%), and lifestyles (114/1000, 11.40%). Feature mining of the background dimension system can reflect the personalized features of the health information needs of every patient with hypertension on the internet. The personalized features cover 355 names of drugs, 395 names of symptoms and signs, 545 names of tests and examinations, 526 kinds of demographic data, 80 names of diseases, 37 names of risk factors, 43 kinds of emotions, 6 kinds of lifestyles, and 71 kinds of questions. In addition, for the demographic data, we built a system of rules. As shown in Table 2, based on the rules, we effectively mined a total of 385 patient gender records from the text (male: 178, female: 206), with gender unknown in other records. Moreover, we effectively mined a total of 352 age records, including seven underage patients, 177 young patients, 116 middle-aged patients, and 48 elderly patients. It can be seen that basic patient information disclosed on the internet is not complete, although it is important to mine patients’ health information needs. To our knowledge, users currently ask physicians to provide sociodemographic information, such as age and gender, when consulting for disease-related issues on Good Doctor Online. However, this part is only visible to physicians and patients. Sociodemographic factors can be obtained by manually labeling the content according to the labeling rules from the public consultation data submitted by patients. However, the multidimensional classification system introduced in this study can make up for the incomplete or missing data of a single dimension through multidimensional mining.
Table 1. Frequency distribution of the background dimension system.

<table>
<thead>
<tr>
<th>Dimension name</th>
<th>Keywords</th>
<th>Quantity</th>
<th>Records (N=1000), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Drugs</td>
<td>Calcium channel blocker, angiotensin II receptor antagonist, β blocker, angiotensin-converting enzyme inhibitor, traditional Chinese medicine, antihypertensive drugs, amiodipine besylate, Western medicine, compound antihypertensive drugs, diuretics, and aspirin enteric-coated tablets</td>
<td>355</td>
<td>814 (81.40%)</td>
</tr>
<tr>
<td>Symptoms and signs</td>
<td>Dizziness, headache, unstable blood pressure, chest discomfort, discomfort, giddiness, numbness, heart discomfort, pain, rapid heartbeat, movement disorder, palpitation, fatigue, weakness, and head swelling</td>
<td>395</td>
<td>795 (79.50%)</td>
</tr>
<tr>
<td>Tests and examinations</td>
<td>Physical examination, electrocardiogram examination, laboratory test, computed tomography examination, color Doppler ultrasound examination, cardiac color Doppler ultrasound examination, B-ultrasound examination, blood lipids, blood glucose, renal function, and routine blood test</td>
<td>545</td>
<td>563 (56.30%)</td>
</tr>
<tr>
<td>Demographic data</td>
<td>Gender, age, kinship, medical history, weight, height, fertility, occupation, family history, and others</td>
<td>526</td>
<td>527 (52.70%)</td>
</tr>
<tr>
<td>Diseases</td>
<td>Cerebrovascular disease (cerebral infarction, cerebral thrombosis, or cerebral hemorrhage), cardiovascular disease (coronary heart disease or heart disease), digestive system disease (fatty liver), rheumatic disease, other vascular disease, respiratory disease, endocrine disease, urinary tract systemic disease, and pregnancy-induced hypertension</td>
<td>80</td>
<td>499 (49.90%)</td>
</tr>
<tr>
<td>Risk factors</td>
<td>Dyslipidemia, diabetes, heredity, kidney disease, nervousness, fertility, drinking, obesity, stress, high blood glucose, smoking, emotional problems, anxiety, and menopause</td>
<td>37</td>
<td>352 (35.20%)</td>
</tr>
<tr>
<td>Emotions</td>
<td>Fear, doubt, worry, nervousness, vexation, irritability, anxiety, discomfort, exhaustion, moodiness, stress, bewilderment, depression, and emotional instability</td>
<td>43</td>
<td>119 (11.90%)</td>
</tr>
<tr>
<td>Lifestyles</td>
<td>Diet, exercise, sleep, weight loss, drinking, smoking, and others</td>
<td>6</td>
<td>114 (11.40%)</td>
</tr>
</tbody>
</table>

Table 2. Distribution of identified demographic data of the patients with hypertension.

<table>
<thead>
<tr>
<th>Attribute</th>
<th>Quantity</th>
<th>Records (N=1000), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>206</td>
<td>385 (38.50%)</td>
</tr>
<tr>
<td>Male</td>
<td>178</td>
<td></td>
</tr>
<tr>
<td>Age</td>
<td></td>
<td>352 (35.20%)</td>
</tr>
<tr>
<td>Underage (&lt;18 years)</td>
<td>7</td>
<td></td>
</tr>
<tr>
<td>Young (18-44 years)</td>
<td>177</td>
<td></td>
</tr>
<tr>
<td>Middle-aged (45-64 years)</td>
<td>116</td>
<td></td>
</tr>
<tr>
<td>Elderly (over 65 years)</td>
<td>48</td>
<td></td>
</tr>
</tbody>
</table>

Feature Mining of the Question Dimension System

The constructed question classification system for patients with hypertension included 49 items in seven categories, including diagnosis, treatment, disease management, epidemiology, lifestyle, selection of health care providers, and others. Owing to space limitations, only the distributions of the categories in the first and second classes of the classification dimension system are presented (Table 3).

Among 1000 web-based consultation records, 738 (73.80%) had patient questions that were related to treatment (B), mainly drug treatment (B3; quantity: 472), including drug selection, other drug-related questions, drug side effects, medication time, mode, and others. Among them, other drug-related questions were mainly about user consultation on whether medication is needed under the current situation. Regarding questions on medication time, there was a focus on long-term medication or drug discontinuation. Although it is widely known that patients with hypertension must take antihypertensive drugs for the rest of their life, they still asked this question repeatedly with anxiety and worry. Consultation about the side effects of drugs mainly involved drug safety, drug contraindications, and side effects. Additionally, 32.30% (323/1000) of patients asked questions about the diagnosis of a disease (A), including seeking interpretation of clinical findings and recommendation of test items. Some patients also asked physicians questions about general diagnosis (A0) (eg, whether they contracted a disease). Moreover, 41.00% (410/1000) of patients consulted about not only medication (B1). Furthermore, 20.40% (204/1000) of patients asked questions about epidemiology (D1), such as the etiology of the disease and correlation between the disease and signs and symptoms, and their needs for information were not.
limited to the diagnosis and treatment of the disease. Most medical workers paid little attention to answering these questions, and they mainly focused on the process of medical services. In addition, 4.80% (48/1000) of patients consulted about what they should pay attention to in daily life (E0) in order to maintain a good lifestyle, including diet (E4), weight loss (E1), exercise (E2), emotional management (E3), and many other aspects. Some patients realized that hypertension is a chronic disease and that a bad lifestyle could contribute to the progression of hypertension. They wanted to improve their health through a good lifestyle. Further, 10.00% (100/1000) of patients consulted about the selection of health care providers (F0), and they mainly focused on whether they should go to the hospital (F3) or choose hospitalization (F4) according to their physical conditions and other questions. Some patients asked questions about the impact of the disease on fertility (G1) and the reliability of their opinions. A total of 27 patients asked physicians about the reliability of opinions they saw on the internet or were told by others. Seven questions were classified into G0 (others-others) as they could not be classified into other categories.

Table 3. Distribution of second-class codes of question features.

<table>
<thead>
<tr>
<th>First category, second category</th>
<th>Quantity</th>
<th>Records (N=1000), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>A: Diagnosis</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>A0: Other diagnosis-related questions</td>
<td>97</td>
<td>323 (32.30%)</td>
</tr>
<tr>
<td>A1: Tests and examinations</td>
<td>113</td>
<td></td>
</tr>
<tr>
<td>A2: Symptoms and signs</td>
<td>176</td>
<td></td>
</tr>
<tr>
<td>A3: Diagnostic cost</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td><strong>B: Treatment</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>B1: Not only drug treatment</td>
<td>410</td>
<td>778 (77.80%)</td>
</tr>
<tr>
<td>B2: Nondrug treatment</td>
<td>29</td>
<td></td>
</tr>
<tr>
<td>B3: Drug treatment</td>
<td>472</td>
<td></td>
</tr>
<tr>
<td><strong>C: Disease management</strong></td>
<td></td>
<td>204 (20.40%)</td>
</tr>
<tr>
<td>C1: Etiology of a disease</td>
<td>27</td>
<td></td>
</tr>
<tr>
<td>C2: Severity of a disease</td>
<td>41</td>
<td></td>
</tr>
<tr>
<td>C3: Age at which a disease occurs</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>C4: Others</td>
<td>74</td>
<td></td>
</tr>
<tr>
<td>C5: Prognosis of a disease</td>
<td>75</td>
<td></td>
</tr>
<tr>
<td><strong>D: Epidemiology</strong></td>
<td></td>
<td>48 (4.80%)</td>
</tr>
<tr>
<td>D0: Other lifestyles</td>
<td>18</td>
<td></td>
</tr>
<tr>
<td>D1: Weight loss</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>D2: Exercise</td>
<td>11</td>
<td></td>
</tr>
<tr>
<td>D3: Emotion management</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>D4: Diet</td>
<td>21</td>
<td></td>
</tr>
<tr>
<td><strong>F: Selection of health care providers</strong></td>
<td></td>
<td>103 (10.30%)</td>
</tr>
<tr>
<td>F0: Other selection of health care provider-related questions</td>
<td>19</td>
<td></td>
</tr>
<tr>
<td>F1: Department selection</td>
<td>7</td>
<td></td>
</tr>
<tr>
<td>F2: Outpatient service</td>
<td>7</td>
<td></td>
</tr>
<tr>
<td>F3: Physician selection</td>
<td>37</td>
<td></td>
</tr>
<tr>
<td>F4: Hospital selection</td>
<td>40</td>
<td></td>
</tr>
<tr>
<td><strong>G: Others</strong></td>
<td></td>
<td>66 (6.60%)</td>
</tr>
<tr>
<td>G0: Others</td>
<td>7</td>
<td></td>
</tr>
<tr>
<td>G1: Fertility</td>
<td>31</td>
<td></td>
</tr>
<tr>
<td>G2: Medical insurance</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>G3: Opinion judgment</td>
<td>27</td>
<td></td>
</tr>
</tbody>
</table>
Feature Mining of Co-Occurrence in the Question Dimension System

Since each patient’s online consultation contains multiple questions and involves various information needs, co-occurrence network analysis based on the question type was conducted according to the question features. A total of 658 patients with hypertension asked physicians several questions from one online consulting record. Treatment (B) and diagnosis (A) were the most common issues among patients (Figure 3). Because patients with hypertension need to take drugs for a long time, 283 patients who consulted physicians on the internet were very concerned about drug selection (B3.1). In addition, they asked other treatment-related questions (B), including side effects (B3.4), whether to take the drug (B3.0), how to treat the disease (B1.0), etc. Moreover, among 176 patients who consulted physicians on the internet about the causes of clinical findings (A2), 39 consulted physicians about the relationship between clinical findings and the disease (D4).

Figure 3. Co-occurrence graph for question type. (A) Co-occurrence frequency ≥ 20%; (B) Co-occurrence frequency ≥ 30%.

Feature Mining for Patients With Hypertension According to Background and Question Dimensions

We performed k-means clustering on all classification features of the consultation. After many tests, we selected question type as the feature variable, and the elbow method determined that the clustering model was the best when k was 7. Finally, we obtained a schematic diagram of seven types of questions for patients with hypertension. The medical concepts expressed by the main features of each type were clearly defined (Table 4). The seven categories of the population contained background details, such as test and examination items, dizziness symptoms, and calcium channel blocker use.

The first category of the population was “how to adjust medication,” which included patients who mainly needed information about drug selection. The background details of their questions mainly involved information on the names of drugs, including calcium channel blockers, angiotensin II receptor antagonists, angiotensin converting enzyme inhibitors, and β-receptor blockers. The second category was “what to do,” which included patients who mainly asked physicians to provide information on disease management and prevention. There were more female patients in this group. The third category was “how to treat,” which included patients who were mainly seeking information from physicians on disease treatment. Their background descriptions focused on the use of calcium channel blockers and dizziness symptoms. The fourth category was “phenomenon explanation,” which included patients who consulted physicians about the causes of clinical findings, the correlation between clinical findings and a certain disease, and the treatment plan of the disease. Their background descriptions mainly included tests and examinations, and dizziness and headache. Most of them were female patients who used calcium channel blockers and angiotensin II receptor antagonists. The fifth category was “test and examination,” which included patients who mainly consulted physicians about tests and examinations. Their background data mainly included the description of tests and examinations, and dizziness. Most of them were young male patients who used calcium channel blockers. The sixth category was “disease diagnosis,” which included patients who mainly consulted physicians about whether they had a certain disease, whether they needed drugs, the causes of symptoms and signs, and their treatment. Their background data mainly included information of tests and examinations, and dizziness. Most of them were young patients. The seventh category was “disease prognosis,” which included patients who mainly asked physicians questions such as “Can the disease be cured?” and “How to treat it?” Their background data mainly included tests and examinations, dizziness, brain disease, and calcium channel blocker use.
Table 4. Classification of the health information needs of patients with hypertension.

<table>
<thead>
<tr>
<th>Category</th>
<th>Main question, category statistics (N=1000)</th>
<th>Examples of typical questions</th>
<th>Description of main background features (N=1000)</th>
<th>Quantity</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>B3.1 (n=185); B3.0 (71); B3.4 (61)</td>
<td>How to adjust medication or change drugs? Do I need medication? Does the medicine have side effects?</td>
<td>Calcium channel blockers (n=124), angiotensin II receptor antagonists (74), angiotensin-converting enzyme inhibitors (61), dizziness (59), tests and examinations (56), and β-receptor blockers (54)</td>
<td>262</td>
</tr>
<tr>
<td>2</td>
<td>C (69)</td>
<td>What to do and how to prevent it? How to treat a disease? How to treat it?</td>
<td>Tests and examinations (64), female (53), dizziness (47), and calcium channel blockers (45)</td>
<td>205</td>
</tr>
<tr>
<td>3</td>
<td>B1.0 (110); B1.4 (68)</td>
<td>How to treat it? How to treat a disease?</td>
<td>Calcium channel blockers (48) and dizziness (46)</td>
<td>184</td>
</tr>
<tr>
<td>4</td>
<td>A2 (97); D4 (24); B1.4 (20)</td>
<td>Why do I have such a symptom? What is the relationship between a disease and a symptom? How to treat a disease?</td>
<td>Tests and examinations (36), dizziness (31), female (28), calcium channel blockers (28), headache (24), and angiotensin II receptor antagonists (23)</td>
<td>97</td>
</tr>
<tr>
<td>5</td>
<td>A1.5 (53); A1.7 (31)</td>
<td>What examinations are needed? What does the result of the examination mean?</td>
<td>Tests and examinations (66), male (26), dizziness (26), youth (19), and calcium channel blockers (19)</td>
<td>94</td>
</tr>
<tr>
<td>6</td>
<td>A0 (85); B3.0 (19); A2 (18); B1.0 (18)</td>
<td>Have I got a disease? Do I need medication? Why do I have such a symptom? How to treat it?</td>
<td>Tests and examinations (32), dizziness (21), and youth (19)</td>
<td>85</td>
</tr>
<tr>
<td>7</td>
<td>D5 (73); B1.0 (16); B1.4 (15)</td>
<td>Can this disease be cured? How to treat it? How to treat this disease?</td>
<td>Tests and examinations (29), dizziness (19), brain disease (19), and calcium channel blockers (17)</td>
<td>73</td>
</tr>
</tbody>
</table>

Discussion

Principal Findings

We found some common and distinct features of information needs from the consultation records of patients with hypertension in an online health community. In this study, we constructed a multidimensional background plus question classification system for mining various features of health information needs and effectively revealed what Chinese patients with hypertension want to communicate with physicians online. According to our knowledge, no researchers have studied the classification of health information needs in background and question dimensions among patients with hypertension. Our constructed classification system underlines the personal features of the information needs of patients with hypertension, which could help online information service providers and relevant researchers personalize their services. Related online health information resources can be identified according to the classification system of hypertension information needs in this study so as to make online health information resource organization more refined and meet the needs of users.

We found that drug information is quite important to Chinese patients with hypertension on the internet. Additionally, 81.40% (814/1000) of them described their previous medication situation when consulting physicians on the internet, and there are many types of drugs involved. Moreover, 73.80% (738/1000) of them asked their physicians how to treat the disease. This is similar to the findings of Guo et al [30,31,38]. Chinese patients with hypertension mainly asked physicians about drug treatment, including drug selection, drug side effects, medication time, and mode. The results of Zhong et al [39] also showed that the medication literacy of discharged patients with hypertension was poor. More than 70% of patients had no substantial knowledge of the effects and side effects of the medications they were taking. It is worth noting that 16.10% (161/1000) of the questioners with hypertension were concerned about deeper information, including the prognosis, etiology, and progression of the disease. Most background information described by patients with hypertension when they consulted a physician on the internet involved drug information, followed by symptoms and signs, which accounted for about 80% of patient records. More than 49% of patients mentioned details, such as tests and examinations, diseases, and sociodemographic data. To our knowledge, these values have only been revealed in our study.

In this study, we found that patients with hypertension were most concerned about treatment (738/1000, 73.80%) and diagnosis (313/1000, 31.30%). This is similar to the findings of Guo et al [38]. It is worth noting that 16.10% (161/1000) of patients with hypertension were concerned about deeper information, such as the prognosis, etiology, and progression of the disease. In a web-based consultation, Chinese patients with hypertension usually ask physicians many questions without significant priorities, but in an offline consultation, physicians often fail to answer some questions patients are...
In our study, we found that manual consultation analysis of patient consultation text in Chinese is still needed. Among patient consultation records, medical terms, such as drugs, symptoms and signs, tests and examinations, and diseases, are often not standardized in the patient information description. Owing to typographical errors, omissions, ambiguous words, etc, manual alignment or correction is still needed. This was also noted in the article by Guo et al [30]. The glossary of terms accumulated in this study on summarizing the wording habits of patients in consultations will improve the accuracy of machine learning in feature recognition so as to obtain more accurate predictions of needs categories.

Through this study, we hope to strengthen patient participation with the help of internet technology for improving the personalized characteristics of existing patient education. Patient engagement in their care plays an important role in improving health outcomes [40]. With patient participation, patient education can provide detailed information about drugs, symptoms and signs, tests and examinations, demographic data, diseases, risk factors, emotions, lifestyles, and other information identified in the consultation records for each patient in real time. The cluster analysis method extracts the corresponding population characteristics of patients and further provides the information that the patients need or may need. The process of providing health information to patients through a platform has actually begun to provide health education to the patients, that is, when patients are puzzled about health problems and submit questions on the internet, they can respond to health education services with the help of network technology. Personal questioning data have accumulated on web-based platforms, which have formed the growing consulting big data of users in online health communities. With the help of these big data and the cluster analysis method, it is possible to identify the subdivided hypertension group and obtain the generally needed health knowledge to help the construction and continuous update of patient health education content. We hope that in the future, internet tools will become individual physician assistants for patients under the supervision of professionals. For the information needs of patients, health education can be effectively carried out in real time.

In this study, we used a multidimension approach to identify the features of the health information needs of patients with hypertension in a web-based environment when consulting a physician. Thereafter, according to the classification of these needs, we effectively organized and constructed web-based health information resources and accurately matched the web-based health information resources with the health information needs of each questioner through identification. The unmet information needs will be the focus of future studies. We will determine how to assess the degree of matching between health information needs and web-based health information resources. In the future, we will also determine how to apply this classification system to clinical consultations in order to reduce information asymmetry between physicians and patients and to help patients and physicians manage diseases together.

The patients with hypertension included underage, young, middle-aged, and elderly people, and thus, hypertension in China can occur in people of all ages. In future health information services, the information that is more in line with the actual health situation and that can improve the health status could be screened from dimensions, such as population and risk factors. In addition, some women were worried about the effects of drugs on pregnancy when they asked about medication. At present, the second-child policy has been widely implemented in China. Medical service personnel need to pay special attention to pregnant women, such as women with hypertension, help them give birth to healthy babies under the support of the existing medical resources, strengthen their accurate understanding of hypertension from the perspective of health information services, and help them relieve their anxiety.

Some patients with hypertension in China still lack an accurate understanding of the risk factors of hypertension and need to acquire more effective knowledge. The risk factors for hypertension were involved in 35.00% (350/1000) of consultations in this study. The risk factors appearing in the research results were presented by the patients when describing the problem, and they may not necessarily recognize the factors as risk factors. Those risk factors were also not question intentions at that time. We hope that when patients consult physicians on the internet, future internet tools will be able to highlight the risk factors of patients with hypertension in a timely manner, as well as promptly remind and push health intervention knowledge of corresponding diseases and their risk factors to patients with hypertension. This is conducive to the provision of targeted information services by information resource providers and to meet the personalized goals of patient education. For example, it can promptly and continuously alert obese patients with hypertension to take measures to control their weight.

In this study, we also found common associations when patients asked questions. This is different from the findings of Guo et al [30], and it has not been reported in previous studies. Clustering results based on question features can be explained by medical knowledge. Patients with hypertension can be classified into seven categories, including “how to adjust medication,” “what to do,” “how to treat,” “phenomenon explanation,” “test and examination,” “disease diagnosis,” and “disease prognosis.” When new patients with hypertension ask questions, health information service providers can predict which type of population the patients belong to using the clustering model and can recommend other relevant information that the patients may need while recommending the question information. However, owing to the complexity and uniqueness of questioners’ background information, we tried to combine the background and question features to conduct clustering research and association rule mining research; however, we did not obtain an interpretable clustering model. This also reflects the personalized differences in the real health information needs of patients with hypertension.

The patients with hypertension included underage, young, middle-aged, and elderly people, and thus, hypertension in China can occur in people of all ages. In future health information services, the information that is more in line with the actual health situation and that can improve the health status could be screened from dimensions, such as population and risk factors. In addition, some women were worried about the effects of drugs on pregnancy when they asked about medication. At present, the second-child policy has been widely implemented in China. Medical service personnel need to pay special attention to pregnant women, such as women with hypertension, help them give birth to healthy babies under the support of the existing medical resources, strengthen their accurate understanding of hypertension from the perspective of health information services, and help them relieve their anxiety.
Limitations

The classification system may have limitations owing to the insufficient sample size for analysis. In the future, we should continue to expand the sample size and carry out a larger classification of health information needs. The sample data were from a single website, and all information was from the web-based consultation records available on the website. Thus, the target group of the website may affect the results of the construction of the classification system. In the future, we will collect data from several health websites and conduct comparative studies. The information needs of patients with hypertension in this study were the information needs expressed by patients. However, this study did not fully address the feature recognition of patients’ unexpressed information needs. Our next goal is to determine how to improve compliance in patients with hypertension.

Conclusions

The classification system of hypertension information needs involving the background plus question approach constructed in this study reflects the personalized features of the health information needs expressed by patients with hypertension to physicians in a web-based environment. We believe that multidimensional health information needs should have more refined identifiers, which will enable patients with hypertension to fully express their health information needs during a web-based consultation, thus allowing relevant information service providers of online health communities to organize information resources related to hypertension according to these identifiers. They can use the classification system of hypertension information needs constructed in this study as a classification basis to organize web-based health information resources and provide more accurate information push services to patients when they consult physicians over the internet or wait for physicians to reply in order to reduce information asymmetry in communication between physicians and patients. On the other hand, the Chinese corpus of patients with hypertension based on artificial coding in this study will lay the foundation for future research on the features of automatic identification of health information.
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Abstract

Background: Sleep apnea is a respiratory disorder characterized by an intermittent reduction (hypopnea) or cessation (apnea) of breathing during sleep. Depending on the presence of a breathing effort, sleep apnea is divided into obstructive sleep apnea (OSA) and central sleep apnea (CSA) based on the different pathologies involved. If the majority of apneas in a person are obstructive, they will be diagnosed as OSA or otherwise as CSA. In addition, as it is challenging and highly controversial to divide hypopneas into central or obstructive, the decision about sleep apnea type (OSA vs CSA) is made based on apneas only. Choosing the appropriate treatment relies on distinguishing between obstructive apnea (OA) and central apnea (CA).

Objective: The objective of this study was to develop a noncontact method to distinguish between OAs and CAs.

Methods: Five different computer vision-based algorithms were used to process infrared (IR) video data to track and analyze body movements to differentiate different types of apnea (OA vs CA). In the first two methods, supervised classifiers were trained to process optical flow information. In the remaining three methods, a convolutional neural network (CNN) was designed to extract distinctive features from optical flow and to distinguish OA from CA.

Results: Overnight sleeping data of 42 participants (mean age 53, SD 15 years; mean BMI 30, SD 7 kg/m²; 27 men and 15 women; mean number of OA 16, SD 30; mean number of CA 3, SD 7; mean apnea-hypopnea index 27, SD 31 events/hour; mean sleep duration 5 hours, SD 1 hour) were collected for this study. The test and train data were recorded in two separate laboratory rooms. The best-performing model (3D-CNN) obtained 95% accuracy and an F1 score of 89% in differentiating OA vs CA.

Conclusions: In this study, the first vision-based method was developed that differentiates apnea types (OA vs CA). The developed algorithm tracks and analyses chest and abdominal movements captured via an IR video camera. Unlike previously developed approaches, this method does not require any attachment to a user that could potentially alter the sleeping condition.

(J Med Internet Res 2020;22(5):e17252) doi:10.2196/17252
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noncontact monitoring; sleep apnea; motion analysis; computer vision; obstructive apnea; central apnea; machine learning; deep learning
Introduction

Background
Sleep apnea is a chronic respiratory disorder, caused by intermittent reduction (hypopnea) or cessation (apnea) of respiratory airflow during sleep. About 10% of the population have this disorder [1], and it increases the risk of heart disease by 3-fold, stroke by 4-fold, and car accidents by 7-fold [2-5]. The severity of sleep apnea is commonly measured via the apnea-hypopnea index (AHI), which shows the number of apneas and hypopneas per hour of sleep.

Depending on the presence of breathing effort, sleep apneas can be divided into obstructive sleep apnea (OSA) or central sleep apnea (CSA) by measuring the thoracoabdominal movement and its contributions to the total respiratory volume [6]. The majority of sleep apneas are obstructive [7], which is caused by the full collapse of the pharyngeal airway that blocks the flow of air into the lungs [8]. The rest of sleep apneas are central, which happen due to a reduction in the respiratory drive from the central nervous system [9].

During normal breathing, the chest and abdomen move in phase due to interaction between the diaphragm and parasternal intercostals during inhalation [10]. During obstructive apnea (OA), airway obstruction leads to an out-of-phase motion of the rib cage and the abdomen, causing a reduction in the sum of chest and abdomen’s movement [6]. On the other hand, during central apnea (CA), there is no movement in the rib cage or the abdomen due to lack of brain signal for muscle contraction. Figure 1 compares the movements in the chest and the abdomen and the sum of them during OA, CA, and normal breathing. If the majority of events in a person are obstructive, they will be diagnosed as OSA and otherwise as CSA. In addition, as it is challenging and highly controversial to divide hypopneas into central or obstructive, the decision about sleep apnea type (OSA vs CSA) is made based on apneas only.

The treatment of sleep apnea decreases patients’ health-related costs by 25% [11]. A highly effective treatment for OSA is continuous positive airway pressure (CPAP) therapy that involves applying positive pressure of air to keep the airway open during sleep. However, CPAP therapy leads to increase mortality in patients with CSA [12]. Therefore, a crucial step for proper treatment of sleep apnea is to differentiate OSA from CSA [13].
Figure 1. Difference between the movements of the chest and abdomen and the sum of the two movements during obstructive apnea (OA), central apnea (CA), and normal breathing. During normal breathing, chest and abdomen movements are in phase. During OA, breathing effort and airway blockage result in the out-of-phase movement of the chest and abdomen, and the sum of the two movement signals (respiratory sum) is close to zero. During CA, there is no movement in the chest or the abdomen. CA: central apnea; OA: obstructive apnea; Resp sum: respiratory sum.

Problem Statement

The gold standard for differentiating OA from CA is the evaluation of swings in esophageal pressure measured via an esophageal catheter [14]. Measurement of esophageal pressure is invasive, uncomfortable, and could disrupt sleep. Therefore, esophageal pressure measurements are only used for physiological research purposes [15,16]. The current clinical approach to distinguish OA from CA based on the different patterns of movement in the chest and abdomen is respiratory inductance plethysmography (RIP). It measures thoracoabdominal movements from two transducer bands over the chest and the abdomen. RIP is a part of polysomnography (PSG), which consists of connecting more than 20 sensors to
patients. PSG is inconvenient during sleep, expensive (>US $400 in Canada), has long waiting time (4-36 months in Canada [17]), and requires a trained technician to manually analyze the recorded signals, including RIP.

A promising approach to distinguish different types of sleep apnea is using computer vision systems. The goal of computer vision is to extract information from images or videos. In this study, a noncontact approach was proposed to identify the types of apneas (OA vs CA) using computer vision techniques. In this approach, the upper body respiratory movements were captured in infrared (IR, night vision) video frames and were processed via computer vision algorithms.

Computer vision systems have been previously developed for various applications in sleep monitoring, for example, to monitor the breathing rate and pulse [18-20], to estimate the AHI [21], to screen sleep quality and irregularities [22,23], and to monitor sleep positions [24]. But the use of computer vision to distinguish different types of apnea (OA vs CA) was unexplored and was the main novel contribution of this study.

Methods

Data Collection

Adults aged 18 years or above who were referred to the sleep laboratory of the Toronto Rehabilitations Institute-University Health Network for sleep screening were recruited for this study. The University Health Network Research Ethics Board approved this study (Research Ethics Board approval number 13-7210-DE). Participants signed a written consent form before taking part in the study.

Full overnight PSG was recorded for clinical diagnosis of sleep apnea in two separate rooms. Additionally, an IR camera (Firefly MV, 0.3 MP, FMVU-03MTM, FLIR Systems) was mounted about 1.4 m above the bed. The rooms were illuminated by IR light (Raytec RM25-F-50). Simultaneous and synchronized with PSG, IR videos were recorded from an overhead view with the aforementioned camera at a resolution of 640×480 at 30 frames per second. The 680×480 resolution captured the upper body part (the head, chest, and abdomen) with sufficient detail.

OA and CA were annotated by 3 trained individuals based on the RIP signal of the chest, the abdomen, the sum of the movement of the chest and the abdomen, nasal pressure, and oxygen saturation, following the American Academy of Sleep Medicine guideline [25,26]. The first 2 experts annotated all data with the agreement of 80%. The third expert annotated the discrepancies.

Data Analysis

Recorded IR videos were down-sampled from 30 Hz to 2 Hz to decrease the computational cost. The breathing rate during sleep is between 12 and 25 breaths per minute, that is, below 0.5 Hz. Therefore, the reduced sampling frequency of 2 Hz still satisfied the Nyquist rate for the respiratory signal by a wide margin. As each apnea lasts a minimum of 10 seconds, the sampling rate of 2 frames per second translates to a minimum of 20 image frames per event.

Frame-to-frame movements were tracked using dense optical flow. FlowNet 2.0 [27], a convolutional neural network (CNN) model, was used for this purpose. Optical flow generates a 2-channel image comprising the x (side to side) and the y (up and down) movement vector of each pixel from one video frame to the next. A 3D-CNN model was trained to analyze the sequence of optical flow images during each apnea to distinguish between OAs and CAs. This 3D-CNN model processed the optical flow of the entire image without explicit knowledge of where the person was at every frame of the video. For comparison, another CNN architecture was used to analyze the optical flow sequences in only the chest and abdomen regions. This model was trained to distinguish OAs from CAs via a late fusion of two 3-D CNN branches processing chest and abdominal movements. Performance was evaluated when either manually marked or automatically detected chest and abdomen regions were used. The performance of these CNN architectures was compared with three baseline models, including autocorrelation, movement histograms, and 2-dimensional fast Fourier transform (2DFFT)-CNN, which were chosen as commonly used approaches for motion analysis. These models were not applied previously for distinguishing OAs from CAs. The first two baseline models (autocorrelation and movement histograms) operate on the time-series data of optical flow movements, whereas the third baseline model (2DFFT-CNN) first transforms the signal into the frequency domain and then applies a CNN model to the resulting 2DFFT images.

3D Convolutional Neural Network

Sleep apneas last a minimum of 10 seconds [28]. A 3D-CNN model was trained on a sliding window of 10 seconds (20 frames at 2 Hz), starting from 5 seconds before the start of the apnea until 5 seconds after its ending. The size of the input tensor to the 3D-CNN model is 640×480×2×20 (image size 640×480 pixels; number of channels; 2; number of frames; 20). The two channels are outputs of the optical flow image, indicating the changes in the x (side to side) and y (up and down) directions. Details of the 3D-CNN model are shown in Table 1. RMSProp was used to optimize a class-weighted cross-entropy loss. The Matthews correlation coefficient was used for early stopping. An initial value of 0.001 for the learning rate and 1000 epoch with the batch size of 32 were used. The total number of parameters in this network was 95,649 of which 95,393 were trainable, and 256 were nontrainable.

OAs are more frequent than CAs; therefore, to achieve a more balanced training set, different stride was using for the sliding window in OAs and CAs (stride of 1 second for CA and stride of 5 seconds for OA). In test time, a stride of 1 second was used, and voting (overall strides within an event) determined the estimated label (OA vs CA) for that event.
Table 1. Architecture of a 3D convolutional neural network used to distinguish obstructive apnea from central apnea.

<table>
<thead>
<tr>
<th>Layer</th>
<th>Number of filters, n</th>
<th>Size/stride</th>
<th>Activation function</th>
<th>Output size</th>
</tr>
</thead>
<tbody>
<tr>
<td>Input</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>480x640x20x2</td>
</tr>
<tr>
<td>Average pool</td>
<td>N/A</td>
<td>25x25x1/20x20x1</td>
<td>N/A</td>
<td>23x31x20x2</td>
</tr>
<tr>
<td>Convolutional</td>
<td>8</td>
<td>2x2x1/1x1x1</td>
<td>Linear</td>
<td>22x30x20x8</td>
</tr>
<tr>
<td>Dropout</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>22x30x20x8</td>
</tr>
<tr>
<td>Convolutional</td>
<td>16</td>
<td>3x3x5/1x1x1</td>
<td>N/A</td>
<td>20x28x16x16</td>
</tr>
<tr>
<td>Max pool</td>
<td>N/A</td>
<td>8x8x/2x2x1</td>
<td>N/A</td>
<td>7x11x16x16</td>
</tr>
<tr>
<td>Batch normalization</td>
<td>N/A</td>
<td>N/A</td>
<td>Leaky Relu</td>
<td>7x11x16x16</td>
</tr>
<tr>
<td>Convolutional</td>
<td>64</td>
<td>2x2x2/1x1x1</td>
<td>N/A</td>
<td>6x10x15x64</td>
</tr>
<tr>
<td>Batch normalization</td>
<td>N/A</td>
<td>N/A</td>
<td>Leaky Relu</td>
<td>6x10x15x64</td>
</tr>
<tr>
<td>Convolutional</td>
<td>32</td>
<td>4x4x1/1x1x1</td>
<td>N/A</td>
<td>3x7x15x32</td>
</tr>
<tr>
<td>Batch Normalization</td>
<td>N/A</td>
<td>N/A</td>
<td>Relu</td>
<td>3x7x15x32</td>
</tr>
<tr>
<td>Dropout</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>3x7x15x32</td>
</tr>
<tr>
<td>Convolutional</td>
<td>16</td>
<td>2x2x/1x1x1</td>
<td>N/A</td>
<td>2x6x15x16</td>
</tr>
<tr>
<td>Batch normalization</td>
<td>N/A</td>
<td>N/A</td>
<td>Relu</td>
<td>2x6x15x16</td>
</tr>
<tr>
<td>Flatten</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>2880</td>
</tr>
<tr>
<td>Fully connected</td>
<td>16</td>
<td>2880x16</td>
<td>N/A</td>
<td>16</td>
</tr>
<tr>
<td>Fully connected</td>
<td>4</td>
<td>16x4</td>
<td>N/A</td>
<td>4</td>
</tr>
<tr>
<td>Output layer</td>
<td>N/A</td>
<td>4x1</td>
<td>Sigmoid</td>
<td>1</td>
</tr>
</tbody>
</table>

aN/A: not applicable.

bReLU: rectified linear unit.

3D Convolutional Neural Network (Chest and Abdomen)

To investigate if knowledge about the location of the chest and abdomen at each image frame improves performance, the frames were manually marked as follows: for each person, at the first video frame of their sleep. After each position shift, a human annotator manually marked the locations of the chest and abdomen via two rectangles on the image. If the participant was covered by a blanket, the annotator used his/her best judgment to mark these locations (based on the current image frame and also by looking at previous and future image frames). Position shifts were automatically detected based on the total amount of movement in the scene, with a low threshold, so even small position shifts were not missed.

As the annotation of the chest and abdomen regions is subjective and time-consuming, we have also developed an algorithm to automatically find the chest and abdomen regions. To develop this model, as the chest and abdomen were often covered by a blanket sheet, it was challenging to train an object-detection CNN to detect them directly. Instead, a CNN model (YOLO v3) [29] was used first to locate the head, and another model was subsequently used to infer the position of the chest and abdomen bounding boxes. Specifically, a random forest regression model was trained based on the estimated head location, BMI, weight, height, head position (supine vs lateral), and body position (supine vs lateral) to estimate the bounding box of the chest and abdomen. The head and body positions were obtained automatically via a CNN-based model that was previously developed and validated [24].

Two 100x100 images were cropped around the estimated center of the chest and abdomen. Dense optical flow was computed in cropped regions of both the chest and abdomen. A 3D-CNN branch processed the sequence of chest movements, and another branch processed the sequence of abdominal movements. Outputs from both branches were concatenated into a fully connected network. The network was trained end to end. The architecture of the entire network is shown in Figure 2. The architecture of the 3D-CNN model in each branch is identical to the one shown in Table 1. The only difference is the first average pooling layer, which has the size and stride of 10 x 10 and 5 x 5, because of the smaller image size.
Baseline 1—Autocorrelation

This method uses autocorrelation to separate OAs from CAs based on their periodicity. The magnitude of the movement vector ($d = \sqrt{x^2 + y^2}$) was calculated from the original 2-channel optical flow image (640×480×2) to form a single-channel movement magnitude image (640×480). Pixels with a large movement magnitude (>0.5 pixel per second), likely caused by large position shifts, were capped, that is, set to 0.5. The average of the movement image was then calculated for each event, leading to a 1-dimensional movement signal $m(t)$. A Butterworth band-pass filter with a lower cutoff frequency of 0.05 Hz and an upper cutoff frequency of 0.5 Hz was applied to the one-dimensional movement signal. Autocorrelation was computed for the filtered signals, and its first 10 peaks (if peaks did not exist, 0 was considered) were used to train three different binary classifiers to distinguish between OA and CA. Classifiers compared were linear support-vector machines, logistic regression, and random forest. Sample autocorrelation signals with their detected peaks are illustrated in Figure 3 for a CA and an OA.

$$\text{Autocorrelation} = \sum_{t} m(t) m(t-L)$$

is autocorrelation, where $m_t$ is an event signal, is an average of signal, and is a shifted event with a lag of $L$. Lag ($L$) was set equal to the event duration. The summations are over all the values of $t$. 

Figure 2. The Convolutional neural network architecture used to extract and combine information from movements of the chest and the abdomen. 3D-CNN: 3D convolutional neural network; CNN: convolutional neural network.
Figure 3. Autocorrelation signal of the movement in an obstructive apnea (OA) and central apnea (CA). OAs are more periodic due to the existence of breathing effort as compared with CAs. Therefore, the OA autocorrelation signal has more peaks, as indicated by red stars. CA: central apnea; OA: obstructive apnea.

Baseline 2—Movement Histograms
This method separates OAs from CAs based on their range of motion. Histogram of the movement magnitude was constructed for movements in the range of 0 to 0.5 pixels/second with a constant number of 1000 bins. Sample histogram signals for OA and CA are shown in Figure 4. The average of each bins (features) of histogram across an event was computed. Principal component analysis (PCA) was subsequently applied to reduce the number of bins. A random forest classifier was trained on the first 100 PCA components to distinguish OA from CA.

Figure 4. Histogram of movement magnitudes. Obstructive apneas have more range of motion as compared with central apneas because of the breathing effort. CA: central apnea; OA: obstructive apnea.
Baseline 3—2D Fast Fourier Transform-Convolutional Neural Network

This method separates OAs from CAs based on the frequency-domain representation of movement histograms. The movement histograms of each event were concatenated together over time to form an image and then transformed to the frequency domain via 2DFFT with a constant size of 128×128. A sample of 2DFFT signal is shown in Figure 5 for a CA and an OA. A CNN (DarkNet19) [30] was trained on the obtained 2DFFT image to distinguish between OA and CA.

Figure 5. 2D fast Fourier transform (2DFFT) of movement histograms for OA and CA. 2DFFT images of OA have a wider frequency range as compared with CA, as breathing effort during OA causes more fluctuation in the movement signal. 2DFFT: 2D fast Fourier transform; CA: central apnea; OA: obstructive apnea.

Validation

The data were divided into training and validation and test sets by the room in which the study was conducted to ensure the setup camera placement did not affect the algorithm performance. The recorded data of 21 participants (recorded in laboratory room number 1) were used in the training and validation sets. This set included 40 CAs and 313 OAs. The remaining 21 (recorded in laboratory room number 2) comprised the test set, which included 75 CAs and 299 OAs.

For the autocorrelation and movement histogram methods, classifier hyperparameters were tuned via 3-fold cross-validation on the training set. For the 3D-CNN (whole body) and 3D-CNN (chest and abdomen) methods, early stopping was based on performance on the validation set.

Performance of the head, chest, and abdomen bounding box detection was evaluated based on accuracy at the intersection over union values higher than 0.5 between predicted and manually annotated regions.

Results

Data from 42 participants (27 men and 15 women) were collected for this study. Participants’ demographic information is shown in Table 2. None of the parameters were significantly different between the groups, except BMI with a P value of .04.

Figure 6 shows a sample image frame, as well as the manually marked and automatically detected bounding boxes, for the chest and the abdomen. The performance of the head, chest, and abdomen bounding box detection is quantified in Table 3. The head detection model obtained 92% accuracy, which was higher than the chest and abdomen detection models with accuracies of 83% and 67%, respectively.

Results of distinguishing OAs from CAs are shown in Table 4. Different classifiers obtained similar performance for the movement histograms method. For the sake of space, only results of the random forest classifier are shown in Table 4. The 3D-CNN model obtained the best performance with 95.4% accuracy and an F1 score of 88.7%.
### Table 2. Participant demographics (N=42).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Room 1 (test set), mean (SD)</th>
<th>Room 2 (train set), mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Male</td>
<td>8 (13)</td>
<td>7 (14)</td>
</tr>
<tr>
<td>Age (years)</td>
<td>53 (15)</td>
<td>55 (13)</td>
</tr>
<tr>
<td>BMI (kg/m²)</td>
<td>28 (6)</td>
<td>32 (7)</td>
</tr>
<tr>
<td>Sleep efficiency (%)</td>
<td>73 (18)</td>
<td>75 (18)</td>
</tr>
<tr>
<td>REM sleep percentage (%)</td>
<td>16 (6)</td>
<td>15 (8)</td>
</tr>
<tr>
<td>Mean wake heart rate (bpm)</td>
<td>66 (17)</td>
<td>71 (15)</td>
</tr>
<tr>
<td>Mean REM heart rate (bpm)</td>
<td>63 (18)</td>
<td>72 (12)</td>
</tr>
<tr>
<td>Minimum SaO₂ (%)</td>
<td>81 (9)</td>
<td>81 (7)</td>
</tr>
<tr>
<td>Mean SaO₂</td>
<td>94 (3)</td>
<td>94 (3)</td>
</tr>
<tr>
<td>Number of OAs (events)</td>
<td>16 (35)</td>
<td>16 (23)</td>
</tr>
<tr>
<td>Number of CA (events)</td>
<td>4 (10)</td>
<td>2 (3)</td>
</tr>
<tr>
<td>AHI (events/hour)</td>
<td>24 (35)</td>
<td>29 (26)</td>
</tr>
<tr>
<td>Sleep duration (hour)</td>
<td>5 (1)</td>
<td>5 (1)</td>
</tr>
</tbody>
</table>

*aParticipants’ information calculated from the sleep reports of the overnight sleep study of participants annotated by sleep technicians.

*bBMI: body mass index. BMI is different between the two rooms with a *P* value of .04.

*cREM: rapid eye movement.

*d bpm: beats per minute.

*e SaO₂: arterial oxygen saturation.

*fOAs: obstructive apnea.

*gCA: central apnea.

*h AHI: apnea-hypopnea index.

**Figure 6.** Sample chest, abdomen, and head detection results. Manually annotated and detected regions are shown in blue hashed line and orange solid line, respectively.
Table 3. Face, chest, and abdomen bounding box.

<table>
<thead>
<tr>
<th>Detected object</th>
<th>Accuracy (%), at IoU$^a$ &gt; 0.5, mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Head</td>
<td>92 (11)</td>
</tr>
<tr>
<td>Chest</td>
<td>83 (14)</td>
</tr>
<tr>
<td>Abdomen</td>
<td>67 (15)</td>
</tr>
</tbody>
</table>

$a$IoU: intersection over union.

Table 4. Obstructive apneas versus central apneas: prediction performance of different models.

<table>
<thead>
<tr>
<th>Method</th>
<th>Accuracy$^a$ (%)</th>
<th>Precision$^a$ (%)</th>
<th>Recall$^a$ (%)</th>
<th>$F_1$ score$^a$ (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Autocorrelation</td>
<td>88.4</td>
<td>81.1</td>
<td>53.1</td>
<td>64.2</td>
</tr>
<tr>
<td>Histogram of movements</td>
<td>88.5</td>
<td>86.7</td>
<td>48.2</td>
<td>61.9</td>
</tr>
<tr>
<td>2DFFT-CNN$^b$</td>
<td>89.7</td>
<td>69.1</td>
<td>75.6</td>
<td>72.3</td>
</tr>
<tr>
<td>3D-CNN$^c$</td>
<td>95.4</td>
<td>88.2</td>
<td>89.3</td>
<td>88.7</td>
</tr>
<tr>
<td>3D-CNN chest and abdomen (annotated)</td>
<td>90.9</td>
<td>71.1</td>
<td>81.8</td>
<td>76.1</td>
</tr>
<tr>
<td>3D-CNN chest and abdomen (estimated)</td>
<td>89.3</td>
<td>72.1</td>
<td>76.0</td>
<td>74.0</td>
</tr>
</tbody>
</table>

$^a$Accuracy, precision, recall, and $F_1$ score indicate the ratio of correct prediction to the total number of data points, the ratio of correct positive prediction to the total positive prediction, the ratio of correct positive prediction to the total positive data, and the harmonic mean of precision and recall.

$^b$2DFFT-CNN: 2D fast Fourier transform-convolutional neural network

$^c$3D-CNN: 3D convolutional neural network.

Discussion

Principal Findings

The proposed 3D-CNN model outperformed all three baseline methods. We hypothesized that localizing the chest and abdomen in the video will increase the signal-to-noise ratio to improve performance. However, as shown in Table 4, applying 3D-CNN on the whole image frame obtained the best performance. Figure 7 illustrates how the use of a blanket may explain these results.

The blanket propagates chest and abdominal movements outside of their respective detected (or annotated) regions. As a result, localizing the chest and abdomen locations removed part of the respiratory-related movement signal. In addition, accurate detection of abdomen location is challenging when the body is covered by a blanket; however, increasing the number of data points (>42) could potentially address this challenge. Attention mechanisms could also potentially be used to automatically identify image regions in which chest or abdomen movements are prominent.
Fig 7. Annotated chest and abdomen regions do not capture a large area where most of the respiratory-related movement is visible. Manually annotated chest and abdomen regions are shown with blue boxes. Areas with large movement intensity (magnitude of the optical flow) are highlighted in pink.

Limitations
The methods developed and evaluated in this study are the first to use computer vision to differentiate between OAs and CAs. Although the models were externally validated on data collected in a different room, a limitation of this study was that the same camera model and camera setup was used to collect data in both rooms. Remediying this limitation will involve external validation on a dataset that will be recorded under different conditions, for example, use of another camera model, different viewing angle, or a different camera distance from the bed. This will evaluate how the models trained here generalize to potential variations that might occur in real-life scenarios, for example, in the home. Another limitation of the current system is that it relies on the assumption that apneas were already segmented, for example, using previously developed vision-based methods [21]. Remediying this limitation will involve evaluation of how the combination of such methods with the models developed here will perform.

Comparison With Prior Work
To address the challenges associated with PSG, there have been several investigations to develop convenient sleep apnea screening devices that can also distinguish CA from OA [14,15,28,31,32]. In a study proposed by Argod et al [15], pulse transit time technique was used to measure the delay between the R-wave on the electrocardiogram and a finger. They used the delay to visually classify CA from OA [15]. In another study, Park et al [31] designed an invasive implantable cardiac device to differentiate between CA and OA based on oscillation characteristics of the cardiac electrical activity. Luo et al [14] used the diaphragm electromyogram to track the activity of respiratory muscles to differentiate OA from CA. Thomas et al [28] used a single-lead electrocardiogram to classify OA from CA by measuring the elevated low-frequency coupling of heart rate variability and the fluctuations in the amplitude of the R-wave. These studies either are invasive or need the attachment of sensors to the body, which could be inconvenient and sensitive-to-motion artifacts and disrupt the user’s regular sleep pattern. A noncontact method to distinguish CA from OA will address these challenges.

In one attempt, Nandakumar et al [32] tracked body movements via smartphones. They used frequency-modulated continuous-wave transmissions to find the motion changes in body. Although their model counted the number of CAs and OAs, the performance of the model on localizing and distinguishing of apneas was not reported. Moreover, this study did not report cross-validation results.

Conclusions and Future Works
This research project is the first vision-based noncontact method that differentiates sleep apneas by tracking body movements using IR videos. The developed algorithm was validated on 42 participants with various levels of sleep apnea severity. The algorithm performed well in distinguishing the OAs from the CAs. In this study, it was assumed that apneas were given. Future work can apply existing techniques [21] or novel CNN-based methods to identify apneas. Similar approaches can be used for noncontact assessment of respiration and respiratory effort during exercise testing in individuals who are using mechanical ventilators and infants with respiratory problems. Future work also involves collecting more data to perform an external validation of models developed here under varying conditions, as well as to improve chest and abdominal detection accuracy.
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Abstract

Background: Phishing is a cybercrime in which the attackers usually impersonate a trusted source. The attackers usually send an email that contains a link that allows them to steal the receiver’s personal information. In the United States, phishing is the number one cybercrime by victim count according to the Federal Bureau of Investigation’s 2019 internet crime report. Several studies investigated ways to increase awareness and improve employees’ resistance to phishing attacks. However, in 2019, successful phishing attacks continued to rise at a high rate.

Objective: The objective of this study was to investigate the influence of personality-based antecedents on phishing susceptibility in a health care context.

Methods: Survey data were collected from participants through Amazon Mechanical Turk to test a proposed conceptual model using structural equation modeling.

Results: A total of 200 participants took part. Health concerns, disposition to trust, and risk-taking propensity yielded higher phishing susceptibility. This highlights the important of personality-based factors in phishing attacks. In addition, females had a higher phishing susceptibility than male participants.

Conclusions: While previous studies used health concerns as a motivator for contexts such as sharing personal health records with providers, this study shed light on the danger of higher health concerns in enabling the number one cybercrime.

(J Med Internet Res 2020;22(5):e18394) doi:10.2196/18394
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Introduction

Background
Phishing refers to an internet cybercrime where a normal computer or mobile phone user is targeted by a cybercriminal through email. This communication is mostly intended to lure the user to provide their sensitive data such as personal health care records, passwords, bank information, and passwords. In a phishing attack, the attacker sends an email that impersonates a legitimate organization or person. The cybercriminal uses social engineering techniques to encourage the receiver to click on a suspicious link. The link can download a malicious app or provide a form that asks the recipient to enter sensitive personal information. Phishing attacks can target individuals, employees, corporations, or governments. Attackers are motivated by many factors such as achieving financial benefits or gaining a reputation in the cybercriminal community. An attacker can sell a stolen personal health care record for thousands of dollars [1].

According to the US Federal Bureau of Investigation’s annual Internet Crime Complaint Center report for 2019 [2], there were about US $3.5 billion in financial losses alone due to cases of theft, fraud, and exploitation on the internet. The report states...
that the most prevalent type of attack was the category Phishing/Vishing/Smishing/Pharming, various terms that are used to define different means to phish. For example, fraud conducted over the phone is termed vishing. Smishing refers to attacks conducted using texting. Phishing was ranked first by the number of victims, with more than twice as many victims as the second-ranked type of attacks. Phishing attacks have been increasing significantly in the past few years [3].

A recent IBM Security report ranked the health care industry first in terms of the average cost of a data breach [4]. The report stated that phishing was one of the most common methods used in carrying out an attack. In 2018, about 15 million patients’ records were breached in the United States. In addition, in the first 6 months of 2019, 25 million patients were compromised with phishing being the main factor behind most breaches [5].

Phishing not only has a negative influence on individuals’ monetary assets but also builds doubt every single time they are contacted via phone calls, texts, or emails. For an individual, this shatters the reliability of electronic media to carry out a variety of tasks. This poses a great danger to digitizing traditional paper-based patient records.

According to various recent reports and research, the most common features of phishing emails are that they are astonishingly true, and have a sense of urgency (pushing the recipient to take an action as soon as possible), too many links, unexpected attachments, and an anonymous or unknown sender. Researchers and experts have been developing and testing ways of raising users’ awareness so that they can detect phishing attacks.

However, efforts in raising awareness are yet to prove successful. As mentioned above, the success rate of the attacks has increased globally. About 35% of individuals do not even know what phishing is [6]. Many recent studies and current training focus on recommendations that many attackers get around. For example, Jensen et al [7] focused on training and recommendations that help individuals to avoid phishing. One of the main recommendations was to look for “https” in the address bar. Many online materials and articles list similar recommendations, including an unknown sender, generic greetings, and grammatical mistakes. However, according to a 2019 phishing trends and intelligence report, about 50% of phishing attacks use secure socket layer, making them harder to detect [8].

More importantly, attackers have constantly advanced and changed strategies. In fact, 2019 was a year of phishing evolution. Microsoft released a report in December 2019 that talked about evolving methods of phishing and explained the 3 most notable attack techniques of phishing they observed with their Microsoft Threat Protection services in 2019 [9].

Phishing is ultimately a social tactic. According the Verizon data breach investigation report [10], 43% of cyber attacks encompass social tactics, and of those that use social tactics, 93% are phishing attacks. Therefore, constant efforts should be invested in understanding the social and personal characteristics of individuals and victims. Detection, awareness, and training strategies need to be constantly evolving. In addition, one-size-fits-all recommendations and strategies will not benefit most individuals, organizations, or industries.

**Literature Review**

Research related to phishing can be categorized into two main streams. The first stream of research investigates technical aspects that can automatically detect phishing attacks using various methods such as machine learning and text mining. For example, Basavaraju and Prabhakar [12] used cluster analysis to detect spam emails. Jeeva and RajSingh [13] applied association rule mining techniques to detect phishing emails that contain malicious links.

Niakanlaji et al [14] proposed a framework of machine learning to detect phishing webpages. The framework used 15 novel features that can be used on a webpage effectively without relying on search engines or other services. Some researchers have focused on improving text mining and data extraction techniques, which are then used as scripts to extract data from emails in a semiautomatic manner and analyze them to find patterns and other data [15].

However, in 2019, about 30% of phishing emails still bypassed security detection measures [16]. Phishing volume increased by approximately 41% in 2018, and the success rate of attacks has also increased. Although phishing detection technology is advancing, it cannot keep up with the advancement rate of phishing attacks. Therefore, many experts and researchers emphasize the importance of improving user awareness and training in regard to phishing. Most experts agree that the best way to defend against phishing attacks is to train employees and individuals to detect phishing emails in addition to security measures that detect some of the attacks automatically.

Therefore, the second stream of research has focused on the user side of the equation. User awareness of phishing emails stands to be one of the main prevention measures for phishing all around cyberspace. Hence, various awareness campaigns such as public announcements, seminars, and podcasts help to make users aware of these attacks and hence prevent phishing attacks in any form [17]. Miranda [18] suggested that phishing training programs can increase employee resistance to phishing attacks. Various studies proposed a game design framework to prevent many phishing attacks [3,19]. This framework enhances user avoidance behavior through motivation and hence results in preventing these phishing attacks. Other researchers looked at the characteristics of victims such as their email habits, perception of risk, and self-efficacy [20,21].

However, researchers have defined phishing as social engineering where an attacker attempts to fraudulently acquire sensitive information from a victim by impersonating a trustworthy third party. This brings in the scope for understanding normal users and their mentality gaps. Individuals are not always driven by rational thought and knowledge when making a decision or taking an action [22]. People may make
decisions quickly and may be driven by emotions or other factors [23]. For example, Jalali et al [24] found that perceived risk is not associated with click behavior, whereas workload is positively associated with click behavior. The limited number of studies looking at the influence of individuals’ characteristics and traits on phishing susceptibility in a health care context creates a gap in the research.

**Objective**

This study, motivated by improving phishing training and prevention measures by understanding individual characteristics, investigated the influence of personality-based factors—health concerns, disposition to trust, and risk taking—on phishing susceptibility in health care-related attacks. The antecedents cover three areas of personality related to the context: concerns, risk, and trust. This allowed for identifying risk groups and understanding normal individuals and the mentality loopholes that an attacker uses to execute their tasks. This is one of the few studies that focused on personality-based antecedents as they relate to phishing susceptibility, specifically in the context of health care.

**Methods**

**Conceptual Model**

The following subsections argue for the relationships in the conceptual model shown in Figure 1. This is one of the first studies that focused on personality-based variables and their influence on phishing susceptibility in the health care context.

**Health Concerns**

Health concerns refers to the degree to which an individual is concerned about their health [25]. Health-related traits have been shown to influence individuals’ choices related to behaviors affecting their health directly or indirectly [26]. People who are concerned about their health are anticipated to pursue resources as they participate in behaviors to protect their health [25]. In the context of privacy, health concerns act as a promoter to seek better health outcomes [27]. In addition, the concept of health concerns is linked with a higher likelihood to seek health information online [28]. In general, Brelsford et al [29] found that patients with a high level of health concerns are motivated to take actions related to their health. However, the construct of health concerns has not been investigated in the context of phishing.

The first study hypothesis (H1, Figure 1) was that health concerns is positively associated with phishing susceptibility.

**Disposition to Trust**

Disposition to trust is a personality construct that refers to individuals’ propensity to trust or distrust others [30]. In general, various types of trust have been extensively studied in different disciplines. The perception of trust can be linked with people or systems [31]. For example, the direct relationship between trust beliefs and use of technology has been well established [32-34]. The association between trust and information sharing has also been empirically demonstrated in previous studies [35-37]. These findings suggest that releasing personal information in exchange for e-services requires a great deal of trust. In the context of e-commerce and social media, prior literature has confirmed a positive association between trust in the system and a willingness to use the system [38,39].

The role of disposition to trust as a personality construct has been investigated in internet and website usage in general [30,40]. Bélanger and Carter [32] found that trust has an important role in promoting e-government use. Wang et al [41] investigated the effect of disposition to trust on mobile banking...
adoption. In addition, disposition to trust has been linked to a higher likelihood of deception [42].

The second study hypothesis (H2, Figure 1) was that disposition to trust is positively associated with phishing susceptibility.

**Risk-Taking Propensity**

A key personality aspect that influences decision making is the individual’s propensity to take on risks. An individual’s risk-taking personality is defined as the behavioral propensity to seek rewards despite the probability of negative consequences [43]. This construct represents an attitude that is independent of any probability of outcome, but is anchored in how individuals value those outcomes [44]. Research has shown the link between different levels of risk-taking propensities and decision making in many contexts. Though the importance of individual differences in decision making has been examined in other fields, little information security research has investigated the impact of individual traits, especially in phishing susceptibility as it relates to health care. Hansen et al [45] found that risk-taking propensity has a direct positive influence on behavioral intention in the context social media use.

The third study hypothesis (H3, Figure 1) was that risk-taking propensity is positively associated with phishing susceptibility.

**Role of Sex**

Differences between males and females in their online health information sharing behavior is another problem worth investigating. Male-female differences in behavior with regard to phishing has been mostly investigated in general but not specifically in health care–related phishing scenarios. For example, Sun et al [46] found that male students score better than female students in antiphishing behavior. Similarly, Verkijika [47] reported consistent findings in a general phishing context. Results are expected to be consistent in the health care phishing scenario as well.

The fourth study hypothesis (H4, Figure 1) was that males have lower phishing susceptibility than females.

**Data Collection**

Data were collected online by administering the survey through Amazon Mechanical Turk (Amazon.com, Inc, Seattle, WA, USA), an online survey administration platform that allows for recruiting participants. The participants were redirected to take the survey built in Qualtrics™ experience management software (Qualtrics). Participants had to be 18 years of age or older and reside in the United States. Many studies in the health care information technology context have used online data collection [27,48]. To measure phishing susceptibility (the dependent variable), participants were exposed to a scenario where they had to read an email and then indicate their intention to click on the email. The email was a phishing email in a health care context but participants were not told any information about its validity. The email was adopted from InfoSec [49].

**Data Description**

Data were cleaned and recoded using SAS version 9.4 (SAS Institute Inc). Responses that included missing data were removed from the final dataset.

**Variables in the Model**

All latent variables in the survey were borrowed from previous research and adapted to fit this study. Multimedia Appendix 1 shows the items and the source for variables in the model. All latent variable were measured using a Likert scale scored from 1 to 5. Sex was recoded to a binary variable named Male where 1 referred to a male participant and 0 referred to a female participant. Control variables were age, income, education, employment, and prior knowledge of the phishing concept.

**Measurement Model**

After the data were cleaned using SAS version 9.4, IBM SPSS Amos version 25 (IBM Corporation) was used to assess the latent validity and reliability of the latent variables and the overall fit of the measurement model. Confirmatory factor analysis was used to evaluate the overall measurement model. The validity of the variables was tested using the average variance extracted (AVE). Finally, multicollinearity was assessed using variable inflation factor.

**Results**

**Participant Characteristics**

After the data cleaning process, a total of 200 valid response were included in the study. Table 1 shows the descriptive statistics of the participants. For example, 43% of the participants are female and 57% are male.
Table 1. Descriptive statistics of participants (N=200).

<table>
<thead>
<tr>
<th>Variable, Category</th>
<th>Values, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sex</td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>86 (43.0)</td>
</tr>
<tr>
<td>Male</td>
<td>114 (57.0)</td>
</tr>
<tr>
<td>Age (years)</td>
<td></td>
</tr>
<tr>
<td>18-25</td>
<td>25 (12.5)</td>
</tr>
<tr>
<td>26-35</td>
<td>113 (56.5)</td>
</tr>
<tr>
<td>36-45</td>
<td>31 (15.5)</td>
</tr>
<tr>
<td>46-55</td>
<td>19 (9.5)</td>
</tr>
<tr>
<td>&gt;55</td>
<td>12 (6.0)</td>
</tr>
<tr>
<td>Education</td>
<td></td>
</tr>
<tr>
<td>High school or less</td>
<td>23 (11.5)</td>
</tr>
<tr>
<td>Technical or community college</td>
<td>26 (13.0)</td>
</tr>
<tr>
<td>4-year college degree</td>
<td>105 (52.5)</td>
</tr>
<tr>
<td>Master’s degree</td>
<td>42 (21.0)</td>
</tr>
<tr>
<td>Doctoral degree</td>
<td>2 (1.0)</td>
</tr>
<tr>
<td>Other</td>
<td>2 (1.0)</td>
</tr>
<tr>
<td>Income (US $)</td>
<td></td>
</tr>
<tr>
<td>&lt;25,000</td>
<td>41 (20.5)</td>
</tr>
<tr>
<td>25,000 to &lt;50,000</td>
<td>74 (37.0)</td>
</tr>
<tr>
<td>50,000 to &lt;75,000</td>
<td>58 (29.0)</td>
</tr>
<tr>
<td>≥75,000</td>
<td>27 (13.5)</td>
</tr>
</tbody>
</table>

**Structural Equation Modeling**

Structural equation modeling (SEM) was used to test the hypothesized model. Estimates derived from the SEM analysis were used to test the research hypotheses. The model explains 36.9% of the variance in phishing susceptibility. **Figure 2** shows the SEM results for the hypothesized model.
Table 2 show the results of the confirmatory factor analysis. The results show that the model fit well: root mean square error of approximation was .061, comparative fit index was .98, and Tucker-Lewis index was .97 [50]. In addition, all item loadings were high and significant, with scores ranging between .75 and .95. All scores exceeded .5 AVE, which meets the cutoff for establishing convergent validity [51]. In fact, the smallest AVE score was .62. All AVE scores exceeded the squared construct intercorrelation for the corresponding variable, thus establishing discriminant validity [51]. All variables were reliable, as the construct reliability scores ranged from .83 to .96, exceeding the cutoff score of .7 for establishing reliability of the variable [52] (Table 2).

All variable inflation factor scores were well below the cutoff value of 10 [53]. Thus, there was no evidence to suggest the existence of multicollinearity. In addition, all variables were conceptually distinct.

Hypothesis 1 proposed a positive relationship between health concerns and phishing susceptibility. The SEM results supported this hypothesis. The path coefficient for the health concerns was positive and significant ($\beta=.157$, $P<.04$). These results suggested that health concerns lead to higher phishing susceptibility.

Hypothesis 2 suggested that disposition to trust leads to higher phishing susceptibility. The results supported this hypothesis ($\beta=.14$, $P=.04$). The path coefficients for disposition to trust were positive and significant, which provides evidence to support hypothesis 2. The finding proposes that individuals who have a propensity to trust others are more susceptible to phishing attacks. In addition, the magnitude of the path coefficient is higher than that of health concerns, indicating a larger influence of disposition to trust than of health concerns on phishing susceptibility.

Hypothesis 3 posited a positive relationship between risk-taking propensity and phishing susceptibility. The results show that the path coefficient was positive and significant ($\beta=.345$, $P<.001$), suggesting that risk-taking propensity yields a higher phishing susceptibility, thus supporting hypothesis 3. In addition, the magnitude of the path coefficient is the highest of all antecedents.

Hypothesis 4 argued that males, compared with females, have a lower phishing susceptibility. This hypothesis was supported by the results. The path coefficient for negative and significant ($\beta=-.236$, $P<.001$). This result is consistent with previous research [47].
Table 2. Confirmatory factor analysis results.

<table>
<thead>
<tr>
<th>Variable, item</th>
<th>Loading</th>
<th>Construct reliability</th>
<th>Average variance extracted</th>
<th>Variable inflation factor</th>
</tr>
</thead>
<tbody>
<tr>
<td>Phishing susceptibility (PHS)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PHS_1</td>
<td>.947</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PHS_2</td>
<td>.947</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PHS_3</td>
<td>.931</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Health concerns (HC)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HC_1</td>
<td>.805</td>
<td>.624</td>
<td>1.27</td>
<td></td>
</tr>
<tr>
<td>HC_2</td>
<td>.809</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HC_3</td>
<td>.754</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Disposition to trust (DTR)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DTR_1</td>
<td>.81</td>
<td>.73</td>
<td>1.23</td>
<td></td>
</tr>
<tr>
<td>DTR_2</td>
<td>.9</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DTR_3</td>
<td>.85</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Risk-taking propensity (RT)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RT_1</td>
<td>.832</td>
<td>.76</td>
<td>1.63</td>
<td></td>
</tr>
<tr>
<td>RT_2</td>
<td>.911</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RT_3</td>
<td>.87</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Measurement model goodness-of-fit indices</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RMSEA$^c$</td>
<td>.061</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Comparative fit index</td>
<td>.98</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Tucker-Lewis index</td>
<td>.97</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>$\chi^2$/df</td>
<td>1.737</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
</tbody>
</table>

$^a$See Multimedia Appendix 1 for item details.

$^b$N/A: not applicable.

$^c$RMSEA: root mean square error of approximation.

Discussion

Principal Findings

This study investigated the relationship between personality-based factors and phishing susceptibility as it relates to health care. Personality-based factors have been shown to be associated with action, decision, attitude, and intention in various contexts [27,41,45]. However, limited research has focused on these relationships in a health care phishing context. This study focused on three main personality-based antecedents: health concerns, risk-taking propensity, and disposition to trust. This is one of the few studies that focused on these factors in the phishing context.

The study found that all three factors have an important role in leading to higher phishing susceptibility in a health care scenario. These findings suggest that personality-based factors should be taken into consideration when training individuals on phishing attacks and testing their phishing susceptibility and antiphishing behavior. The influence and effectiveness of training may differ based on personality-based traits. Thus, one-size-fits-all training, simulations, and strategy might not benefit most individuals.

While health concerns were found to be a motivator to engage patients in sharing their personal health information with providers [27], in a phishing scenario health concerns led to higher phishing susceptibility. Thus, health concerns could act as a “double-edged sword.” Of all personality-based factors, the results suggested that risk-taking propensity had the highest effect on increasing phishing susceptibility. This implies that future research should study the high risk taker to find optimal methods to reduce phishing susceptibility. The study also confirmed previous findings that females are more susceptible to phishing attacks, but this research confirmed the finding in a health care context.

Limitations and Future Work

This study had several limitations, which can be addressed in future studies. The data were self-reported rather than actual behavior. Real-world behavior is very difficult to capture specifically in the health care context. In future studies, the influence of customized phishing training on individuals with different levels of personality-based factors will be tested.
Conclusions

Phishing remains a problem that continues to increase. While companies, experts, and researchers continue to develop new methods to detect phishing attacks and improve resistance to falling a victim to phishing, attackers are advancing and improving phishing attacks at a higher and a more successful rate. Microsoft named 2019 as a year of phishing evolution as attackers made innovations in both technical and social tactics. The only way to mitigate phishing attacks is get ahead of the attackers. Training and simulation should include a balance of customized material and approaches that fit the characteristics of the receiver.

This study contributes to the phishing literature by investigating personality-based factors and reporting findings that are new and important. In addition, the study contributes to the health care information technology literature by examining health care–related phishing scenarios and factors. There is limited research in the health care context that deals with phishing susceptibility.
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Abstract

Background: The public health impact of health and well-being digital interventions is dependent upon sufficient real-world uptake and engagement. Uptake is currently largely dependent on popularity indicators (e.g., ranking and user ratings on app stores), which may not correspond with effectiveness, and rapid disengagement is common. Therefore, there is an urgent need to identify factors that influence uptake and engagement with health and well-being apps to inform new approaches that promote the effective use of such tools.

Objective: This review aimed to understand what is known about influences on the uptake of and engagement with health and well-being smartphone apps among adults.

Methods: We conducted a systematic review of quantitative, qualitative, and mixed methods studies. Studies conducted on adults were included if they focused on health and well-being smartphone apps reporting on uptake and engagement behavior. Studies identified through a systematic search in Medical Literature Analysis and Retrieval System Online, or MEDLARS Online (MEDLINE), EMBASE, Cumulative Index to Nursing and Allied Health Literature (CINAHL), PsychINFO, Scopus, Cochrane library databases, DataBase systems and Logic Programming (DBLP), and Association for Computing Machinery (ACM) Digital library were screened, with a proportion screened independently by 2 authors. Data synthesis and interpretation were undertaken using a deductive iterative process. External validity checking was undertaken by an independent researcher. A narrative synthesis of the findings was structured around the components of the capability, opportunity, motivation, behavior change model and the theoretical domains framework (TDF).

Results: Of the 7640 identified studies, 41 were included in the review. Factors related to uptake (U), engagement (E), or both (B) were identified. Under capability, the main factors identified were app literacy skills (B), app awareness (U), available user guidance (B), health information (E), statistical information on progress (E), well-designed reminders (E), features to reduce cognitive load (E), and self-monitoring features (E). Availability at low cost (U), positive tone, and personalization (E) were identified as physical opportunity factors, whereas recommendations for health and well-being apps (U), embedded health professional support (E), and social networking (E) possibilities were social opportunity factors. Finally, the motivation factors included positive feedback (E), available rewards (E), goal setting (E), and the perceived utility of the app (E).

Conclusions: Across a wide range of populations and behaviors, 26 factors relating to capability, opportunity, and motivation appear to influence the uptake of and engagement with health and well-being smartphone apps. Our recommendations may help app developers, health app portal developers, and policy makers in the optimization of health and well-being apps.

(J Med Internet Res 2020;22(5):e17572) doi:10.2196/17572

http://www.jmir.org/2020/5/e17572/
Introduction

Background

Digital behavior change interventions, such as smartphone apps, can be effective and cost-effective tools to change a range of health-related behaviors [1,2]. For example, there have been promising studies of apps, including (1) delivering health prevention messages for men who have sex with men [3], (2) self-managing diabetes [4] and cardiovascular diseases [5], (3) weight management [6-8], (4) alcohol reduction [9-11], (5) mental health interventions [12], and (6) managing long-term conditions [13]. For certain behaviors such as reduction of alcohol consumption, they could also address the barriers experienced by health professionals when delivering brief interventions in person, such as lack of necessary training [11] and to reduce the stigma associated with alcohol consumption [2]. The public health implications are substantial because of their potential to have a low incremental cost and broad reach.

Despite their promise, effect sizes reported in evaluations of app-based interventions are often small. One potential explanation is the level of uptake and engagement. Uptake refers to the act of downloading and installing a smartphone app. Engagement has been defined as “(1) the extent (e.g. amount, frequency, duration, depth) of usage and (2) a subjective experience characterized by attention, interest and affect” [14]. To date, low uptake and poor engagement are commonly observed with digital interventions, which are often insufficient to sustain behavior change [15,16]. However, there is a lack of evidence regarding the main factors contributing to this problem.

Systematic reviews that focused on one specific behavior or a certain type of health or well-being app suggest that the effectiveness of evidence-based smartphone apps can be improved by targeting the design and engagement features, such as user-friendly design, individualized and culturally tailored content, or health professional support [17-19]. A review based on experiential and behavioral perspectives conceptualized key factors that might affect engagement with digital behavior change interventions: the content (e.g., behavior change techniques, social support, and reminders) and how the content is delivered (e.g., professional support, personalization, and aesthetic features) [14].

To our knowledge, no systematic review that primarily seeks to identify factors that influence the uptake of and engagement with a wide range of health and well-being smartphone apps has yet been conducted. To narrow the focus of this review, the four public health priority behaviors related to prevention (smoking, alcohol consumption, physical activity, and diet) along with mental health and well-being were targeted.

Theoretical Framework

The capability, opportunity, motivation, behavior (COM-B) model is a comprehensive framework that posits that individuals, to perform or change a behavior, need the capability to undertake it, the opportunity to take part in, and the motivation to engage with that behavior [20]. COM-B is increasingly being applied to inform the development of digital behavior change interventions [21-23]. The theoretical domains framework (TDF) [24] has previously been successfully applied for systematic reviews in other contexts [25,26]. The 14 domains of the TDF, described elsewhere [24], offer a concise coding framework that can be usefully conceptualized as possible targets for behavior change interventions. The TDF, being linked to the COM-B model [24], can be used as subthemes under the components of the COM-B model (see Multimedia Appendix 1).

Objectives

This systematic review aimed to synthesize factors identified in studies that influence the uptake of and engagement with health and well-being smartphone apps among adults targeting public health priority behaviors (smoking, alcohol consumption, physical activity, and diet) and mental health and well-being, and mapped these factors under the components of the COM-B model and constructs of the TDF. This could help inform stakeholders in public health and policy makers, digital behavior change intervention developers, and providers of health and well-being smartphone app portals to better target uptake and engagement.

Methods

Systematic Review

The review was conducted according to the Preferred Reporting Items for Systematic Reviews and Meta-analyses (PRISMA; Multimedia Appendix 2) [27], and the protocol was registered on the International Prospective Register of Systematic Reviews (CRD42019120312). The review used a mixed methods approach to generate different but complementary knowledge about users’ views from qualitative findings and predictors and patterns of behavior from quantitative findings.

Eligibility Criteria

Eligible studies had to explore factors that influence uptake or engagement with health and well-being smartphone apps among adults. Table 1 summarizes the inclusion and exclusion criteria using the Population, Intervention, Comparison or Context, Outcomes, and Study Type tool.
eligibility criteria were applied, a subsample (10%) of records reviewer selection bias and to assess how reliably the study Endnote X9 and deduplicated. To reduce the likelihood of All records identified by the search strategy were exported to Identification of Studies Service [NHS] in England). during stakeholder communication (PHE, National Health material were sought from government bodies and policy makers dissertations and theses, and unpublished research data and additional studies. The search for gray literature included Reference lists of all included studies were hand-searched for Searching for Other Resources journals, such as Computers in Human Behavior and was updated in August 2019. Electronic Search Search Strategy A systematic literature search was developed in consultation with a specialist librarian from the University of East Anglia (PHE). An iterative process helped to define the final search terms while ensuring a balance between sensitivity and specificity. A systematic literature search was performed in 8 electronic databases: Medical Literature Analysis and Retrieval System Online, or MEDLARS Online (MEDLINE), EMBASE, Cumulative Index to Nursing and Allied Health Literature (CINAHL), PsycINFO, Scopus, Cochrane library database, DataBase systems and Logic Programming (DBLP), and Association for Computing Machinery (ACM) Digital library. The databases were searched with no data limit, no publication or geographical restriction, but limited to the English language. Synonyms of 3 concepts were searched: (mhealth) AND (behavior change) AND (uptake or engagement; Multimedia Appendix 3 shows the MEDLINE search strategy). The electronic search was initially performed in November 2018 and was updated in August 2019. Searching for Other Resources Additionally, the search also included a manual search in key journals, such as Journal of Medical Internet Research and Computers in Human Behavior, and in Google Scholar. Reference lists of all included studies were hand-searched for additional studies. The search for gray literature included dissertations and theses, and unpublished research data and material were sought from government bodies and policy makers during stakeholder communication (PHE, National Health Service [NHS] in England). Identification of Studies All records identified by the search strategy were exported to Endnote X9 and deduplicated. To reduce the likelihood of reviewer selection bias and to assess how reliably the study eligibility criteria were applied, a subsample (10%) of records was additionally screened by a second reviewer (FN) during the title and abstract screening. Interrater reliability based on the number of eligible and ineligible studies was tested using Cohen’s kappa statistics [28], with the following cut-offs being used: 0.41-0.60 to indicate moderate agreement, 0.61-0.80 substantial agreement, and 0.81-0.99 almost perfect agreement [28]. The full texts of potentially eligible studies were independently screened by DS, with 20% randomly selected and double-screened by FN. The exclusions of the studies were justified and recorded. Data Extraction A data extraction proforma was developed by the first author following the existing Cochrane guidelines [29], and the subsequent data were extracted: study characteristics (author, date of publication, sample size and type, location of the study, type of app investigated in the study, aim of the study, methodological characteristics such as design, data collection, and participants), main findings related to the research question of this systematic review (including participants’ quotations and authors’ interpretations in the qualitative studies and reported results of the quantitative studies), and conclusions of each study. The data extraction was performed by 1 reviewer (DS) and was checked for accuracy by a second reviewer (FN). Quality Assessment To assess the quality of the studies, critical appraisal was conducted using the latest version of the mixed methods appraisal tool (MMAT) [30]. MMAT is a unique tool [30] that was developed by pooling together the core relevant methodological criteria found in different well-known and widely used qualitative and quantitative critical appraisal tools [31-33]. The quality of all studies was assessed by the first reviewer (DS) and checked for accuracy by 2 other authors (FN and AJ). The tool is not intended to score the studies or to exclude papers but to offer a guide for interpreting findings [30].

Table 1. List of inclusion/exclusion criteria.

<table>
<thead>
<tr>
<th>PICOS component</th>
<th>Inclusion criteria</th>
<th>Exclusion criteria</th>
</tr>
</thead>
<tbody>
<tr>
<td>Participants</td>
<td>Adults ≥18 years. Studies including individuals ≥16 years were included if at least 70% of the participants were ≥18 years</td>
<td>Apps targeting health professionals</td>
</tr>
<tr>
<td>Intervention and context</td>
<td>Studies investigating digital interventions using smartphone health and well-being behavior change apps on the following behaviors and outcomes: smoking, alcohol consumption, physical activity, diet and mental health, and well-being</td>
<td>Studies where the smartphone was not the primary intervention component</td>
</tr>
<tr>
<td>Outcomes</td>
<td>Qualitative: findings described as facilitators, barriers, determinants of uptake, or engagement with health or well-being apps (either already existing or planned to be developed), including perceptions, beliefs, experiences, and interest of the participants. Quantitative: uptake, measured as number of downloads, and engagement measured as number of logins, frequency of use, or any other relevant measure that tracks user engagement</td>
<td>Usability and user-testing studies, where functionality and app design were exclusively investigated for specific apps</td>
</tr>
<tr>
<td>Study design</td>
<td>All study designs were included</td>
<td>None</td>
</tr>
</tbody>
</table>

aPICOS: Population, Intervention, Comparison or Context, Outcomes, and Study Type.
Data Synthesis and Analysis

Integrative synthesis was applied to analyze the data [34,35]. The focus of the synthesis was on interpreting the data using specific concepts of the TDF as a deductive coding framework, which, for ease of interpretation, is summarized under the components of the COM-B model. Using the integrated approach, the data were pooled together by findings viewed as answering the same research questions, rather than by methods (eg, quantitative vs qualitative) [34,35].

Deductive thematic synthesis, a methodology designed to enhance the transparency of synthesizing qualitative data [36], was used to conduct the data synthesis of the findings of the qualitative studies and the qualitative component of the mixed methods studies. Using line-by-line coding, the findings were coded deductively into the domains of the TDF. The coding was conducted by the first author, and a randomly selected 10% of the coding was checked for accuracy by another author (FN). Regular coding meetings were conducted to maintain consistency. The expert opinion of an independent researcher with extensive experience in systematic reviewing was sought for data synthesis. The integrative approach includes interpretation of the quantitative findings by qualitizing [35], which refers to the textual interpretation of the findings of the quantitative studies (regardless of the interpretation of the author) so they can be combined narratively with qualitative data [35].

Results

Included Studies

A total of 7633 studies were initially retrieved, with a further 6 identified through manual search and reference check. An additional unpublished research report was received from stakeholders as part of the gray literature search process. No non-English papers were identified. A total of 2138 duplicates were removed. A total of 5429 studies were excluded based on the review of their titles and abstracts. Figure 1 illustrates the inclusion and exclusion of the studies following the guidance of the PRISMA flowchart [27].

During title and abstract screening, substantial agreement was achieved between the 2 independent reviewers (κ=0.63) [28]. Two types of disagreements were identified (one reviewer included studies that targeted app used in conjunction with a connected device and purely user-research studies) that limited agreement between the reviewers during the selection process, which were resolved through discussion and consultation with another author (AJ). After disagreements were resolved and the eligibility criteria were updated accordingly, 73 studies were identified as potentially meeting the inclusion criteria. All remaining titles and abstracts of records were assessed by 1 reviewer (DS). Of these, 41 studies were included in the review [37-77], out of which 13 were quantitative [41-44,49,53,55,63-65,68,76,77], 7 were mixed methods [38,47,59,62,73,74,78], and 21 were qualitative studies [37,39,40,45-47,50-52,54,56-58,60,61,66,67,70-72,75].

Description of the Included Studies

The end users of the studies were described as the general public [37,39,42,44,46,47,50-54,56-59,65,71,72,75,76], college students [48], existing app users [38,43,46,49,55,63,67,77], male workers in the male-dominated industry [60], lesbian, gay, bisexual, transgender, queer, and other spectrum of sexuality and gender (LGBTQ+) communities [40], rural communities [57], Asian ethnic minorities [41], pregnant women [73], patients in primary care [45,61,74], adult cancer survivors [62], adults with diabetes [57], those infected with HIV [64], those with chronic disease [68], and those with a bipolar disorder [69]. The focus of some studies was very specific and targeted a certain health behavior or condition, including alcohol reduction [38,46,54,58,59,64], smoking cessation [40,58,67,72,77], increasing physical activity [39,45,48,49,53,62,65,68], weight management [47,48,51,53,63,65,66,71,78], depression [52,61], mindfulness [50], diabetes management [57], and health management in pregnancy [73]. Other studies were less specific and targeted a more general mental health app [43,60,70] and a more general health app [37,41,42,44,55,56,74-76]. In all, 15 studies investigated factors influencing one particular app [38,43,45,46,49,50,54,55,56,63,65,67,70,72,77]. The remaining 27 studies examined users’ perceptions of a wide range of apps or of a hypothetical app not yet developed.

The studies were published between 2011 and 2019 and were carried out in Australia [37,49,60,61,70], Belgium [69], Canada [40,51,55,67], China [68,73,76], Czech Republic [65], Ireland [45], Italy [39], New Zealand [47], Norway [75], Sweden [52], the United Kingdom [38,46,50,54,58,59,62,66,71,72,74], and the United States [41-44,48,53,56,57,63,64,77]. The study characteristics are summarized in Multimedia Appendix 4.

Quality Assessment of the Studies Included

On the basis of MMAT [30], the majority of the studies employing qualitative methodology were deemed to be of high quality. Concerns related to the sample were identified across many quantitative studies. This included issues around sampling and lack of clarity as to whether the groups were comparable at baseline or whether the sample was representative of the general population. In 4 nonrandomized studies, confounders were not accounted for by the design and analysis. Out of 7 mixed methods studies, 2 were judged to be of low quality, out of which one is an unpublished report (gray literature) and the other one is a published short report. See Multimedia Appendix 5 for details of the quality assessment for each study.

Data Analysis and Thematic Synthesis

Although not all the studies presented data for all aspects of this review, all studies presented some data that could be included in the synthesis. Evidence that was considered weakly explained or was judged to be unclear was not included in the summary of findings. An overview of the identified factors and the level of influence (uptake, engagement, or both) along with a brief description of each factor can be found in Table 2. Examples of supporting evidence are provided in the Textboxes 1-10.
Figure 1. Preferred Reporting Items for Systematic Reviews and Meta-Analyses flowchart illustrating the inclusion and exclusion of studies.

- Records identified through database searching (n=7633)
- Additional records identified through other sources (n=7)
  - Duplicates removed (n=2138)
  - Records screened by title and abstract (n=5502)
    - Record excluded (n=5429)
    - Full-text articles excluded, with reasons (n=32):
      - Not available through library resources (n=3)
      - Conference abstract (n=10)
      - Usability study (n=3)
      - Outcomes unrelated to Research question (n=8)
      - App not primary intervention feature (n=2)
      - Not app (n=4)
      - Participants < 16 years (n=1)
      - Other target behavior (n=1)
  - Full-text articles assessed for eligibility (n=73)
    - Studies included in the synthesis (n=41)
      - Studies included (quantitative) (n=13)
      - Studies included (mixed methods) (n=7)
      - Studies included (qualitative) (n=21)
Table 2. Factors identified in the systematic review.

<table>
<thead>
<tr>
<th>COM-B component, TDF construct, and identified factor (source)</th>
<th>Uptake, engagement, or both</th>
<th>Short description of the factor</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Physical capability</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Skills</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>App literacy [46,50,57,61,65]</td>
<td>Both</td>
<td>Technological competency</td>
</tr>
<tr>
<td><strong>Psychological capability</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Knowledge</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>App awareness [54,56,57,61,75]</td>
<td>Uptake</td>
<td>Knowledge of the existence of health and well-being apps</td>
</tr>
<tr>
<td>User guidance [37,39,46,50,59,72]</td>
<td>Both</td>
<td>Instructions on how to effectively use the app</td>
</tr>
<tr>
<td>Health information [47,51,53,54,56-58,62,69,72,75,78]</td>
<td>Engagement</td>
<td>Educational information related to health and well-being aspects</td>
</tr>
<tr>
<td>Statistical information [37-39,46,52,54,57,66,67,71,72,75]</td>
<td>Engagement</td>
<td>A visual or numerical summary of progress</td>
</tr>
<tr>
<td><strong>Memory, attention, and decision processes</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Well-designed reminders [37-40,43,46,48,51,52,54,56-58,62,66-69,71,78]</td>
<td>Engagement</td>
<td>The ability to customize reminders</td>
</tr>
<tr>
<td>Less cognitive load [37,39,46,48,50,51,54,56-58,60,66,69,71,72,75]</td>
<td>Engagement</td>
<td>The app is not too time consuming, easy to use, and requires minimal input</td>
</tr>
<tr>
<td>Coping games [40,60,67,72]</td>
<td>Engagement</td>
<td>Distraction activities within the app</td>
</tr>
<tr>
<td><strong>Behavioral regulation</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Self-monitoring [36,38-40,45,48,51,52,55,57,59,60]</td>
<td>Engagement</td>
<td>The ability of the app to help self-regulation of the target behavior</td>
</tr>
<tr>
<td>Established routines [38,48,50,54,66]</td>
<td>Engagement</td>
<td>Regularity in using the app</td>
</tr>
<tr>
<td>Safety netting [37,61,66,73]</td>
<td>Engagement</td>
<td>Retaining the app for a potential precipitating event in the future</td>
</tr>
<tr>
<td><strong>Physical opportunity</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Environmental context and resources</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Availability and accessibility [37,40,45,49,52,57,72,78]</td>
<td>Uptake</td>
<td>The ability to use a smartphone anytime anywhere</td>
</tr>
<tr>
<td>Low cost [37,40,47,48,56,68,72,74]</td>
<td>Uptake</td>
<td>The price of the app</td>
</tr>
<tr>
<td>Interactive and positive tone [46,51,57-60,69,71,72]</td>
<td>Engagement</td>
<td>Encouraging communication style</td>
</tr>
<tr>
<td>Personalization to needs [37,38,40,47,50,52,56,57,60-62,69,71,72,75,78]</td>
<td>Engagement</td>
<td>The possibility to use an app that is tailored to a user’s needs</td>
</tr>
<tr>
<td><strong>Social opportunity</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Social influences</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Recommendations [56-58,61,74]</td>
<td>Uptake</td>
<td>Suggestions received from other users</td>
</tr>
<tr>
<td>Health practitioner support [37,40,51,52,57,59,62,67,69,72,73]</td>
<td>Engagement</td>
<td>Possibility to get in touch with health professionals and practitioners within the app</td>
</tr>
<tr>
<td>Community networking [37,39,40,47,56,59,62,66-73,75]</td>
<td>Engagement</td>
<td>Social interaction with users with similar needs within the app or within their community</td>
</tr>
<tr>
<td>Social media [39,40,48,54,56,58,61,66,67,71,72,75,78]</td>
<td>Engagement</td>
<td>A choice to connect to social media platforms</td>
</tr>
<tr>
<td>Social competition [37,39,48,56,59,66,67]</td>
<td>Engagement</td>
<td>Competitive nature of the app with others or with themselves</td>
</tr>
</tbody>
</table>
Short description of the factor

<table>
<thead>
<tr>
<th>COM-B(^a) component, TDF(^b) construct, and identified factor (source)(^c)</th>
<th>Uptake, engagement, or both</th>
<th>Short description of the factor</th>
</tr>
</thead>
<tbody>
<tr>
<td>Personification of the app [39,45,47,48,50,56]</td>
<td>Engagement</td>
<td>Applying human attributes to the app</td>
</tr>
</tbody>
</table>

**Automatic motivation**

**Reinforcement**

- Feedback [37,39,45-48,51,52,54,56,58,62,67,72]
  - Engagement
  - Feedback regarding the user’s performance
- Rewards [37,40,45,46,56-59,69,71,75]
  - Engagement
  - Tangible and intangible reward in response to the user’s effort

**Emotions**

- Curiosity [38,52,54,61]
  - Uptake
  - Desire to acquire knowledge and skills to use a behavior change tool

**Reflective motivation**

**Goals**

- Goal setting [38,39,45,48,51,54,56,58,66,71,74]
  - Engagement
  - Establishing what the user would like to accomplish

**Beliefs about consequences**

- Perceived utility of the app [37,46,52,59,61,74]
  - Engagement
  - Discrepancy of what the users are looking for and what the app offers

\(^a\)COM-B: capability, opportunity, motivation, behavior model.

\(^b\)TDF: theoretical domains framework.

\(^c\)Studies where the factors were identified.

**Physical Capability**

**Theoretical Domains Framework: Skills**

Skills refer to one’s ability to perform an action and include constructs such as competencies, interpersonal skills, skill development, and practice (Textbox 1). App literacy [46,50,57,61,65], defined as technological competency to use a smartphone app, was reported by participants as being of high importance for both uptake and engagement. A basic level of app literacy is required to be able to download and initiate engagement with an app (see quote 1, Q1), whereas adequate app literacy skills would enhance users’ intentions to engage with an app (Q2) [46,50]. In a cross-sectional study, advanced app literacy was associated with increased use of the social functions of an app, such as networking, but not with the functions that target action planning and goal management [65]. This suggests that app literacy might be an important aspect for successful uptake, but this alone might not be enough to maintain engagement. In contrast, users have reported that lack of app literacy skills could trigger negative emotions toward themselves (eg, self-blame and disappointment of not being able to use an app) [46,50,61] and could contribute to their perceived low self-confidence in using technology [61].

**Textbox 1.** Illustrative quotes (Q1 and Q2) for factors mapped onto the physical capability subcomponent of the capability, opportunity, motivation, behavior model and coded under the theoretical domains framework: skills.

<table>
<thead>
<tr>
<th>Uptake and engagement</th>
</tr>
</thead>
<tbody>
<tr>
<td>App literacy</td>
</tr>
<tr>
<td>- Quote 1: “I’d be happy to do it if I knew how to do it [but] I don’t know how to download apps...I need help with technology. Like, I’m 58 and I didn’t grow up in a technological age and so do find that I lack confidence with technology.” [61]</td>
</tr>
<tr>
<td>- Quote 2: “I’ve never used it [these apps] because I never got it to work the way I wanted it to.” [57]</td>
</tr>
</tbody>
</table>

**Psychological Capability**

**Theoretical Domains Framework: Knowledge**

Multiple factors were identified under the TDF domain that covers rational, procedural, and other types of knowledge; information; and awareness of the existence of something (Textbox 2). App awareness [54,56,57,61,75], such as information on the existence of health and well-being apps, would positively influence the uptake of health and well-being smartphone apps (Q3). It was suggested that many participants were not aware of the availability of such tools, and some found the disorganized nature of the commercial app stores confusing and represented a barrier for uptake [61].
Textbox 2. Illustrative quotes (Q3-Q13) for factors mapped onto the psychological capability subcomponent of the capability, opportunity, motivation, behavior model and coded under the theoretical domains framework: knowledge.

<table>
<thead>
<tr>
<th>Uptake</th>
</tr>
</thead>
<tbody>
<tr>
<td>App awareness</td>
</tr>
<tr>
<td>- Quote 3: “I didn’t realize that they had an app.” [57]</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Engagement</th>
</tr>
</thead>
<tbody>
<tr>
<td>User guidance</td>
</tr>
<tr>
<td>- Quote 4: “I want something to tell me ‘Do number 1 first, then number 2. When you’ve done this go here’ so I don’t have to think too much about it. Once I’ve got it up and running I’m fine.” [46]</td>
</tr>
<tr>
<td>- Quote 5: “Just at the beginning of the app, when you’ve downloaded it and you’re using it for the first time, it should tell you what to do. But not every time. You don’t need guidance how to use it and where things are, because I think it would just be annoying.” [59]</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Health information</th>
</tr>
</thead>
<tbody>
<tr>
<td>- Quote 6: “[It is] important and really helps me to learn about bipolar disorder and read about stuff.” [67]</td>
</tr>
<tr>
<td>- Quote 7: “I... enjoy learning something new. It’s quite informative and makes you think about what you’re doing. [QG] helps you to understand a bit more about what’s going on...what could go wrong by continuing [to smoke].” [72]</td>
</tr>
<tr>
<td>- Quote 8: “I personally am scared of getting lymphedema, and still don’t know sometimes what exercises are good to prevent it, so I think that maybe educating people about [...] consequences of not exercising from a really good NHS source would be helpful.” [62]</td>
</tr>
<tr>
<td>- Quote 9: “I think everyone has heard that information many times. It’s actually quite patronizing...shallow stuff, not hard-hitting useful facts. It obviously isn’t a tailored app to each person, but it gives enough information that each person can relate to it in a tailored way. I find it really engaging, I suppose that’s why I stuck with it.” [72]</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Statistical information</th>
</tr>
</thead>
<tbody>
<tr>
<td>- Quote 10: “I like the numbers. I like to track stuff and have some figures behind it rather than just like, oh, I’ll go for a run today. I’ll be like, well, I’ll go for a run today but what’s my time from last time and how can I beat it? And I think that’s why this kind of app appeals to me. If I just put the drinks in and it just said you’re drinking too much but didn’t give any numbers behind it, I’d probably delete it within a few days.” [38]</td>
</tr>
<tr>
<td>- Quote 11: “It was like a visual of my day of smoking. And every day, you’d look at it, it went down and down and down, like it got better every day. So it was like a motivational thing to just look, like positive reinforcement.” [67]</td>
</tr>
<tr>
<td>- Quote 12: “I couldn’t find any graph that’s reflected the mood so therefore I didn’t see the point of having to fill that part out and I stopped filling it out.” [46]</td>
</tr>
<tr>
<td>- Quote 13: “If you’re having a bad day or a couple of bad days, seeing it on [the app] as a reflection [of your bad days] just like kicks you in the face even more, you know?” [67]</td>
</tr>
</tbody>
</table>

User guidance [37,39,46,50,59,72], namely, instructions on how to effectively use an app, such as how to create achievable goals, influenced uptake and initial engagement. It was proposed that having a guide on how to use an app could positively affect the users’ intention to engage with it, and hence, users might be able to better regulate their behavior (Q4) [46,59]. However, the presence of a guide was reported off-putting and unnecessary for long-term engagement by producing negative emotions (eg, annoyance) once the knowledge regarding app functionality has been gathered (Q5) [59].

Available health information within the app was perceived by users as beneficial and positively influenced their engagement in several studies (Q6 and Q7) [47,51,53,54,56-58,62,69,72,75,78]. Depending on the target behavior, end users wished to (1) access advice on exercise routines [39,56,62,66]; (2) seek nutritional education [39,51,56,57,66,70]; (3) widen their knowledge of health consequences [58,67,72]; (4) find out more about healthy living while living with a medical condition [62,73,75]; (5) know more about the conditions they are living with [69,73,75]; (6) improve their health literacy [75]; (7) demystify myths [72]; (8) receive health news updates, such as on smoking taxes and bans [72]; and (9) better understand alcohol units in the UK [54].

However, the quality of information was identified as potentially affecting engagement [72]. Some users wanted a credible source, a trustworthy and evidence-based guide with references to the information they receive (Q8) [62,70,73]. Health information that focuses on negative aspects of past behavior that cannot be modified (eg, smoking or alcohol consumption) would trigger negative emotions (eg, regrets) [58]. It was suggested that better quality of information would increase the likelihood of maintaining users’ engagement with an app, and consequently, they would better self-monitor their behavior [56,67]. This could be achieved by providing a wide range of information that everyone could relate to rather than facts that are already known (Q9) [72]. For example, 1 qualitative study suggested the use of health quizzes to promote engagement [75]. Health quizzes were also found promising by a large study that evaluated the uptake of a loyalty points–based health app conducted in Canada [55]. One of the intermediate objectives of that study was to
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improve the Canadian population’s health literacy by using health information related to quizzes. The app usage data included quiz completion rates, and the results showed that 60% of the users were highly engaged with the app by having more than 75% of health quizzes completed. Furthermore, better health literacy might enhance beliefs about consequences (e.g., health outcome expectancies) [67,72] and the users’ intention to stay engaged with an app and subsequently with the behavior they target to change [72,75]. Mackert et al [53] also found that adequate health literacy was associated with increased engagement with fitness and nutrition apps.

Users valued available statistical information [37-39,46,52,54,57,66,67,71,72,75], which was a visual or numerical summary of progress or a trend in their behavior. This included features such as step counting [71,75], the number of calories consumed [54,71], number of days spent abstaining from smoking [67], the amount of money saved by quitting smoking [72] or by reducing drinking [54], a trend in their alcohol consumption and how it changes over time [38,46,54], as well as a way to allow analysis of user data [37,75]. Being able to check their progress helped users better monitor their behavior (Q10) [37-39,71,72], and for some individuals, a positive trajectory acted as a behavioral reinforcement (Q11) [46,67]. In 2 studies, participants reported that a lack of visual representation of progress led to disengagement with the alcohol reduction app (Q12) [38,46], and 1 study on smoking cessation reported negative emotions associated with progress viewing during a few bad days, suggesting discouragement (Q13) [67].

Textbox 3. Illustrative quotes (Q14-Q20) for factors mapped onto the psychological capability subcomponent of the capability, opportunity, motivation, behavior model and coded under the theoretical domains framework: memory, attention, and decision processes.

<table>
<thead>
<tr>
<th>Engagement</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Well-designed reminders</strong></td>
</tr>
<tr>
<td>• Quote 14: “I found it was almost like having my girlfriend there, in a good way. So you’re like, oh I haven’t done this in two days, I didn’t even realize, but my phone just reminded me. Better keep it going.” [67]</td>
</tr>
<tr>
<td>• Quote 15: “I think because they were just pinging... and I was just thinking, I don’t really want to read this right now. Obviously, and I don’t know whether they do but I guess most people check their phone when something pings in and you can be with your friends and actually maybe you wouldn’t want to be saying to your friends, I’ve just got a notification from Drinkaware.” [38]</td>
</tr>
<tr>
<td>• Quote 16: “I completely ignored them [notifications]. Actually, I’m pretty sure I had the notifications that were from the app all turned off. It just felt like a pop up, like another thing for me to click close on throughout the day. I completely paid no attention to it.” [67]</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Less cognitive load</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Quote 17: “I really loved it [Couch to 5K], there was no excessive login, it was really easy you just downloaded and start you have to have your email, no password, no nothing like that, they don’t send you a bunch emails that annoy the crap out of me. Nothing.” [48]</td>
</tr>
<tr>
<td>• Quote 18: “What I’m thinking is, this better be easy, because otherwise I’m probably not going to do it. If there are too many obstacles in the way I won’t. Even though I know I need to do this, I probably won’t.” [46]</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Coping games</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Quote 19: “If there was a bunch of games on the app that were there to distract you from smoking, (you could) go play 5 mins of a quick game instead of smoking.” [40]</td>
</tr>
<tr>
<td>• Quote 20: “Maybe if they had prior to like some type of like a mini game or something in there that would keep the mind occupied rather than telling you, “Don’t smoke.” [72]</td>
</tr>
</tbody>
</table>

Regarding attention and decision processes, the findings of the studies included in the review proposed that cognitive overload should be avoided to maintain engagement with an app. An app that is less time consuming, requires minimal input, and is easy

**Theoretical Domains Framework Domain: Memory, Attention, and Decision Processes**

This domain focuses on the ability to retain and select information, including aspects of attention, memory, decision making, and cognitive overload (Textbox 3). Reminders [37,40,43,46,48,51,52,54,56-58,62,66,67-71] to engage with an app were reported to be useful for people with busy schedules and for those who tend to forget engaging with the app and, therefore, with the target behavior [37,39,43,56,67]. Individuals described being inclined to check their phones when receiving a notification [37,38,40]. Reminders positively affected behavioral regulation by prompting engagement with self-monitoring and the tracking features of the app (Q14) [37,39,40,51,54,62,67,69-71] as well as reinforcing the users by reminding them about their positive progress [40,48,51]. A microrandomized trial found that a push notification that contained a tailored health message resulted in a small increase in the engagement with a health app [43]. A large study conducted on engagement with a weight loss app found that 16% of the most engaged group used reminders, compared with 1% of the least engaged group [64]. However, not all users found reminders useful [37,39,51,56-58,66]. In the case of behaviors that are associated with stigma (eg, alcohol consumption), reminders would threaten the users’ social identity when they are received at an inappropriate time or wrong place (Q15) [38,46,54]. Therefore, the timing of when the reminders were sent as well as the language used appeared to be important conditions. If these conditions were not met, users were more likely to turn the notifications off [37,38,69] or ignore them (Q16) [56,66,67].
to use and log into was preferred (Q17) [37,39,46,48,50,51,54,56-58,60,66,69,71,72,75]. Additional functions that decrease the time spent on a task using an app were highly appreciated [37,39,48,50,54,56,71,72,75]. The automatization of data collection, for example, by linking apps to wearables [37] or by using the camera function to scan the barcodes to input calories [71] was found to be particularly useful in physical activity and weight management apps. An app that is easy to use and does not require extra effort would increase the intention to engage with it [39,46,48,54,56,74] and would improve users’ self-monitoring and self-management strategies [48,51,66,75]. Conversely, using a difficult and time-consuming app would affect the users’ perceived competence in engaging with it (Q18) [50]. Such an app often would be deleted or replaced with another app that is perceived to be easier to use [46,48,56,66,71]. Only 1 study found that users who are highly committed to change behavior (in this case, to reduce alcohol consumption) would be willing to overcome this barrier [54].

Including coping games [40,60,67,72] as distraction activities has been suggested as a helpful way to cope with cravings (smoking) [40,67,72] or with distress [60]. Some users indicated that by using their hands and minds, they expected to be preoccupied, instead of engaging with the undesirable behavior, while keeping them engaged with the app itself (Q19-Q20).

Theoretical Domains Framework Domain: Behavioral Regulation

Behavioral regulation refers to managing, monitoring, or changing actions or behavior (Textbox 4). Self-monitoring, the ability of an app to help monitor and regulate the target behavior [36,38-40,45,48,51,52,55,57,59,60], was found to be important in supporting behavior change. A self-monitoring feature was able to raise awareness about the number of cigarettes smoked [40,58], the amount of alcohol consumed [58], the number of steps taken [45], the mood they have [60], or users calorie intake (Q21) [48,56]. It also enhanced users’ intention to engage with an app [51,52,58], provided self-reinforcement [52], helped increase self-efficacy (Q22) [56,61,71], and evoked feelings of control, security, health, empowerment, and autonomy [54].

An established routine or regularly using an app [38,48,50,54,66] positively affected the intention to engage with an app [50] and to maintain engagement (Q23). Furthermore, safety netting [37,61,66,73], defined as the ability of an app to provide aftercare [66] and an option to retain an app for a potential precipitating event in the future and for relapse prevention, was found to be useful to maintain the behavior, even when the target behavior has been achieved (Q24).

Textbox 4. Illustrative quotes (Q21-Q24) for factors mapped onto the psychological capability subcomponent of the capability, opportunity, motivation, behavior model and coded under the theoretical domains framework: behavioral regulation.

<table>
<thead>
<tr>
<th>Engagement</th>
<th>Self-monitoring</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>• Quote 21: “You get a chance to see what you do on a daily basis, something you’re probably not aware of.” [56]</td>
</tr>
<tr>
<td></td>
<td>• Quote 22: “Because I can see I’m getting better, I use the app now, but I can see myself in the future not having to use it. Kind of like a stepping stone I guess.” [71]</td>
</tr>
<tr>
<td>Routine</td>
<td>• Quote 23: “Because, I’ve got a couple of other little apps that I look at on a daily, not all apps, but a little regime of four or five, you know, I check the weather and I look at my drink app, and various things like that, a little routine, so pretty much daily.” [38]</td>
</tr>
<tr>
<td>Safety netting</td>
<td>• Quote 24: “I think the migraine one's probably outlived its usefulness for me, but the back pain one, I could still go back to that at any time. If I started to need to monitor my pain again in a systematic way, I'd still go back to it.” [37]</td>
</tr>
</tbody>
</table>

Physical Opportunity

Theoretical Domains Framework: Environmental Context and Resources

This domain refers to the circumstances of an individual’s situation or environment that positively or negatively affects the uptake of or engagement with health and well-being smartphone apps (Textbox 5). The availability and accessibility of a smartphone [37,40,45,49,52,57,72,78] facilitate both uptake and engagement by having a behavior change device in close proximity (Q25). Although smartphones or tablets enhance the portability and accessibility of health apps, the development of an accompanying website was suggested to reduce inequality for those who might not have the opportunity to own a smartphone (Q26) [40]. Furthermore, the results of a digital behavior change intervention study examining engagement and nonusage attrition with a physical activity program suggest that when the app was used together with the accompanying website, a higher engagement rate was observed compared with those who used the app-only or the web-only versions [49].

The low cost of an app was found to be an influential factor for uptake [37,40,47,48,56,68,72,74] so that low-income individuals would be able to afford them (Q27) [47]. In a questionnaire study in China, 1 of the top barriers to using a health app was the extra cost, having a total of 83% of patients reporting that they would not be willing to pay for a health app [68]. Nevertheless, a few participants expressed their willingness to pay a small extra fee (ie, under US $5) if, this way, they could unlock unique features otherwise not available with the free version (Q28) [37,48,56,74].
Numerous studies have found that interactivity and positivity of tone may be efficacious for engagement, especially when attempting to change behaviors associated with self-blame (eg, weight management) (Q29) [46,51,57-60,69,71,72]. In total, 3 studies provided evidence that an encouraging tone rather than a condescending tone was important [46,58,69]. Evidence from 1 study suggested that apps should use praise but avoid shame [51], and another study provided evidence that a relaxed tone may be beneficial and may include jokes [46]. Several studies suggested that demanding or annoying language would be ignored (Q30) [57-59], although a study of nutrition apps reported the occasional need for a tougher attitude to achieve goals (Q31) [51]. Nevertheless, careful selection of the terminology used to understand the app and what it does, such as using simple and clear language, was suggested to make a noteworthy difference in the effectiveness of the content [60,72]. Terminology around certain behaviors might make a difference. For example, it was reported that using a nonsmoker label as opposed to an ex-smoker label would increase people’s self-confidence [72]. It was suggested that unsupportive language would evoke negative emotions (eg, guilt and regret), which would affect the intention to engage with an app [46,59,71].

A personalized app was highly valued for engagement [37,38,40,47,50,52,56,57,60-62,69-72,75]. Users would want to have control over the app (Q32) [59,66,69]. They would like to be able to switch off features they do not use [37], and to use external incentives, such as uploaded photos or quotes [66,67], and to personalize their goal and how to achieve it [40]. Users would also like to choose a level where to start using a particular app. For example, a more experienced user would want to have the possibility to start a mindfulness practice at the intermediate level rather than at the beginner level [50]. Users were seeking to receive more personalized information about their current behavioral habits, demographic characteristics, long-term effects of the current behavior [38,56,60,78], and recommendations based on their tracked data [57]. Personalization can also be extended to their identity (Q33). Participants were looking for an app that is tailored to their cultural and social identities, such as LGBTQ+ people, cancer survivors, or other patients who are predisposed to have other struggles and mental health issues (Q34) [40]. Personalization to users’ needs and preferences suggested better engagement [58,59,61], whereas lack of flexibility in content was found to be a reason to stop engagement [52], and in some cases, it created frustration [71]. Furthermore, a large study found that 30% of the most frequently engaged group customized the app more, for example, uploaded pictures, than the least engaged group (2%) [63].
Social Opportunity

**Theoretical Domains Framework: Social Influences**

Social influences are interpersonal influences (received from other individuals) that could impact an individual’s behaviors, decisions, thoughts, and feelings (Textbox 6). In 5 studies, recommendations to use an app [56-58,61,74], received from health care practitioners or trusted providers [57,61,74], friends and families [56,60,74], or by reading user reviews [56,58,74], positively affected the uptake of health and well-being apps (Q35-Q37).

Connections between an app and health practitioner support were highly valued [37,40,51,52,57,59,62,67,69,72,73]. Participants reported that counseling services should be linked to an app [40,67,69], such as an emergency button feature [69], whereas others have emphasized the importance of linking an app to their health care provider (Q38-Q40) [37,62]. Health practitioner support could help overcome potential barriers caused by lack of skills, such as app literacy [52]; enhance self-monitoring [52,62]; and act as reinforcement [52], having the potential to enhance intentions to engage with the app (Q40) [52,62,72].

The possibility of community networking within apps with other users or other people with similar needs has been identified in multiple studies [37,39,40,47,56,59,62,66,67,73,75]. It was considered an important social support by reinforcing behavior change [47,56,59,62,69,72,73] and by sharing knowledge and experiences [37,69,73,75]. This was found to increase their intention to engage with the app and, subsequently, the behavior (Q41-Q42) [62]. A large study found that the most engaged group had a mean number of 24 friends within the app, as opposed to the least engaged group (1 friend) [64]. Users’ potential social roles or group identities and personal preferences should be taken into consideration. For instance, individuals from the LGBTQ+ community [40] and cancer survivors [62] would wish to interact with people who face similar challenges (Q41). In addition, some users would not want to share information with strangers due to fear of social comparison [39,59] or social stigma [54], whereas others were more open to connecting with strangers rather than with friends or family (Q42-Q44) [56].

Evidence for the importance of embedded social media for engagement has been mixed [39,40,48,54,56,58,61,66,67,70-72,75]. It largely depends on the individual’s attitude toward these channels and on the target behavior. Some users found this reinforcing (Q46) [40,61,71,75], whereas others did not want to engage with such features due to social stigma (eg, smoking, alcohol consumption, or weight management; Q46-Q47) [39,48,54,56,58,67,72].

Social competition [37,39,48,56,59,66,67] includes the possibility for individuals to compete with themselves (ie, their previous achievements or breaking their own records) or with other app users (Q48-Q49). A total of 5 studies suggest that the reinforcing nature of social competitions might increase the intention to engage with an app [37,48,56,59,66]. The increased engagement was anticipated when the competition is based on support by receiving encouragement from others [39,67], rather than on defeating each other, which might prompt discouragement to use the app (Q50) [67].

Several studies described that some participants felt that apps can impersonate a little person [39,45,47,48,50,56], which increased the intention to use the app (Q51-52) [45,48,50]. It was also suggested that if the app is too impersonal, it would not offer the social support the users’ need [47]. In contrast, in 2 studies, the participants were concerned about having a machine telling them what to do (Q53) [47,56].

Moreover, personal experience related to noncommunicable diseases might increase the chances of the uptake of apps. One study conducted on Latino and Asian subgroups in the United States found that the odds of downloading a health app was twice as high for those who had a family history of heart attack (odds ratio 2.02, 95% CI 1.16-3.51), compared with those who did not [41].

**Automatic Motivation**

**Theoretical Domains Framework: Reinforcement**

Reinforcement is a process or action of encouraging a pattern of behavior (Textbox 7). Users reported better engagement when positive feedback was received (Q54) [37,39,45-48,51,52,54,56,58,62,67,72]. Visual feedback of progress made users aware of their advancement in reaching their goal (Q55) [37,45,46], whereas auditory feedback was seen as encouraging during physical activity (eg, running) [37,48]. For some, instant feedback on their progress, even if it is of a positive nature, was perceived to cause pressure and potential disappointment if they were not able to reach their goal (Q56) [45,56].

Offering rewards [37,40,45,46,56-59,66,71,75] was found to be a useful way to increase engagement. Participants suggested including gamification elements in apps to enhance engagement [37,56,69,71,75]. Some users found intangible rewards (eg, badges) motivating (Q57) [46,56,58,59,66,71], whereas others would want to receive tangible rewards instead (eg, free t-shirt, gift cards, cash, reduction in health insurance, or vouchers provided by hospitals or doctor’s office; Q58-Q59) [40,56,58,66]. This has been partly supported by 2 quantitative studies. In 1 study, having a health insurance was associated with uptake of, but not with engagement with, health apps [42]. Another study found that when offering loyalty points, engagement increased for at least three months [55].
**Uptake**

**Recommendations**
- Quote 35: “I’d rather ask a counselor or a doctor what they would recommend.” [61]
- Quote 36: “Most of mine [my apps] are friend recommendations, people with similar activities.” [56]
- Quote 37: “...if an app has a good rating, despite the one or two people who are not satisfied, I think it would mean that it works for the majority of people.” [58]

**Engagement**

**Health practitioner support**
- Quote 38: “It would help in times of crisis to be able to be in touch with a professional, or if I needed to ask health questions related to alcoholism.” [59]
- Quote 39: “I want to let others know when I’m not well, the app would help me.” [69]
- Quote 40: “The therapist helped me to find my motivation every now and then, and then I was on top of it for about a week or so, and eventually the application sort of became a part of my everyday life. Then it was pretty obvious that I would use it and then I didn't even think about whether it was hard to use it, I just did it.” [52]

**Community networking**
- Quote 41: “It is so important to get in touch with people who went through the same thing as you have. [...] I think that if an app for cancer survivors had a forum on it as a part of the application to motivate each other, that would be amazing.” [62]
- Quote 42: “I don’t think I would share on the social media, but within the app community I think it is important to like inspire and be motivated by others.” [66]
- Quote 43: “So having some sort of platform where everyone can just say, ‘This is how I stopped’ or ‘This is how I’m trying to stop’ and then other people giving feedback saying, ‘This is good’ or, ‘This is not’.” [72]
- Quote 44: “Being able to exchange feedback with strangers with the same goal could be supportive but non-judgemental as you will probably not know the other users.” [59]

**Embedded social media**
- Quote 45: “Integrating it with the social media is definitely a great thing to do because they can always fall back to Facebook, Twitter, etc. And through this, people can get to share their experiences and keep an update and tell whatever experiences they may have to share. So it’s like ongoing support.” [40]
- Quote 46: “Yeah you can share on Facebook and stuff, but I hate that. I hate when apps sync to like every form of social media. I’m like really weird about social media, so, no I don’t want to share it.” [48]
- Quote 47: “Don’t want to share progress on social media in case you fail.” [72]

**Social competition**
- Quote 48: “Whenever we do a weekend challenge, you always have a look at what the other person's doing and [their] competitive side. I just want to beat the other people I see on there, so [using the app] is quite a good motivator.” [37]
- Quote 49: “It made me want to exercise more just, as like, kinda like, a competition to see how many calories because it takes your calories off whenever you exercise so I’m like let’s see how many I can get off this time.” [48]
- Quote 50: “Someone whose successful and quit smoking isn’t any better than someone that’s struggling with it. Like, no, I didn’t-I don’t like that aspect...it just makes someone feel bad.” [67]

**Impersonated app**
- Quote 51: “It’s like a ‘little boss in my pocket’... that’s sort of saying ‘you know you need to get out and do this’.” [45]
- Quote 52: “It’s like your own little motivator, in a way. And it definitely, it’s like, okay it’s like a little person, but it doesn’t talk, but it’s like, you shouldn’t eat that, or it’s like you should. So I don’t know it’s, I like it—I mean, I think it’s cool. It’s like my own little motivation.” [48]
- Quote 53: “I don’t want an electronic device telling me what to do.” [56]
Textbox 7. Illustrative quotes (Q54-Q59) for factors mapped onto automatic motivation subcomponents of the capability, opportunity, motivation, behavior model and coded under the theoretical domains framework: reinforcement and emotions.

<table>
<thead>
<tr>
<th>Engagement Feedback</th>
</tr>
</thead>
<tbody>
<tr>
<td>Quote 54: “I liked how it gave notifications, like every day I’ve got a notification saying: You’re on day four of your smoking quitting history. You could do this, don’t give up. Stay loyal and stuff like that. That was quite impressive.” [72]</td>
</tr>
<tr>
<td>Quote 55: “The big green continue at the bottom and when it moves on to the next thing I feel great, I’ve achieved something, I’ve filled something in correctly. I like that. And a nice little noise which made me think, Oh, I’m not an idiot.” [46]</td>
</tr>
<tr>
<td>Quote 56: “The progress I didn’t make—it shows [and thus is demotivating].” [56]</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Rewards</th>
</tr>
</thead>
<tbody>
<tr>
<td>Quote 57: “Earning badges [was] important when I was doing it...We learned as a kid, to consider [it] as [an] accomplishment.” [56]</td>
</tr>
<tr>
<td>Quote 58: “Each time you try, you get the points. And if these points can be converted to something else. Because you know, you’re not really working for the badge but if the virtual badge can turn into something tangible, I would want that.” [57]</td>
</tr>
<tr>
<td>Quote 59: “Well, both of them are a kind of ‘well done for doing this’, they’re both a reward, they both make you feel a bit better. But a badge, it’s a cool fact, but it’s not the same as having vouchers, where you can go and treat yourself to something you want.” [59]</td>
</tr>
</tbody>
</table>

Theoretical Domains Framework Domain: Emotions

Emotions, based on previous experiences and behavior, are a complex reaction by which people tend to respond to a personally important event or matter (Textbox 8). Curiosity [38,52,54,61] positively influences the uptake of health and well-being smartphone apps (Q60). However, in 2 studies, both targeting alcohol consumption reduction, this factor was only relevant for a specific user type: for those who were characterized as low-risk drinkers [38] and noncommitters (ie, users who did not commit to engage with the app and, thus, did not gain any benefit from it) of the app [54].

Textbox 8. Illustrative quote (Q60) for factors mapped onto the automatic motivation subcomponent of the capability, opportunity, motivation, behavior model and coded under the theoretical domains framework: emotion.

<table>
<thead>
<tr>
<th>Uptake Curiosity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Quote 60: “It was more like seeing an ad and just, okay I should try this — and then I found it on the internet and signed up. It was more like a fun thing. We’ll see if it works. More like that.” [52]</td>
</tr>
</tbody>
</table>

Reflective Motivation

Theoretical Domains Framework: Goals

Goals are outcomes that an individual would like to achieve to change a certain behavior (Textbox 9). Goal setting [38,39,45,48,51,54,56,58,59,66,71,74] was related to sustained engagement with health and well-being apps (Q61). Some users chose to set a goal, and mostly, this was only 1 goal at a time, so their focus would remain on 1 single aspect of change of the behavior (Q62), whereas others were more reluctant to use this feature because of fears of not being able to achieve their set goal and to avoid disappointing themselves (Q63) [38]. In general, the studies suggest that users were more determined to engage in behavior change when they had set goals [45] and believed they had successfully achieved or could achieve their goals with the help of an app by increasing their intention to use the app and by better monitoring the target behavior (Q64-Q65) [48,54,56,58,59].

Textbox 9. Illustrative quotes (Q61-Q65) for factors mapped onto the reflective motivation subcomponent of the capability, opportunity, motivation, behavior model and coded under the theoretical domains framework: goals.

<table>
<thead>
<tr>
<th>Engagement Goal setting</th>
</tr>
</thead>
<tbody>
<tr>
<td>Quote 61: “I’m not good at self-discipline and exercise, so maybe this [goal setting in the app] can help me get to my goal.” [56]</td>
</tr>
<tr>
<td>Quote 62: “I only set one goal because I was very keen to kind of remain focused on one thing. I didn’t want to come and get lost in the app using it like a game. You know, I wanted to use it for one very specific thing... I think I set it to drink probably within guidelines.” [38]</td>
</tr>
<tr>
<td>Quote 63: “No, it didn’t appeal - probably because I thought if I put some goals in I’m probably not going to stick to it, which probably makes me sound a bit naughty.” [38]</td>
</tr>
<tr>
<td>Quote 64: “If you set those manageable goals, so you could achieve it, if you feel like you’re actually progressing, getting something, then you’re more likely to go back.” [58]</td>
</tr>
<tr>
<td>Quote 65: “It would encourage me to open the app on a daily basis.” [59]</td>
</tr>
</tbody>
</table>
Theoretical Domains Framework Domain: Beliefs About Consequences

This domain includes aspects related to outcome expectancies (Textbox 10). Perceived utility of the app [37,46,52,59,61,74]

Textbox 10. Illustrative quotes (Q66-Q68) for factors mapped onto the reflective motivation subcomponent of the capability, opportunity, motivation, behavior model and coded under the theoretical domains framework: beliefs about consequences.

<table>
<thead>
<tr>
<th>Engagement</th>
</tr>
</thead>
<tbody>
<tr>
<td>Perceived utility of the app</td>
</tr>
<tr>
<td>• Quote 66: “I do have some apps I don’t use often, mainly because they’ve kind of bored me in a way. I’ll just do an example: one fitness app shows you how to lose weight, but the way it’s describing it, it’s not what I’m after. It’s one of those free apps I bought that—I thought [the fitness app] would be great, but when you actually use it, it’s not the same.” [37]</td>
</tr>
<tr>
<td>• Quote 67: “I think that’s where it let itself down for me. Once I’d played with it, once I tried the game, done the identity and whatnot, there wasn’t much else there for me.” [46]</td>
</tr>
<tr>
<td>• Quote 68: “It [mindfulness app] didn’t add anything...I guess it didn’t detract, it didn’t make anything worse, but it didn’t add anything to my armoury, I guess, my tool kit, as keeping myself sane, I suppose, it didn’t add.” [61]</td>
</tr>
</tbody>
</table>

Other Factors

There were a number of sociodemographic factors that did not fit clearly under the components of the COM-B model.

Sociodemographic Factors

Apps were more frequently downloaded by women than men, with the percentage ranging from 59% to 74% [38,41,49,53,55,63], although 1 study found that being male was associated with using an app to manage alcohol consumption [65]. Being younger than 44 years was associated with a higher level of uptake and engagement [38,41,42,44,49,53,55,63,64] than older adults. Living in an urban area [42,44,55]; having a better education level, such as having high school education or higher [41,42,44,64] and college degree or higher [41,53]; and having a higher income [44] were also associated with better engagement with health and well-being apps.

Discussion

Principal Findings

This is the first systematic review to conduct a theoretical analysis using the COM-B model of factors influencing the uptake of and engagement with health and well-being apps. The findings from this review suggest that there are 26 key factors across the constructs of capability, opportunity, and motivation that influence the uptake of and engagement with these types of apps, which were found to be important for a wide range of populations and behaviors.

Our review replicates previous findings in the wider literature on digital behavior change interventions. The core findings of our review suggest that attention should be perhaps shifted mainly to the support and guidance offered to new and existing users of health and well-being apps. We found that support and guidance of uptake can be targeted by increasing their awareness of health apps through, for example, recommendations received from health practitioners. In line with the findings of previous reviews, help with initial engagement could be achieved by improving the users’ app literacy skills and by providing knowledge [14,17]. We present knowledge in a novel way by breaking it down to instructions on how to use it (ie, user guidance), advice related to the target behavior or condition (ie, health information), and information on their progress or data (ie, statistical information). This suggests that allowing access to users to different information that serves different purposes (eg, health benefits vs progress data) would enhance their engagement through different channels, such as guidance, support, and education.

Potentially, one of the most important factors for engagement identified in this review is health practitioner support. In line with the emerging evidence from the human-computer interaction (HCI) literature, we found that an app coupled with human support [14,17] was likely to be more effective by increasing the intervention effectiveness and engagement [78,79]. Alternatively, human support can be impersonated by embedded artificial intelligence (AI) features. A recent experimental study found that a supportive AI-powered chatbot doubled the engagement with a smoking cessation app and increased its effectiveness [80]. This suggests that embedded human support or features that mimic human support might lead to greater engagement with digital behavior change tools.

Behavior change techniques, widely reported by others previously [14,17-19], were also identified as important factors to sustain engagement, including self-monitoring, feedback, goal setting, reminders, rewards, and social support. However, we found that not all of these have a positive effect. Reminders and social support factors (embedded social media and social competition) are not universally useful and might cause disengagement or even harm by triggering negative emotions. One plausible explanation is that the participants of the studies included may or may not have real-life experience with health and well-being apps. Some of the included studies examined participants’ perceptions about a hypothetical app or an app that was planned to be developed. These studies relied on the participants’ opinion of what they think would be important for them in terms of uptake of and engagement with health and well-being apps, rather than sharing their lived experiences with such tools. For example, reminders were found useful in all the
studies targeting a hypothetical app, as opposed to those that were researching engagement with an app that had been used by the participants, where opinions about reminders were mixed, with some users finding them annoying. Another explanation is that the importance of these factors might be dependent on the target behavior. For example, people using apps that target mental health might not want to engage with social competition features or to share their progress or experiences on social media. This suggests that some of the identified factors in this review might be behavior dependent.

Another interesting finding, not identified in previous literature, is the safety netting characteristic of an app. This characteristic could promote long-term engagement rather than short goal-oriented engagement. The user could disengage at any time and reengage at a later stage when needed. This feature might be particularly useful for addiction research targeting relapse prevention strategies.

No factors were coded directly under 4 out of the 14 TDF domains (optimism, social identity, beliefs about capabilities, and intentions). However, 2 of these were highlighted in this review. We described how several factors coded under different domains affect intentions (eg, having adequate app literacy skills or user guidance provided to the user), in a manner similar to how emotions, other than curiosity, affect engagement with an app (eg, lack of app literacy skills triggers negative emotions, some found reminders annoying, or some fear of social comparison related to sharing on social media). We also found that aspects of the factor personalization to needs also include social identity aspects. Some communities (LGBTQ+ and cancer patients) prefer an app that is personalized to their social identity. Although social identity, in this case, was judged to be a weak factor to list it independently. In terms of the other two absent domains, factors under beliefs in their capabilities and optimism might be less relevant for uptake and engagement with health apps, or the studies may have missed them out, or, potentially, we failed to identify them from the included studies.

The importance of promoting equality and embracing cultural diversity has been partially identified previously [18]. Several studies in this review reported that apps should be provided at a low cost to users. It was suggested that multiculturalism should be embraced, and regional languages should be added. The concern of inequality for those who do not own a smartphone was also raised in this review [40]. An accompanying website was suggested as an alternative for homeless people who would not have access to a smartphone but may have access to the internet through nonprofit organizations, charities, or community libraries.

**Strengths and Limitations**

One major strength of this paper is that it adhered to the best practice processes for undertaking reviews by following the PRISMA guidance and Cochrane handbook [27,29]. By including all study designs, we were able to pool together and triangulate evidence and provide a novel and powerful synthesis of different study designs.

The use of theoretical frameworks is another strength. Other theoretical models were considered for this review, including the technology acceptance model [81] and the HCI models and theories [82]. However, the COM-B and TDF present advantages owing to their dynamic nature and by explaining the influences between components as they were developed from, and to represent, all theoretical components in behavior change–related models and theories. COM-B was explicitly developed to inform behavior change interventions through its connection to the Behavior Change Wheel [83], a tool that provides guidance on designing behavior change interventions. The factors identified under the components of the COM-B model allow easy identification of the intervention functions to target increased uptake of and engagement with health and well-being smartphone apps.

This review has several limitations. The review focused on 4 major behaviors related to prevention (smoking, alcohol consumption, physical activity, and diet) and mental health and well-being and could not capture other prevention type behaviors (eg, fall prevention). Factors relating to the uptake and engagement of apps focusing on other behaviors or conditions may differ from those found in this review and warrant further investigation.

Although we captured a wide range of populations, most of the included studies were carried out in high-income countries. Therefore, the findings might not be transferable to low- and middle-income countries or to other cultures. The quality of the studies was mixed. In some qualitative studies, the authors provided interpretations of their findings without an explicit quotation to support them. These interpretations were handled with care and were often ignored when no further explanation was provided about a concept. This might have led to losing some potentially important factors, not identified otherwise.

**Policy and Practice: Recommendations and Implications**

The findings of this review can inform app developers and researchers on how to develop health and well-being smartphone apps to better support behavior change and manage and monitor different physical and mental health conditions in adults.

This review may also have implications for policies that target prevention using digital technologies. Apps are an easy way to provide health-promoting behaviors and may play an important role in prevention strategies. For example, the UK government has recently published a Green Paper entitled *Advancing our health: prevention in the 2020s*, which shifted their focus from *cure to prevention*, committing to encourage the population to live a healthier life [84]. Additionally, the *Long Term Plan* policy document of the NHS in the United Kingdom dedicates an entire chapter to prevention programs and includes plans on digitally delivered methods to improve access to information, education, and intervention [85].

As part of prevention and health management strategies, the NHS and partners have created a pool of health and well-being apps for the individuals to access (NHS Apps Library). This research could help people access effective apps that people will remain engaged with, although the extent to which the population is open to use these portals for uptake is yet unknown and something worth investigating in the future.
A number of important themes are described in the projects and policy documents mentioned above. Some relate to digital health, for example, with an aim to reduce health inequalities [84] or to improve population health with personalized content and tailored lifestyle advice [85]. Our review suggests that app literacy skills are important for uptake. Enhancing app literacy skills for the elderly (eg, drop-in sessions in community settings) might be a feasible way to reduce health inequalities. Furthermore, some of the engagement-related factors might suggest the use of tailored lifestyle advice to address health behaviors, for example, by receiving personalized content within the app and web-based or offline help or advice from health practitioners as well as receiving recommendations for use of health apps from their health care professionals and general practitioner practices.

Therefore, our findings could inform stakeholders in public health, policy makers, and providers of health and well-being smartphone app portals to provide additional support for the uptake of and engagement with these digital interventions for adults.

Recommendations for stakeholders in public health, policy makers, and health and well-being app developers derived from the findings of this review can be found in Table 3.

<table>
<thead>
<tr>
<th>Component</th>
<th>Policy makers/industry/health care providers might want to consider</th>
<th>App developers might want to consider</th>
</tr>
</thead>
<tbody>
<tr>
<td>Capability</td>
<td>• Improving app literacy skills</td>
<td>• Promoting less cognitive load by enabling automation of data collection</td>
</tr>
<tr>
<td></td>
<td>• Increasing awareness of effective health and well-being apps, by advertising offline (eg, general practitioner practices) and web-based (eg, social media)</td>
<td>• Including user guidance that can be deactivated once the functionality of the app has been achieved (eg, help button)</td>
</tr>
<tr>
<td></td>
<td>• Including statistical information (eg, graphs, percentages, and numbers) about the user’s progress</td>
<td>• Including content that targets education, health prevention, and health consequences related to the behavior that is targeted to change</td>
</tr>
<tr>
<td></td>
<td>• Including well-designed reminders where the user can choose the time and frequency of receiving it</td>
<td>• Including statistical information about the user’s progress</td>
</tr>
<tr>
<td></td>
<td>• Including self-monitoring feature that enables users to create routines</td>
<td>• Including a safety netting feature that allows users to fall back on, even when the target behavior has been achieved</td>
</tr>
<tr>
<td></td>
<td>• Including a safety netting feature that allows users to fall back on, even when the target behavior has been achieved</td>
<td>• Providing web-based or offline health practitioner support</td>
</tr>
<tr>
<td></td>
<td>• Providing apps for free or at a low cost</td>
<td>• Providing web-based or offline health practitioner support</td>
</tr>
<tr>
<td>Opportunity</td>
<td>• Providing web-based or offline health practitioner support</td>
<td>• Providing recommendations for health and well-being apps by health care professionals</td>
</tr>
<tr>
<td></td>
<td>• Providing recommendations for health and well-being apps by health care professionals</td>
<td>• Offering apps for free or at a low cost</td>
</tr>
<tr>
<td></td>
<td>• Offering apps for free or at a low cost</td>
<td>• Offering recommendations for health and well-being apps by health care professionals</td>
</tr>
<tr>
<td></td>
<td>• Offering tangible rewards, such as points that could be used as a discount in pharmacies or at other health- and well-being-related domains or health insurance providers</td>
<td>• Offering tangible rewards, such as points that could be used as a discount in pharmacies or at other health- and well-being-related domains or health insurance providers</td>
</tr>
<tr>
<td></td>
<td>• Providing a meaningful title and clear description of what the app does and what can offer, and how can help the user</td>
<td>• Providing a meaningful title and clear description of what the app does and what can offer, and how can help the user</td>
</tr>
<tr>
<td>Motivation</td>
<td>• Providing positive, nonjudgmental, constructive, and informative feedback</td>
<td>• Providing positive, nonjudgmental, constructive, and informative feedback</td>
</tr>
<tr>
<td></td>
<td>• Include gamification elements and offering rewards</td>
<td>• Include gamification elements and offering rewards</td>
</tr>
<tr>
<td></td>
<td>• Including goal-setting features (when applicable)</td>
<td>• Including goal-setting features (when applicable)</td>
</tr>
<tr>
<td></td>
<td>• Providing a meaningful title and clear description of what the app does and what can offer, and how can help the user</td>
<td>• Providing a meaningful title and clear description of what the app does and what can offer, and how can help the user</td>
</tr>
</tbody>
</table>

**Future Research**

Although some of the factors identified and presented in the Results section appear to have a positive influence on uptake and engagement, there are mixed findings that might benefit from further investigation, such as reminders, embedded social media, and social competition. In the studies included in the review, descriptions of notification-type messages, such as reminders, feedback, push notifications, and other notifications, were used interchangeably, and it was not always clear which notifications were being referred to. Consistent terminology would help eliminate doubt around these concepts in the future. Issues around equality and diversity were highlighted in a few studies as something future research should address. Further
work is also needed to aid our understanding of how to avoid
digital health widening inequalities through the exclusion of
individuals who face a financial barrier to owning a smartphone
or to purchasing an app, or who do not possess the skills to use
one.

Conclusions
This is the first systematic review to investigate factors that
influence the uptake of and engagement with health and
well-being smartphone apps. We identified 26 factors that are
relevant to a wide range of populations and different behaviors.
These have clear implications for improving population health
and targeting health inequalities. We provide a list of
recommendations built on the identified factors to guide app
developers, health app portal developers, and policy makers
when commissioning, developing, and optimizing health and
well-being smartphone apps. These can help address the issues
of suboptimal uptake and engagement, which currently constrain
the public health benefit of apps.
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Abstract

Background: Evidence was found for the effectiveness of virtual reality-based cognitive behavioral therapy (VR-CBT) for treating paranoia in psychosis, but health-economic evaluations are lacking.

Objective: This study aimed to determine the short-term cost-effectiveness of VR-CBT.

Methods: The health-economic evaluation was embedded in a randomized controlled trial evaluating VR-CBT in 116 patients with a psychotic disorder suffering from paranoid ideation. The control group (n=58) received treatment as usual (TAU) for psychotic disorders in accordance with the clinical guidelines. The experimental group (n=58) received TAU complemented with add-on VR-CBT to reduce paranoid ideation and social avoidance. Data were collected at baseline and at 3 and 6 months postbaseline. Treatment response was defined as a pre-post improvement of symptoms of at least 20% in social participation measures. Change in quality-adjusted life years (QALYs) was estimated by using Sanderson et al’s conversion factor to map a change in the standardized mean difference of Green’s Paranoid Thoughts Scale score on a corresponding change in utility. The incremental cost-effectiveness ratios were calculated using 5000 bootstraps of seemingly unrelated regression equations of costs and effects. The cost-effectiveness acceptability curves were graphed for the costs per treatment responder gained and per QALY gained.

Results: The average mean incremental costs for a treatment responder on social participation ranged between €8079 and €19,525, with 90.74%-99.74% showing improvement. The average incremental cost per QALY was €48,868 over the 6 months of follow-up, with 99.98% showing improved QALYs. Sensitivity analyses show costs to be lower when relevant baseline differences were included in the analysis. Average costs per treatment responder now ranged between €6800 and €16,597, while the average cost per QALY gained was €42,030.

Conclusions: This study demonstrates that offering VR-CBT to patients with paranoid delusions is an economically viable approach toward improving patients’ health in a cost-effective manner. Long-term effects need further research.

Trial Registration: International Standard Randomised Controlled Trial Number (ISRCTN) 12929657; http://www.isrctn.com/ISRCTN12929657

(J Med Internet Res 2020;22(5):e17098) doi:10.2196/17098
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Introduction
Psychotic disorders impose a large disease burden—morbidity plus mortality—on the population, and in its wake, substantial economic costs occur for society and health care systems. The main drivers of societal costs of schizophrenia are health care costs and productivity losses, but patients and their families also incur substantial costs [1]. Low participation rates of individuals with psychosis in the labor market are an important cause of productivity losses, while the main contributor to health care costs are in-patient psychiatric admissions [2]. All in all, treatment costs of psychotic disorders consume a significant part of health care budgets in European countries [3].

Paranoid ideation is a common delusion in individuals with a psychotic disorder. Even when medicinal treatment is successful, paranoid thoughts and anxiety often remain because of conditioned avoidance and other acquired safety behaviors in social situations [4]. Social avoidance hinders recovery in social participation for patients and keeps unemployment rates as high as 70%–85% [5,6]. A poor social network contributes to stigma and a lack of empowerment, resulting in more depressive symptoms and lower quality of life [7]. A smaller social network size is associated with more severe overall psychiatric and negative symptoms [8]. Virtual reality-based cognitive behavioral therapy (VR-CBT) was found to be an effective treatment for paranoid ideation in individuals with a psychotic disorder [9,10]. The use of virtual reality (VR) treatment in clinical practice is expected to become more widespread as VR technology becomes more readily available [11]. Therefore, information on the cost-effectiveness of this kind of treatment is required. This study was designed to evaluate whether adding VR-CBT to treatment as usual (TAU) would be effective in treating paranoid ideation in a cost-effective way with respect to improving social participation. A trial-based cost-effectiveness analysis (CEA) was conducted using data collected in seven outpatient mental health care services in the Netherlands, comparing add-on VR-CBT with TAU alone. This paper aims to determine the short-term (ie, 6-month) cost-effectiveness of VR-CBT from a societal perspective.

Methods

Research Design
The health-economic evaluation was embedded in a randomized controlled trial evaluating VR-CBT in 116 patients with a psychotic disorder suffering from paranoid ideation [10]. The VR-CBT study was a randomized, controlled, single-blind multicenter trial in two parallel groups, comparing add-on VR-CBT to TAU alone over a period of 6 months [10]. This study was approved by the Vrije Universiteit (VU University) Medical Ethics Committee for mental health service research and was registered retrospectively at the ISRCTN (International Standard Randomised Controlled Trial Number) registry (ISRCTN12929657). The trial protocol is provided elsewhere [12]. Four virtual social environments—a street, bus, café, and supermarket—were created with Vizard software (WorldViz). Within the environment, participants could move by operating a Logitech F310 Gamepad. They used a Sony HMZ-T1/T2/T3 head-mounted display with a high-definition resolution of 1280 × 720 per eye, a 51.6 diagonal field of view, and a 3DOF (3 degrees of freedom) tracker for head rotation. VR-CBT therapists were psychologists with at least basic cognitive behavioral therapy (CBT) training. They received 2 days of training in VR-CBT. The VR-CBT manual described a structured treatment plan for all 16 sessions. Therapists were supervised in a group for 4 hours every month by two VR-CBT specialists.

Recruitment
Participants were recruited at seven treatment centers in the Netherlands between April 1, 2014, and December 31, 2015. To be included, participants had to meet the following criteria: (1) 18-65 years of age; (2) DSM-IV (Diagnostic and Statistical Manual of Mental Disorders, Fourth Edition) diagnosis of schizophrenia, schizoaffective disorder, delusional disorder, or psychotic disorder not otherwise specified; (3) suffering from at least mild paranoia, as assessed by Green’s Paranoid Thoughts Scale (GPTS) (score of >40); and (4) self-report of avoiding at least one social situation. Exclusion criteria were as follows: (1) insufficient competency of Dutch language; (2) IQ below 70; and (3) a concurrent diagnosis of epilepsy. Assessments were performed at baseline and at 3 and 6 months postbaseline.

Interventions
All participants continued to receive TAU (ie, antipsychotic medication, regular contact with a psychiatrist to manage symptoms, and regular contact with a psychiatric nurse). Participants in the experimental condition also received therapist-led VR-CBT. VR-CBT treatment consisted of 16 biweekly sessions of 60 minutes each, using 40 minutes for exposure and behavioral exercises in virtual social environments. The therapist used an individual case formulation to help patients falsify their harm expectancies. No homework exercises were given between VR-CBT sessions. The treatment protocol, in Dutch, is available from the corresponding author.

Outcome Measures

Overview
We conducted both a CEA with three measures of improved social participation as outcome and a cost-utility analysis (CUA) with quality-adjusted life years (QALYs) gained as outcome. The outcome measures are described in more detail below.

Social Participation
The outcome of interest in the CEA was social participation. Social participation was operationalized in three ways: (1) objective social participation as the amount of time spent with others, (2) subjective social participation as momentary anxiety, and (3) subjective social participation as momentary paranoia. Momentary in this context meant that it was measured in real
life during social company. All three outcomes were assessed in real time using the ecological sampling method (ESM). ESM is a structured diary method in which individuals are asked in daily life to report their thoughts, feelings, and symptoms, as well as the appraisal of the present social context. To that end, all participants carried an electronic device (PsyMate) for the ESM assessments. The device beeped at semirandom moments 10 times a day over 6 days. At each beep, the device collected self-assessments on a 7-point Likert scale ranging from 1 (not at all) to 7 (very). A positive treatment response on each of the three outcome measures was defined as an improvement of at least 20% at 6 months follow-up relative to the patient’s baseline score.

Quality-Adjusted Life Year

The outcome in the CUA was the QALY derived from the GPTS [13]. The GPTS is an established broad measure of paranoid-delusional functioning that has long been used as an outcome measure. This instrument was chosen to be able to compare results with earlier CUA research on the subject. Mean GPTS scores at each measurement were first converted into the standard mean difference (SMD) by dividing the raw mean change scores by the SD of the GPTS at baseline in the control condition. In a next step, we used Sanderson et al.’s conversion factor [14] of 0.1835 (ie, the average of 0.209 using a rating scale and 0.158 using time trade-off), such that a change of 1 standard unit (ie, SMD) on the GPTS is equal to a corresponding change of 0.18 utility. The utility is a quality of life valuation and is needed to compute QALY gains in the VR-CBT condition relative to the TAU condition over the full 6 months between baseline and follow-up.

Resource Use and Costing

Societal costs were computed by adding (1) the direct medical costs of health care services use including the costs of antipsychotic medication and, in the experimental condition, the additional costs of adjunctive VR-CBT treatment; (2) direct nonmedical costs of travel; and (3) indirect costs stemming from lower productivity. For each participant, cost data over the last 3 months were collected at each of three measurement points. Resource use data, for costing, were collected using the Trimbos Institute and Institute of Medical Technology Assessment Questionnaire for Costs Associated with Psychiatric Illness (TiC-P) [15]. The TiC-P is the most widely used health service interview in the Netherlands. It consists of questions on the number of contacts by type of health care provider and questions on productivity losses. A health service questionnaire is a valid and reliable method for quantifying costs in trial-based economic evaluations in health care [16]. A cross-validation sample comparing TiC-P self-report to electronic patient files showed a large difference at 6 months follow-up relative to the patient’s baseline score.

Virtual Reality Costs

For VR therapy hardware, software and training costs were calculated. Total yearly costs for one VR system was €23,995, according to CleVR BV, a company who builds VR sets. Yearly costs for training and supervision of the psychologists was €13,400. Per-patient costs per 16 VR-CBT treatment sessions was €373.95.

Travel Costs

Travel costs arose when participants had to make return trips for receiving health care at health services. Travel costs were computed as the average distance to a health service (7 km) multiplied by the costs per km (€0.21) [18].

Productivity Costs

Research assistants monitored changes in the participants’ work status at baseline and at 3 and 6 months postbaseline using the TiC-P. Productivity losses in paid work were calculated according to the human capital approach [19], reflecting changes in the contractual number of hours worked per week and adjusting these for work-loss days arising from sick leave over the full period of 6 months using gender-specific hourly productivity costs [18]. Costs were originally expressed in Euros for the reference year 2014, but indexed to 2015 using the consumer price index as reported by Statistics Netherlands. In the reference year 2015, 1 Euro in the Netherlands equalled 1.235 US$.

Statistical Analysis

Imputation

Following the CONSORT (Consolidated Standards of Reporting Trials) and CHEERS (Consolidated Health Economic Evaluation Reporting Standards) guidelines, all our analyses adhered to the intention-to-treat principle. To that end, missing values were imputed using multiply imputed chained equations (MICE) for nonparametric data with M of 100 bootstraps for each incomplete variable. Baseline variables predictive of effects (ie, QALYs and treatment response) were used for imputation, such as baseline data of the variable with missing values, treatment condition, ethnicity, education, sex, age, and safety behaviors at baseline. Safety behaviors, such as avoiding eye contact or escaping from social situations, were measured using the Safety Behaviour Questionnaire-Persecutory Delusions (SBQ-PD) [20]. Time spent with others showed a large difference at baseline despite randomization and was added as covariate in the CEA where time spent with others was used as the treatment response outcome of interest.
Main Analysis

Both the CUA and CEA were conducted from the societal perspective. In each of these analyses, the incremental cost-effectiveness ratios (ICERs) were calculated as the between-group cost difference divided by the between-group effect difference. The ICER is interpreted as the additional costs per additional unit effect (ie, per additional treatment responder; per QALY gained). Cost and effect differences were obtained from seemingly unrelated regression equations of costs and effects, thus allowing for correlated residuals in the equations. The seemingly unrelated regression equations (SURE) models were bootstrapped 5000 times. In each bootstrap step, the mean cost differences and the mean outcome differences were computed and these were plotted on the cost-effectiveness plane. Finally, cost-effectiveness acceptability curves (CEACs) were graphed. CEACs inform decision makers about the likelihood that an intervention is deemed cost-effective, given a range of willingness-to-pay ceilings for gaining 1 QALY and gaining 1 treatment responder. All analyses were conducted in Stata, version 13.1 (StataCorp).

Sensitivity Analyses

The following sensitivity analyses were carried out. First, a sensitivity analysis was done including safety behavior at baseline as a covariate because despite randomization there was a significant difference at baseline, and it was found to be the main mediator in reducing paranoid ideation [10]. Second, a sensitivity analysis was done including psychiatric admission costs at baseline as a covariate because there was a large difference between groups at baseline. Third, a sensitivity analysis was done including both safety behavior at baseline and psychiatric admission costs at baseline as covariates in the model.

Results

Overview

After providing informed consent, 116 participants agreed to participate: 58 (50.0%) in the control condition and 58 (50.0%) in the experimental condition (see Figure 1).

Baseline characteristics of the sample can be found in Table 1. Results of costs and outcomes can be found in Table 2. A small group of participants was responsible for a large portion of the baseline costs, largely related to hospital admissions. The total days of psychiatric admissions were 233 days at baseline, 101 days posttreatment, and zero days at follow-up for the VR-CBT group. The total days of psychiatric admissions were 138 days at baseline, 20 days posttreatment, and 68 days at follow-up for the TAU group.
Figure 1. Trial flow diagram. *Specification of participants lost to posttreatment: 6 declined further participation and 2 were lost due to clerical errors by therapist. ‡Specification of participants lost to follow-up: 9 declined further participation, 1 died of unrelated causes, and 2 were lost due to clerical errors by therapist. First published in Lancet Psychiatry (Pot-Kolder et al, 2018). VR-CBT: virtual reality-based cognitive behavioral therapy.
Table 1. Characteristics of the study sample at baseline.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>VR-CBT(^a) (n=58)</th>
<th>Treatment as usual (TAU) (n=58)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender (male), n (%)</td>
<td>40 (69)</td>
<td>42 (72)</td>
</tr>
<tr>
<td>Age in years, mean (SD)</td>
<td>36.5 (9.8)</td>
<td>39.5 (10.0)</td>
</tr>
<tr>
<td>Non-Dutch origin, n (%)</td>
<td>15 (26)</td>
<td>25 (43)</td>
</tr>
<tr>
<td><strong>Education, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No education or primary</td>
<td>16 (28)</td>
<td>16 (28)</td>
</tr>
<tr>
<td>Vocational</td>
<td>18 (31)</td>
<td>24 (41)</td>
</tr>
<tr>
<td>Secondary</td>
<td>9 (16)</td>
<td>9 (16)</td>
</tr>
<tr>
<td>Higher</td>
<td>15 (26)</td>
<td>9 (16)</td>
</tr>
<tr>
<td><strong>DSM-IV(^b)diagnosis</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Schizophrenia, n (%)</td>
<td>46 (79)</td>
<td>49 (85)</td>
</tr>
<tr>
<td>Schizoaffective disorder, n (%)</td>
<td>1 (2)</td>
<td>5 (9)</td>
</tr>
<tr>
<td>Delusional disorder, n (%)</td>
<td>1 (2)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Psychotic disorder (not otherwise specified), n (%)</td>
<td>10 (17)</td>
<td>4 (7)</td>
</tr>
<tr>
<td>Duration of illness in years, mean (SD)</td>
<td>13.3 (10.6)</td>
<td>14.9 (9.5)</td>
</tr>
<tr>
<td><strong>Medication use</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Antipsychotics, n (%)</td>
<td>54 (93)</td>
<td>57 (98)</td>
</tr>
<tr>
<td>Olanzapine equivalent of prescribed antipsychotic medication (mg/day), mean (SD)</td>
<td>10.5 (6.8)</td>
<td>11.0 (8.3)</td>
</tr>
<tr>
<td>Antidepressants, n (%)</td>
<td>15 (26)</td>
<td>17 (29)</td>
</tr>
<tr>
<td>Paid work, n (%)</td>
<td>8 (14)</td>
<td>5 (9)</td>
</tr>
<tr>
<td>Safety behaviors, mean (SD)</td>
<td>28.8 (14.2)</td>
<td>21.1 (16.0)</td>
</tr>
</tbody>
</table>

\(^a\)VR-CBT: virtual reality-based cognitive behavioral therapy.  
\(^b\)DSM-IV: Diagnostic and Statistical Manual of Mental Disorders, Fourth Edition.

Table 2. Average per-participant costs per 3-month period in Euros for the year 2015 and average outcomes by measurement and condition.

<table>
<thead>
<tr>
<th>Costs and outcomes</th>
<th>Baseline</th>
<th>Posttreatment (3 months)</th>
<th>Follow-up (6 months)</th>
</tr>
</thead>
<tbody>
<tr>
<td>VR-CBT(^a)</td>
<td>TAU(^b)</td>
<td>VR-CBT</td>
<td>TAU</td>
</tr>
<tr>
<td><strong>Costs (€), mean (SD)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Health care costs</td>
<td>1918 (5178)</td>
<td>1396 (3146)</td>
<td>3031 (3189)</td>
</tr>
<tr>
<td>Travel costs</td>
<td>31 (23)</td>
<td>29 (26)</td>
<td>60 (34)</td>
</tr>
<tr>
<td>Productivity loss</td>
<td>553 (2730)</td>
<td>224 (1214)</td>
<td>359 (1205)</td>
</tr>
<tr>
<td>Total (societal) costs</td>
<td>2502 (6246)</td>
<td>1649 (3570)</td>
<td>3076 (3469)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Outcomes, mean (SD)</th>
<th>GPTS(^c) paranoia (score)</th>
<th>Time spent with others (proportion)</th>
<th>Momentary anxiety (score(^d))</th>
<th>Momentary paranoia (score(^d))</th>
</tr>
</thead>
<tbody>
<tr>
<td>VR-CBT(^a)</td>
<td>TAU(^b)</td>
<td>VR-CBT</td>
<td>TAU</td>
<td>VR-CBT</td>
</tr>
<tr>
<td>85 (34)</td>
<td>77 (31)</td>
<td>70 (31)</td>
<td>75 (31)</td>
<td>67 (33)</td>
</tr>
<tr>
<td>0.416 (0.256)</td>
<td>0.364 (0.266)</td>
<td>0.404 (0.226)</td>
<td>0.323 (0.266)</td>
<td>0.419 (0.209)</td>
</tr>
<tr>
<td>2.986 (1.120)</td>
<td>3.259 (1.484)</td>
<td>2.586 (1.089)</td>
<td>3.221 (1.495)</td>
<td>2.645 (1.095)</td>
</tr>
<tr>
<td>3.064 (1.393)</td>
<td>3.259 (1.418)</td>
<td>2.714 (1.291)</td>
<td>3.221 (1.518)</td>
<td>2.719 (1.293)</td>
</tr>
</tbody>
</table>

\(^a\)VR-CBT: virtual reality-based cognitive behavioral therapy.  
\(^b\)TAU: treatment as usual.  
\(^c\)GPTS: Green’s Paranoid Thoughts Scale.  
\(^d\)Scores are on a 7-point Likert scale ranging from 1 (not at all) to 7 (very).
Incremental Effects

Time Spent With Others
The treatment response rate regarding the time spent with others was 13 patients out of 58 (22%) in the control group and 24 patients out of 58 (41%) in the experimental group. The baseline-adjusted between-group difference between the response rates (i.e., the incremental effect) was 0.23, which was statistically significant (SE=0.076, t_{113}=3.07, 95% CI 0.08-0.38, P=.003).

Momentary Anxiety
The treatment response rate with regard to momentary anxiety was 17 patients out of 58 (29%) in the control group and 24 patients out of 58 (41%) in the experimental group. The between-group difference between the treatment response rates (i.e., incremental effect) was 0.12, but this difference was not statistically significant (SE=0.089, t_{114}=1.36, 95% CI –0.055 to 0.290, P=.18).

Momentary Paranoia
The treatment response rate in momentary GPTS paranoia was 11 patients out of 58 (19%) in the control group and 28 patients out of 58 (48%) in the experimental group. The between-group difference in the response rates was 0.29 and was statistically significant (SE=0.0841, t_{114}=3.48, 95% CI 0.126–0.460, P=.001).

Quality-Adjusted Life Years
The SMD of GPTS paranoia was 0.523, which was statistically significant (SE=0.120, t_{114}=4.37, 95% CI 0.285–0.760, P<.001). Using Sanderson et al.’s conversion factor [14] of 0.1835 and taking into account a follow-up period of half a year, this became a QALY gain of 0.048 (0.523 × 0.1835 × 0.5) favoring the VR-CBT condition and this was statistically significant (SE=0.011, t_{114}=4.37, 95% CI 0.026–0.069, P<.001).

Incremental Costs

Incremental Health Care Costs
As can be seen in Table 2, the average per-patient health care costs in the TAU group was €1396 at baseline, €648 at posttreatment, and €1039 at follow-up. The average per-patient health care costs in the VR-CBT group was €1918 at baseline, €3031 at posttreatment, and €887 at follow-up. This includes €373.95 per patient for VR-related costs included in the posttreatment costs.

The cumulative costs per patient between baseline and follow-up, including the costs of VR-CBT, were €1686 and €3917 in the TAU and VR-CBT conditions, respectively. The between-group difference was €2231 (€3917–€1686) and was statistically significant (SE=663, t_{114}=3.36, P=.001) when not adjusted for the initial cost difference between the conditions at baseline. After adjustment for baseline costs, the incremental health care costs became slightly less at €2170 and retained statistical significance (SE=661, t_{114}=3.28, P=.001).

Incremental Costs Stemming From Productivity Losses
A total of 11.2% (13/116) of the participants had paid work. The average costs stemming from productivity losses per person for the TAU group was €224 at baseline, €214 at posttreatment, and €104 at follow-up. The average costs stemming from productivity losses per person for the VR-CBT group was €553 at baseline, €359 posttreatment and €28 at follow-up. The cumulative costs per patient between baseline and follow-up were €317 and €387 in the TAU and VR-CBT conditions, respectively. The between-group difference was €70 (€387–€317) and was not statistically significant (SE=274, t_{114}=–0.26, P=.80).

Travel Costs
The average costs stemming from travel per person for the TAU group was €29 at baseline, €23 at posttreatment, and €24 at follow-up. The average travel costs per person for the VR-CBT group was €31 at baseline, €60 at posttreatment, and €28 at follow-up. The cumulative travel costs per patient between baseline and follow-up were €47 and €88 in the TAU and VR-CBT conditions, respectively. The between-group difference was €41 (€88–€47) and was statistically significant (SE=6, t_{114}=–6.73, P<.001).

Incremental Costs From the Societal Perspective
The cumulative societal costs per patient between baseline and follow-up were €2050 and €4393 in the TAU and VR-CBT conditions, respectively. The between-group difference was €2343 (€4293–€2050) and was statistically significant (SE=747, t_{114}=3.14, P=.002).

Incremental Cost-Effectiveness Ratios From the Societal Perspective
The mean incremental costs for a positive treatment responder was as follows:
1. Time spent with others: €2343/0.23=€10,069.
2. Momentary anxiety: €2343/0.12=€19,525.
3. Momentary paranoia: €2343/0.29=€8079.
4. The mean incremental cost per QALY: €2343/0.048=€48,868.

Figures 2 to 4 depict the distribution of the 5000 bootstrapped ICERs over the cost-effectiveness plane for each of the social participation measures. Figure 2 depicts time spent with others, the plane illustrates 99.70% of the ICERs fall in the northeast quadrant, indicating that more QALYs are gained for higher costs. Figure 3 depicts momentary anxiety, the plane illustrates 99.74% of the ICERs fall in the northeast quadrant, indicating that more QALYs are gained for higher costs. Figure 4 depicts momentary paranoia, the plane illustrates 99.74% of the ICERs fall in the northeast quadrant, indicating that more QALYs are gained for higher costs.

Figure 5 depicts the distribution of the bootstrapped ICERs over the cost-effectiveness plane, with the vast majority of the ICERs in the northeast quadrant, indicating that more QALYs are gained but for higher costs, while 0.02% of the simulated ICERs fall in the southeast quadrant (ie, QALY gains for lower costs) for the VR-CBT group compared with the TAU group.
Figure 2. Cost-effectiveness plane and willingness to pay (WTP) acceptability curve for time spent with others.

Figure 3. Cost-effectiveness plane and willingness to pay (WTP) acceptability curve for momentary anxiety.

Figure 4. Cost-effectiveness plane and willingness to pay (WTP) acceptability curve for momentary paranoia.
**Acceptability**

The mean incremental cost per QALY was €48,868. When looking at the acceptability curve in Figure 5, a higher probability that the VR-CBT intervention is deemed cost-effective can also be calculated. For an 80% certainty of cost-effectiveness, the incremental cost for gaining 1 QALY is €66,161, which falls well below the willingness-to-pay ceiling of €80,000 in the Netherlands for a severely disabling condition, such as schizophrenia characterized by paranoid delusions [21].

Looking at the three treatment responses, at 50% probability of being cost-effective, the costs are as mentioned: time spent with others, €10,069; momentary anxiety, €19,525; and momentary paranoia, $8079. Supposing that a decision maker needs an 80% certainty, time spent with others will have to be valued at €14,293 per treatment responder; momentary anxiety at €50,000; and momentary paranoia at €11,342.

**Sensitivity Analysis**

When including safety behavior at baseline as a covariate, the incremental costs per treatment responder on time spent with others became €9136; momentary anxiety became €17,535; and momentary paranoia became €7219. When including safety behavior at baseline as a covariate, the incremental costs per

---

**Figure 5.** Cost-effectiveness plane and willingness to pay (WTP) acceptability curve for quality-adjusted life year (QALY) gain (costs per QALY gained) after 6 months.
QALY gained became €44,597. Overall, incremental costs were somewhat lower when the baseline difference of safety behaviors was included in the analysis.

When including psychiatric admission costs at baseline as a covariate, the incremental costs per treatment responder on time spent with others became €9729; momentary anxiety became €18,879; and momentary paranoia became €7750. When including psychiatric admission at baseline as a covariate, the incremental costs per QALY gained became €47,308. Overall, incremental costs were somewhat lower when the baseline difference of psychiatric admission costs was included in the analysis.

When including both psychiatric admission costs at baseline and safety behavior at baseline as covariates, the incremental costs per treatment responder on time spent with others became €8592; momentary anxiety became €16,597; and momentary paranoia became €6800. When including both psychiatric admission costs and safety behavior at baseline as covariates, the incremental costs per QALY gained became €42,030. Overall, incremental costs were lower when the baseline differences of both safety behaviors and psychiatric admission costs were included in the analysis.

Discussion

Principal Findings
This study aimed to get an impression of short-term cost-effectiveness of VR-CBT for patients with paranoid delusions in comparison to TAU from a societal perspective. Data were collected 6 months after baseline at follow-up. Costs per treatment responder gained were estimated to be between €8079 and €19,525 for different aspects of social participation, with between 90.74% and 99.74% showing improvement. Cost per QALY gained at follow-up was estimated to be €48,868 with 99.98% showing improved QALYs. Sensitivity analyses showed costs to be lower when baseline differences in both safety behavior and psychiatric admission costs were included in the analysis. Costs per treatment responder gained were then estimated to be between €6800 and €16,597, with cost per QALY gained at €42,030.

Results in Context
How much a society values solidarity with people burdened by disease will determine if guidelines are translated to actual treatment of patients. While the VR-CBT treatment condition is more expensive than TAU only, that was to be expected, as the aim was to add to existing treatment. Results show that this addition improves social participation for people with a psychotic disorder suffering from paranoid ideation. We see this improvement for time spent with others, momentary paranoia, momentary anxiety, and paranoid ideation, via the GPTS.

Engaging in psychological therapy is challenging for many patients suffering from paranoid ideation and treatment results vary. There are several aspects that favor VR treatment. Person-specific behavioral exposure is an important part of increasing treatment effect [22], which is exactly what the interactive VR social environments offer. Patients themselves also prefer VR over in vivo exposure treatment [23] and VR improves treatment motivation for patients [24].

Interestingly, during the follow-up we see that the VR-CBT group resulted in decreased health care costs and decreased costs due to productivity loss compared to the TAU-only group. There were no psychiatric admission days at follow-up for the VR-CBT group. To determine whether this was a coincidence or a trend, a much longer follow-up period is needed. Short-term societal costs were between €8079 and €19,525 for a positive treatment response. A disability weight of zero represents no loss of health and a weight of 1 represents health loss equivalent to death [25]. In the Netherlands, the willingness to pay for gaining a QALY ranges between €20,000 and €80,000 but differs per disease [26]. For a severely disabling disease such as schizophrenia, which according to the Global Burden of Disease study 2010 has a disability weight of 0.76, the willingness to pay is €80,000 [21,26]. In this context, the VR-CBT treatment that has an ICER of €48,868 per QALY gained can be regarded as acceptable from the cost-effectiveness point of view.

Limitations
The study has several limitations. First, data were collected only 6 months postbaseline. Any longer-term effects and costs are unknown. There are indications that cost-effectiveness for treatment of psychotic symptoms improves with time [27] as health benefits continue. Second, minimal treatment response was set at a 20% symptom reduction. A 20% symptom reduction after just 8 weeks of therapy is clinically relevant in a patient group with an average duration of illness of 14 years with persistently high problematic isolation. Third, VR-CBT was compared to TAU only. The next step would be to compare VR-CBT directly to CBT, which is the current gold standard, as CBT without VR also results in additional costs to TAU. There are, however, also indications that VR-CBT could have positive results in fewer sessions compared to CBT [9]. Comparing VR-CBT directly to CBT also allows for the study of presumed benefits of VR therapy, such as better engagement and the ecological validity of VR on outcome effects. Such a study comparing VR-CBT and CBT on time to response and costs is currently ongoing (Netherlands Trial Register number NL7758). A final limitation was that QALYs were not measured directly. As the EQ-5D (European Quality of Life Five Dimension Scale) was not administered, QALYs were calculated using Sanderson et al.’s conversion factor [14]. Future research needs to include the EQ-5D for direct measurement.

Conclusions
This study found VR-CBT to be cost-effective in the short term from a societal perspective. However, the effect of additional VR-CBT sessions and long-term effects need to be determined while using direct measurement of QALYs.

https://www.jmir.org/2020/5/e17098
Acknowledgments
Funding was received from Fonds NutsOhra, Stichting tot Steun VCVGZ.

Conflicts of Interest
None declared.

Multimedia Appendix 1
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Abstract

Background: Basic life support (BLS) is crucial in the emergency response system, as sudden cardiac arrest is still a major cause of death worldwide. Unfortunately, only a minority of victims receive cardiopulmonary resuscitation (CPR) from bystanders. In this context, training could be helpful to save more lives, and technology-enhanced BLS simulation is one possible solution.

Objective: The aim of this study is to assess the feasibility and acceptability of our augmented reality (AR) prototype as a tool for BLS training.

Methods: Holo-BLSD is an AR self-instruction training system, in which a standard CPR manikin is “augmented” with an interactive virtual environment that reproduces realistic scenarios. Learners can use natural gestures, body movements, and spoken commands to perform their tasks, with virtual 3D objects anchored to the manikin and the environment. During the experience, users were trained to use the device while being guided through an emergency simulation and, at the end, were asked to complete a survey to assess the feasibility and acceptability of the proposed tool (5-point Likert scale; 1=Strongly Disagree, 5=Strongly Agree).

Results: The system was rated easy to use (mean 4.00, SD 0.94), and the trainees stated that most people would learn to use it very quickly (mean 4.00, SD 0.89). Voice (mean 4.48, SD 0.87), gaze (mean 4.12, SD 0.97), and gesture interaction (mean 3.84, SD 1.14) were judged positively, although some hand gesture recognition errors reduced the feeling of having the right level of control over the system (mean 3.40, SD 1.04).

Conclusions: We found the Holo-BLSD system to be a feasible and acceptable tool for AR BLS training.
The standard approach to BLS training of laypeople involves classroom-based courses consisting of skill demonstrations, hands-on practice, and lectures given by a certified trainer [5]. Simulation with manikins allows trainees to acquire and practice skills without the risk of harming the patient [6]. Debriefing provides an important learning moment in simulation sessions, as it gives participants the opportunity to critically reflect on decisions and actions performed and to learn from mistakes [7]. Although it is still a matter of debate how simulation realism influences learning outcomes [4], the importance of elements of stress and cognitive load in education has been proven, and they should be factored into the instructional design [8]. Self-directed learning systems are an effective alternative to the standard approach, which, according to multiple studies reported by the American Heart Association guidelines, show no statistical difference in learning outcomes compared with instructor-led courses [5].

In the context of self-instruction approaches, emerging technologies allow people to build new cognitive structures [7], and technology-enhanced simulation offers new models for training, which are associated with better knowledge, improved skills acquisition, and a moderate effect on patient outcomes [9]. One such emerging technology is augmented reality (AR), which enhances the user’s perception by overlaying virtual objects (or “holograms”) on the real-world environment [10]. AR is being applied across various disciplines in health care including anatomy classes and surgical training [11-13]. In their integrative review, Zhu et al [14] reported that AR could improve health care education by reducing failure rates and improving accuracy.

In this study, we investigated the use of AR as an innovative technology for BLS training. The aim of this study is to assess feasibility and acceptability of Holo-BLSD, our AR prototype tool for CPR training.

**Methods**

**Development**

Holo-BLSD was developed jointly by the SIMNOVA simulation center (Novara, Italy) and the Department of Computer Engineering of Politecnico di Torino, in collaboration with Logosnet’s e-REAL Immersive Simulation Labs in Lugano, Switzerland. The app uses Microsoft’s HoloLens device, a wearable headset for AR experiences, and meets the recent American Heart Association guidelines [2]. Holo-BLSD can be used in different real environments, and its contents can be adapted to where the system is being used: virtual elements can be placed and anchored in the desired position.

Since the majority of potential users are likely to have little or no experience with AR apps or the HoloLens, Holo-BLSD provides a specific training session to help users get acquainted with the system. During interaction training, all interaction types are introduced individually with detailed instructions that include vocal and visual clues.

After the interaction training, users can begin the BLS training. Holo-BLSD guides users step-by-step through the resuscitation procedure of an adult experiencing cardiac arrest. The simulated activities include the following: scene safety, in which any potential hazard should be removed; responsiveness check, performed by shaking and calling the victim; activation of local emergency medical services by using a public phone booth and interacting with a simulated operator; automated external defibrillator (AED) retrieval by asking a witness to find an AED; CPR, using a real manikin torso and superimposing a person’s full body using AR (Figure 1); use of AED, once available, by directing pad placement and delivery of shock, if recommended. All generated data are logged, and a feedback sheet can be generated, allowing trainees and instructors to intuitively identify errors and strengths of the performance, thus supporting debriefing sessions and enabling the creation of a library of training events.

**Figure 1.** A trainee using the HoloLens device (above) and AR displayed in the trainee’s field of view (below).
Participants were recruited on a voluntary basis during a national simulation-based training event for medical residents [15]. The selection of subjects represents a convenience sample, and medical background was not a required inclusion criterion. Experiments took place at the SIMNOVA Simulation Center in Novara, Italy.

The experience was divided into three phases, in which volunteers (1) learned how to use the device through the interaction training session, (2) performed a BLS simulation using the Holo-BLSD app and a standard torso manikin, and (3) filled out the evaluation questionnaire.

**Software Evaluation**

Participants completed a survey of 61 questions divided across six categories (user input, system output, system usability, fidelity of simulation, immersivity, likeability), and graded on a scale from 1 (strongly disagree) to 5 (strongly agree). The complete questionnaire can be found in Multimedia Appendix 1.

The results are presented with relative percentages for each of the five possible grades and summarized as mean and standard deviation. Given the explorative nature of the study, we did not plan any statistical inference tests.

**Feasibility**

Feasibility was assessed using the user input scale (interaction with gaze and gestures); the system output scale (quality of the display and sound); and the system usability scale [16], which is a standardized tool to evaluate interfaces based on the ISO 9241-400 guidance on ergonomic factors.

**Acceptability**

The remaining scales of the survey (fidelity, immersion, and likeability) were designed to assess acceptability.

**Ethics and Statistical Analysis**

Written informed consent was obtained from all participants, and the study results were presented in aggregate with no identifiers. The study was conducted in accordance with the principles of the Declaration of Helsinki. Descriptive statistics were calculated using Microsoft Excel (Version 2003, Microsoft Corporation).

**Results**

This study involved 26 participants whose characteristics are summarized in Table 1.

**Feasibility**

Responses to the feasibility scale are shown in Multimedia Appendices 2 and 3 and aggregated data for the system usability scale are presented in Table 2. The cognitive load required to operate the HoloLens was minimal (mean 1.77, SD 0.86) and no high physical effort was required (mean 1.19, SD 0.40). Users felt confident using the software (mean 3.62, SD 1.06). Voice (mean 4.48, SD 0.87), gaze (mean 4.12, SD 0.97), and gesture interaction (mean 3.84, SD 1.14) were evaluated positively. Words and symbols (mean 4.70, SD 0.56) and audio instructions (mean 4.43, SD 0.79) were easy to understand. Users were most critical of the quality of the display (mean 2.45, SD 1.47), although they rated it as appropriate for the function (mean 3.62, SD 1.17). Finally, users rated the system as easy to use (mean 4.00, SD 0.94).

**Acceptability**

Responses to the acceptability scale are summarized in Multimedia Appendices 4-6. The sensorial information provided by the AR gave participants the impression of physically being in the scenario (mean 3.52, SD 0.95). Users reported that the experience was pleasant (mean 4.13, SD 0.81) and enjoyable (mean 4.65, SD 0.57) and that the virtual contents were realistic (mean 3.74, SD 1.05). Users judged the system as capable of providing real benefit as a training tool (mean 4.22, SD 0.67).
**Table 1. Respondents’ demographics and characteristics**\(^a\).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Participants, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender</strong></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>16 (62)</td>
</tr>
<tr>
<td>Female</td>
<td>10 (38)</td>
</tr>
<tr>
<td><strong>Age group (years)</strong></td>
<td></td>
</tr>
<tr>
<td>20-29</td>
<td>15 (58)</td>
</tr>
<tr>
<td>30-39</td>
<td>9 (35)</td>
</tr>
<tr>
<td>40-49</td>
<td>0 (0)</td>
</tr>
<tr>
<td>50-59</td>
<td>2 (8)</td>
</tr>
<tr>
<td><strong>Practice type</strong></td>
<td></td>
</tr>
<tr>
<td>Resident</td>
<td>19 (73)</td>
</tr>
<tr>
<td>Physician</td>
<td>3 (12)</td>
</tr>
<tr>
<td>Nurse</td>
<td>1 (4)</td>
</tr>
<tr>
<td><strong>Other</strong></td>
<td></td>
</tr>
<tr>
<td>Space system engineer</td>
<td>1 (4)</td>
</tr>
<tr>
<td>Designer</td>
<td>1 (4)</td>
</tr>
<tr>
<td>Secretary</td>
<td>1 (4)</td>
</tr>
<tr>
<td><strong>Specialty</strong>(^b)</td>
<td></td>
</tr>
<tr>
<td>Emergency medicine</td>
<td>7 (32)</td>
</tr>
<tr>
<td>Anesthesiology</td>
<td>6 (27)</td>
</tr>
<tr>
<td>General surgery</td>
<td>2 (9)</td>
</tr>
<tr>
<td>Internal medicine</td>
<td>1 (5)</td>
</tr>
<tr>
<td>Pediatrics</td>
<td>1 (5)</td>
</tr>
<tr>
<td>Cardiology</td>
<td>1 (5)</td>
</tr>
<tr>
<td>Not specified</td>
<td>4 (18)</td>
</tr>
</tbody>
</table>

\(^a\)Percentages may not add up to 100 due to rounding.

\(^b\)Only applicable to residents and physicians.
Table 2. Aggregated data for the system usability scale.

<table>
<thead>
<tr>
<th>Question</th>
<th>Strongly Disagree (%)</th>
<th>Disagree (%)</th>
<th>Neither (%)</th>
<th>Agree (%)</th>
<th>Strongly Agree (%)</th>
<th>Mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>System Usability Scale (SUS)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>I think that I would like to use this system frequently</td>
<td>0.0</td>
<td>11.5</td>
<td>23.1</td>
<td>38.5</td>
<td>26.9</td>
<td>3.81 (0.98)</td>
</tr>
<tr>
<td>I found the system unnecessarily complex</td>
<td>48.0</td>
<td>36.0</td>
<td>12.0</td>
<td>4.0</td>
<td>0.0</td>
<td>1.72 (0.84)</td>
</tr>
<tr>
<td>I thought the system was easy to use</td>
<td>0.0</td>
<td>7.7</td>
<td>19.2</td>
<td>38.5</td>
<td>34.6</td>
<td>4.00 (0.94)</td>
</tr>
<tr>
<td>I think that I would need the support of a technical person to use this system</td>
<td>15.4</td>
<td>19.2</td>
<td>30.8</td>
<td>23.1</td>
<td>11.5</td>
<td>2.96 (1.25)</td>
</tr>
<tr>
<td>I found the various functions in this system were well integrated</td>
<td>0.0</td>
<td>3.8</td>
<td>30.8</td>
<td>42.3</td>
<td>23.1</td>
<td>3.85 (0.83)</td>
</tr>
<tr>
<td>I thought there was too much inconsistency in this system</td>
<td>26.9</td>
<td>34.6</td>
<td>23.1</td>
<td>11.5</td>
<td>3.8</td>
<td>2.31 (1.12)</td>
</tr>
<tr>
<td>I would imagine that most people would learn to use this system very quickly</td>
<td>0.0</td>
<td>3.8</td>
<td>26.9</td>
<td>34.6</td>
<td>34.6</td>
<td>4.00 (0.89)</td>
</tr>
<tr>
<td>I found the system very cumbersome to use</td>
<td>32.0</td>
<td>24.0</td>
<td>28.0</td>
<td>8.0</td>
<td>8.0</td>
<td>2.36 (1.25)</td>
</tr>
<tr>
<td>I felt very confident using the system</td>
<td>0.0</td>
<td>23.1</td>
<td>11.5</td>
<td>46.2</td>
<td>19.2</td>
<td>3.62 (1.06)</td>
</tr>
<tr>
<td>I needed to learn a lot of things before I could get along with this system</td>
<td>57.7</td>
<td>26.9</td>
<td>11.5</td>
<td>0.0</td>
<td>3.8</td>
<td>1.65 (0.98)</td>
</tr>
<tr>
<td><strong>ISO 9241-400</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>The HoloLens device is too bulky or too heavy</td>
<td>19.2</td>
<td>42.3</td>
<td>3.8</td>
<td>26.9</td>
<td>7.7</td>
<td>2.62 (1.30)</td>
</tr>
<tr>
<td>The mental effort (concentration) required to operate the device was very high</td>
<td>46.2</td>
<td>34.6</td>
<td>15.4</td>
<td>3.8</td>
<td>0.0</td>
<td>1.77 (0.86)</td>
</tr>
<tr>
<td>The physical effort required to operate the device was very high</td>
<td>80.8</td>
<td>19.2</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>1.19 (0.40)</td>
</tr>
<tr>
<td>Arm and hands/fingers fatigue was very high</td>
<td>76.9</td>
<td>19.2</td>
<td>3.8</td>
<td>0.0</td>
<td>0.0</td>
<td>1.27 (0.53)</td>
</tr>
<tr>
<td>Eye fatigue was very high</td>
<td>42.3</td>
<td>23.1</td>
<td>19.2</td>
<td>7.7</td>
<td>7.7</td>
<td>2.15 (1.29)</td>
</tr>
<tr>
<td>Head fatigue was very high</td>
<td>38.5</td>
<td>38.5</td>
<td>15.4</td>
<td>0.0</td>
<td>7.7</td>
<td>2.00 (1.13)</td>
</tr>
<tr>
<td>I would be comfortable using the device for long time</td>
<td>15.4</td>
<td>15.4</td>
<td>30.8</td>
<td>34.6</td>
<td>3.8</td>
<td>2.96 (1.15)</td>
</tr>
</tbody>
</table>

Discussion

Principal Findings

Experts are paying increased attention to the realism and scenario design of CPR training. The physical features of manikins and simulators by themselves are insufficient in suspending learners’ disbelief and positively influencing learning outcomes [4]. Despite ongoing advances in resuscitation science, cardiac arrest survival rates remain suboptimal and the educational efficiency of caregivers is still critical, as highlighted in 2003 [17] and 2018 [3]. Education facilitated through technology has been identified as a strategy to improve the effectiveness of BLS training. We developed the Holo-BLSD app using Microsoft’s HoloLens technology as an AR self-instruction learning environment for training and assessment of CPR and AED use, by using high definition holograms to immerge trainees in realistic scenarios, and a standard low-cost torso manikin to deliver tactile feedback. In this pilot study, we measured the feasibility and acceptability of our first prototype of the training app.

An excessive cognitive load may impair participants’ perceptions and performance, decreasing attention and problem-solving skills [6], and physical effort and fatigue may reduce user enjoyment of the experience. Despite these conditions, users rated the system as easy to use and they judged the learning experience as pleasant and enjoyable. Volunteers reported that the mental effort required to operate the device was minimal. Similarly, users indicated that the head-mounted display was comfortable. Unlike other head-mounted displays, such as the Google Glass used in Chaballout’s study [6], no delay between the real and virtual environment was experienced.

Some users noted that ambient light affected the quality of the holograms and made visual instructions difficult to interpret. Users judged the lack of peripheral view, which is known to increase cognitive load [18], as a major limitation. The assembled environment was considered complex enough to be of use, allowing users to focus on the tasks without leaving them disoriented. It is worth noting that trainees found the virtual contents realistic, stating that the system could provide a real benefit as a training tool and help practitioners be more effective.
In this study, we presented preliminary evidence that validated the Holo-BLSD app as a BLS training tool. Additional studies comparing traditional instructor-led training with low and high-fidelity simulation or other models will be useful.

**Limitations**

The limitations of the study are the small number of participants, which makes it difficult to draw clear conclusions about the benefit of the proposed technology on learning outcomes. Nevertheless, this study was intended to provide a proof of concept and to measure the feasibility and acceptability of AR technology in a life support simulation. To this end, positive user responses indicate that future studies are warranted.

**Conclusions**

AR is in the early stages of application within health care education, but it has enormous potential. In this study, we presented Holo-BLSD, an AR system for BLS training that offers realistic haptic feedback through a manikin and a virtual scenario that can be easily reconfigured to generate different situations, including extreme and dangerous ones. We found the proposed application to be feasible and acceptable as a tool for self-instruction training. The positive outcomes of this preliminary study make this prototype worthy of future testing.
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Abstract

Background: The language gap between health consumers and health professionals has been long recognized as the main hindrance to effective health information comprehension. Although providing health information access in consumer health language (CHL) is widely accepted as the solution to the problem, health consumers are found to have varying health language preferences and proficiencies. To simplify health documents for heterogeneous consumer groups, it is important to quantify how CHLs are different in terms of complexity among various consumer groups.

Objective: This study aimed to propose an informatics framework (consumer health language complexity [CHELC]) to assess the complexity differences of CHL using syntax-level, text-level, term-level, and semantic-level complexity metrics. Specifically, we identified 8 language complexity metrics validated in previous literature and combined them into a 4-faceted framework. Through a rank-based algorithm, we developed unifying scores (CHELC scores [CHELCS]) to quantify syntax-level, text-level, term-level, semantic-level, and overall CHL complexity. We applied CHELCS to compare posts of each individual on online health forums designed for (1) the general public, (2) deaf and hearing-impaired people, and (3) people with autism spectrum disorder (ASD).

Methods: We examined posts with more than 4 sentences of each user from 3 health forums to understand CHL complexity differences among these groups: 12,560 posts from 3756 users in Yahoo! Answers, 25,545 posts from 1623 users in AllDeaf, and 26,484 posts from 2751 users in Wrong Planet. We calculated CHELCS for each user and compared the scores of 3 user groups (ie, deaf and hearing-impaired people, people with ASD, and the public) through 2-sample Kolmogorov-Smirnov tests and analysis of covariance tests.

Results: The results suggest that users in the public forum used more complex CHL, particularly more diverse semantics and more complex health terms compared with users in the ASD and deaf and hearing-impaired user forums. However, between the latter 2 groups, people with ASD used more complex words, and deaf and hearing-impaired users used more complex syntax.

Conclusions: Our results show that the users in 3 online forums had significantly different CHL complexities in different facets. The proposed framework and detailed measurements help to quantify these CHL complexity differences comprehensively. The results emphasize the importance of tailoring health-related content for different consumer groups with varying CHL complexities.

(J Med Internet Res 2020;22(5):e16795) doi:10.2196/16795
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Introduction

Background

The language gap between laypersons (health consumers) and health care professionals has been long recognized as the main hindrance to effective health communication and health information comprehension [1-3]. When interpreting health documents written mainly in professional language, consumers often depend on their own language to fill in the comprehension gap (eg, depression vs depressive disorder), which might lead to misinterpretation. Accordingly, it has also been widely agreed that health consumers should be given access to resources in their own languages [3-6]. To improve the readability of health-related content for average health consumers, there has been increasing interest in examining consumer health vocabularies [2,7], health readability measurement [8-10], and automated health text simplification approaches [11-14]. Studies on consumer health vocabularies have largely focused on extracting and building a terminology system of lay health terms used by average health consumers [2,7]. Health readability assessments have focused on developing linguistic metrics to quantify the text complexity of health content generated by health experts and professionals [9,13,15,16]. On the basis of the findings in both areas, automated health text simplification usually focuses on simplifying difficult texts with respect to 1 or 2 aspects (eg, medical jargon, long sentences) [1,11,12,14,18,19].

However, without a comprehensive understanding of the complexity difference between professional health language and consumer health language (CHL), current automated simplification approaches are inaccurate to accurately determine what needs to be simplified and to what extent they should be simplified. Also, current simplification approaches assume that consumers share the same CHL preferences and that simplifying text to its lowest complexity can satisfy all users. For example, in synonym replacement tasks, researchers typically identify difficult medical words and then replace them with easier synonyms [12,19]. These one-size-fits-all automated simplification approaches ignore the diverse simplification needs of different health customers. Research suggests that consumers with varying health literacy levels have different CHL preferences [20-22]. In addition, contextual and sociocultural factors are found to affect the language preferences of different consumer groups to think, express, and communicate health-related topics [3].

In this paper, CHL has been defined as a system of vocabularies, expressions, and grammar that is commonly used by a group of health consumers in thinking, expressing, and communicating their health-related topics. CHL complexity is defined as a combined measure of varying linguistic metrics, each of which quantifies the complexity of one linguistic feature of a CHL (eg, semantics, syntax, term). The goal of adaptive health text simplification is to simplify the professional health language used in Web-based health content to match the CHL complexities of targeted consumer groups. To quantify the CHL complexity differences for simplification purposes, the linguistic complexities of CHLs used by various health consumer groups should be investigated. The increasing availability of user-generated Web-based health communications (eg, blogs, online communities, social question and answer [Q&A] websites), provides us with ample opportunities to assess CHL complexity through automated text analysis [2,7,24].

Studies focused on health readability assessment typically quantify the complexity of Web-based health content written by health professionals for health consumers [25-27]. Researchers have developed complexity metrics that utilize a combination of various extracted linguistic features to assess the complexity of Web-based health content [9,13,16]. The metrics utilized in previous literature can be categorized into 4 groups, namely, text-level complexity (eg, syllables per word) [16,28], syntax-level complexity (eg, distributions of parts of speech [POS]) [16,29], term-level complexity (eg, density of professional medical terms) [15,16], and semantic-level complexity (eg, diversity of semantics) [15]. Examining how these linguistic features differ among various CHLs can help us gain a more accurate and comprehensive understanding of CHL complexity.

Objectives

In this proof-of-concept study, we developed an informatics framework (consumer health language complexity [CHELC]) to assess CHL complexity based on existing health text readability metrics and apply this framework to explore complexity differences in CHL in 3 online forums designed for the general public, deaf and hearing-impaired people, and people with autism spectrum disorder (ASD). In previous studies, the latter 2 groups have been found to have relatively low health literacy [30-33], different language use behaviors [34,35], and limited access to adaptive health information services [36]. People with ASD were found to be repetitive and expressive by composing long sentences and words on the Web [35,37,38]. Pollard and Barnett [39] found that even highly educated deaf adults showed significant difficulty in understanding health vocabularies used in the Rapid Estimate of Adult Literacy in Medicine test. In addition, compared with the general population, deaf and hearing-impaired people exhibit significantly lower levels of health literacy and health knowledge [32]. Accordingly, ASD and deaf and hearing-impaired user groups might use less complex CHL, especially less complex health terms in their expressions. Motivated by these observations, in this study, we explore the use of different measures to assess CHL complexity and provide insights for the development of adaptive health text simplification tools to address the needs of various consumer groups.

We formulated 2 research questions (RQs) in this study:
RQ1: What is the feasibility of using CHELC, which combines text-level, syntax-level, term-level, and semantic-level measures for examining CHL complexity among users in 3 distinct online forums designed for the general public, people with ASD, and deaf and hearing-impaired people?

RQ2: How do the CHLs of users in online forums designed for the general public, people with ASD, and deaf and hearing-impaired people differ in complexity on the text level, syntax level, term level, and semantic level?

Methods

Consumer Health Language Complexity Measurement Framework

We built CHELC to incorporate a comprehensive array of linguistic complexity metrics developed in previous research. In this framework, we incorporated metrics of text-level, syntax-level, term-level, and semantic-level CHELC scores (CHELCS) to compare various CHLs through a rank-based algorithm. The overall complexity of CHL (CHELCS\textsubscript{overall}) was defined as the average value of 4 complexity scores.

We systematically reviewed the metrics that have been utilized in health readability and complexity assessment studies and comprehensively included credible metrics from all facets of linguistic measures. We performed the search on PubMed using the search terms of health readability to retrieve relevant articles and abstracts, which returned 3605 full-text articles to be screened. After excluding duplicates, non-English articles, and articles not about health readability evaluation or assessment, 9 studies with different assessment metrics were identified (Table 1).

Considering the overlap between lay and professional health terms, we proposed to use the ratio of core professional term coverage, which is the percentage of health terms that are in the Systematized Nomenclature of Medicine-Clinical Terms (SNOMED-CT) but not in consumer health vocabulary (CHV). In total, we included 8 metrics for text-level, syntax-level, term-level, and semantic-level complexity measurements in the proposed framework CHELC (Figure 1).
### Table 1. Existing metrics for assessing health text complexity.

<table>
<thead>
<tr>
<th>Health readability measure</th>
<th>Measure specification</th>
<th>Inclusion</th>
<th>Inclusion or exclusion rationale</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Text level</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Word length or syllable length [16,28]</td>
<td>Average number of characters (eg, syllables) in a given lexical item</td>
<td>No</td>
<td>Already measured in traditional readability metrics</td>
</tr>
<tr>
<td>Sentence length [16,28]</td>
<td>Average number of words in a sentence</td>
<td>No</td>
<td>Already measured in traditional readability metrics</td>
</tr>
<tr>
<td>Paragraph length [16,28]</td>
<td>Average number of sentences in a paragraph</td>
<td>No</td>
<td>Not applicable for CHL complexity measure</td>
</tr>
<tr>
<td>Traditional readability metrics [10,25,26,40,41]</td>
<td>Flesch-Kincaid grade level, Simple Measure of Gobbledygook, and Gunning fog</td>
<td>Yes</td>
<td>(1) Well-established formulas that are widely utilized in the literature; (2) Combining word, syllable and sentence length; and (3) Flesch-Kincaid grade and Simple Measure of Gobbledygook are the most used readability metrics</td>
</tr>
<tr>
<td><strong>Syntax level</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ratio of content word [15,42]</td>
<td>Ratio of content words (ie, noun, adjective, verb, and adverb) to functional words (ie, pronoun, determiner, preposition, qualifier, conjunction, interjection)</td>
<td>Yes</td>
<td>Indicator for syntax-level complexity measure; validated in previous literature</td>
</tr>
<tr>
<td>Ratio of nouns [16,42]</td>
<td>Ratio of nouns to all types of parts of speech</td>
<td>Yes</td>
<td>Indicator for syntax-level complexity measure; validated in previous literature</td>
</tr>
<tr>
<td><strong>Term level</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Average familiarity score of CHV (b) [17,28]</td>
<td>Frequency use of each CHV term to the lay people</td>
<td>Yes</td>
<td>Indicator to tell how lay health terms are used in CHL</td>
</tr>
<tr>
<td>Coverage in CHV [15]</td>
<td>Ratio of CHV terms of all terms</td>
<td>No</td>
<td>We used the ratio of professional health terms</td>
</tr>
<tr>
<td>Coverage in basic medical dictionary [16]</td>
<td>Health terms that are in basic medical dictionaries</td>
<td>No</td>
<td>Not applicable for CHL complexity measure</td>
</tr>
<tr>
<td>Coverage in the Unified Medical Language System [15,16]</td>
<td>Ratio of Unified Medical Language System terms</td>
<td>Yes</td>
<td>We utilized the Systematized Nomenclature of Medicine-Clinical Terms as the source of professional health terms</td>
</tr>
<tr>
<td>Term overlap ratio [17]</td>
<td>A higher overlap indicates a more cohesive and easier to read text; overlapped terms/all terms in the document</td>
<td>No</td>
<td>Not applicable for CHL complexity measure</td>
</tr>
<tr>
<td>Vocabulary size [16]</td>
<td>Distinct word counts in the corpus</td>
<td>No</td>
<td>Not applicable for CHL complexity measure</td>
</tr>
<tr>
<td><strong>Style level</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Semantic level</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Diversity of health topics [15]</td>
<td>Ratio of semantic types indicated in the Unified Medical Language System</td>
<td>Yes</td>
<td>Indicator for semantic-level complexity measure; validated in previous literature</td>
</tr>
</tbody>
</table>

\(a\)CHL: consumer health language.  
\(b\)CHV: consumer health vocabulary.
Figure 1. Consumer health language complexity measurement framework (CHELC).

Text-Level Complexity
Text-level complexity utilizes the length of lexical units (e.g., words, sentences, paragraphs) to indicate the lexical complexity of health texts. The unit may change depending on whether the length is applied to words (average number of syllables/characters per word) [16], sentences (average words per sentence) [28], or paragraphs (average sentences per paragraph) [16]. As a commonly used metric, it assumes that longer lexical units require more cognitive loads, thereby making the text more complex. Most studies have utilized one or more readability formulas (e.g., the Flesch-Kincaid grade level [F-K] and Simple Measure of Gobbledygook [SMOG]) to assess text-level complexity, in which word length or sentence length are considered in the grade level ranking or level of difficulty of the health texts [10].

For text-level complexity, we applied F-K [43] and SMOG [44] to quantify the text-level complexity of CHL. The F-K formula assigned a grade level to indicate the minimum schooling (grade) readers should have to understand the text. The formula assumes that the higher the average number of syllables and words per sentence there are, the more complex the text is [43]. A grade lower than 5.0 indicates that the text is very easy to comprehend. A grade higher than 12.0 indicates greater difficulty and reading level that requires a college degree or above. Similarly, the SMOG formula considers the number of polysyllabic words [44]. Essentially, the more polysyllabic words, the higher the SMOG score, and the more difficult the texts are.

Syntax-Level Complexity
Syntax-level complexity utilizes POS distribution to evaluate the complexity of health texts [29]. In general, there are 10 commonly used POS types in English, which can be categorized into content words (i.e., noun, adjective, verb, adverb) and functional words (i.e., pronoun, determiner, preposition, qualifier, conjunction, interjection). Every word in the health text can be assigned a POS tag. A higher proportion of noun words or content words indicates more complex health texts [16]. Accordingly, we calculated the ratio of (1) noun words to all POS words and (2) content words to functional words used by each user. We assume that the higher the ratio is, the more complex the CHL is.

Term-Level Complexity
Term-level complexity focuses on the complexity related to the density of professional or lay terms (e.g., myocardial infarction vs heart attack). According to health readability research, the more professional terms and fewer lay terms there are, the more complex are the health texts [16]. By mapping terms to existing controlled vocabularies, previous studies have typically measured the term-level complexity with the prevalence of professional terms or lay terms [6,15,16]. Other studies have also utilized the familiarity scores of consumer health terms (provided in CHV) and term cohesiveness (i.e., distinct word count or overlapped term ratio) to measure the term-level complexity [16,28].

To assess the term-level complexity of the health text, we first used the text processing and entity recognition tool MetaMap [45] to extract health terms that belong to 84 out of 127 semantic types in the Unified Medical Language System (UMLS, a compendium of over 190 medical controlled vocabularies) that are relevant to biomedicine, health, and nutrition [46,47]. Then we evaluated the density of professional terms and lay terms by mapping our extracted health terms to 2 controlled vocabularies in the UMLS: CHV and SNOMED-CT. CHV contains a collection of lay health concepts and expressions...
commonly used by health consumers in their everyday communications [3]. We used the 2015AA version, which includes the latest version of CHV with over 116,324 terms [3]. SNOMED-CT is the world's largest standardized vocabulary of clinical and medical terms mostly used in health information systems such as electronic health records [48-50]. In this study, CHV was used to evaluate the usage of lay health terms, whereas SNOMED-CT terms were referred to as professional terms. We developed the following 3 measures to evaluate term-level complexity:

- Prevalence of professional terms: we used the ratio of professional terms (number of distinct SNOMED-CT terms) to all health-related terms (number of distinct health terms) to measure the density of professional terms used by each user in a health corpus. We assumed that the higher the ratio is, the more complex is the CHL.
- Prevalence of core professional terms: we first excluded CHV terms from SNOMED-CT terms to obtain the core professional terms (professional health terms that are not commonly used by laypersons), and used the ratio of core professional terms to all health-related terms to measure the density of core professional terms used by each user in a health corpus. We assumed that the higher the ratio is, the more complex is the CHL.
- Familiarity score of CHV terms: it refers to the familiarity of each CHV term to laypersons [17]. It is also referred to as the combo score in CHV, which combines frequency score (term difficulty based on its frequency in several large text corpora), context score (term difficulty based on its context), and Concept Unique Identifier score (term difficulty derived from how it is close to well-known easy and difficult concepts in the UMLS). We used a modified combo score that ignores easy words from the Dale-Chall list [17,51]. The higher the score is, the easier the term is. We calculated the average familiarity score of terms written by each user. We assumed that users using more complex CHL have a relatively low average familiarity score for the CHV terms.

**Semantic-Level Complexity**

Semantic-level complexity refers to the complexity of the diversity of the semantics of health texts. Previous studies have found that if the health text includes more diverse health topics, it is more complex [10]. Operationally, the coverage of semantic types in the UMLS was accounted for semantic-level complexity [47].

We extracted the health terms using MetaMap and counted the average distinct semantic types of the terms used in CHL. We assume that if a user mentioned more distinct semantic types, his or her CHL is more complex.

**Consumer Health Language Complexity Scores**

We regarded CHL complexity as a 4-faceted variable, which includes metrics related to text-level, syntax-level, term-level, and semantic-level complexity. Each corpus was represented by a vector of 8 metrics for complexity computation. The values of all 8 metrics were generated for every user in the health corpus.

For each metric, the values for users in all health corpora were ranked [52,53] using the same mechanism of Wu et al [16]. In other words, the ranking value for each metric for users was indicated as the complexity differences among users [54,55]. Except for the familiarity score of CHV terms, the higher the metric value is, the more complex the user's health language is. It should be noted that we ranked the familiarity score of CHV terms in reverse order. All the missing values of metrics were replaced by the mean of the corresponding metric.

In this proof-of-concept study, each metric in a facet was regarded to contribute equally to the complexity score of that facet. As there is no agreed-upon definition of health text complexity, each facet has equal weight when calculating the overall complexity score (CHELCS<sub>overall</sub>). The idea of aggregating the metrics is that described by Wu et al [16]. We aggregated the ranks of metrics for each facet using standard aggregate functions with the same weights [56]. Other researchers can use different weights for each metric or facet based on their definitions of CHL complexity.

Let $f_j$ be the $j^{th}$ observed metric value of the $i^{th}$ facet and $f'_j$ be the $j^{th}$ observed metric value of the specific user whose complexity is calculated in the $i^{th}$ facet.

The formula of CHELCS<sub>overall</sub> for every user in the health corpora was as follows:

$$f_i = \frac{\sum_j f'_{ij}}{N}$$

We defined $r_{ij}$ the rank of the $j^{th}$ metric of the $i^{th}$ facet, as the number of users whose $f_{ij}$ is not greater (not smaller for metric familiarity score of CHV terms) than $f'_{ij}$. Note that $m$ represents the number of facets, $n_i$ represents the number of metrics in the $i^{th}$ facet, and $N$ is the total number of users.

We calculated the aggregated rank of the metrics for all facets of CHL complexity. We defined $r_{ij}/N$ as the normalized rank ranging from 0 to 1. Then the aggregated complexity score of the $i^{th}$ facet is calculated as $\left[ \frac{r_{ij}}{N} \right]$. The overall complexity score of all facets is calculated as $[\left[ \frac{r_{ij}}{N} \right]]$, which is used to represent the overall CHL complexity of every user. All CHELCS range from 0 to 1, and the higher score means the responding user has more complex CHL complexity in all health corpora.

**Data Collection**

We utilized CHELC, a complexity measure framework that combines text-level (CHELCS<sub>text</sub>), syntax-level (CHELCS<sub>syntax</sub>), term-level (CHELCS<sub>term</sub>), semantic-level (CHELCS<sub>semantic</sub>), and overall (CHELCS<sub>overall</sub>) complexity scores, to compare the CHLs used in online forums targeting 3 user groups: general public, people with ASD, and deaf and hearing-impaired people. We collected data from various online discussion boards and social media to represent the CHL use of our groups of interest. All 3 data sources in this study were chosen because of their popularity in our interest groups and the convenience of data collection.
We chose AllDeaf [57], a leading online community for deaf and hearing-impaired people who can communicate in English. As of June 2017, AllDeaf had 63,566 members and 114,801 threads. This community has 22 forums in which people can communicate different aspects of everyday life concerns related to deafness, such as sign language, assistive technologies, and health. The majority of the health-related issues are discussed in the forum Lifestyle, Health, Fitness & Food. After manually removing the threads that were unrelated to health (eg, food recipes), we retained 1639 threads and 31,006 posts from that forum, which includes health discussions from 2005 to 2016.

Another data source was Wrong Planet [58], which is the main English-language online community developed for people with ASD to discuss everyday life topics. It has 37,350 members and 290,067 threads. Similar to AllDeaf, Wrong Planet has 29 forums. Their users mainly discuss health-related topics in the forum Health, Fitness & Sports. After manually removing unrelated threads in that forum, we obtained 2816 threads and 31,194 posts, covering health discussions from 2004 to 2017.

To represent the use of health language by general health consumers, we selected general health discussions in Yahoo! Answers, which is one of the most popular social Q&A sites used by people to discuss health and other life topics. To make the sample size comparable to those collected from AllDeaf and Wrong Planet, we generated a random sample of 8000 questions and their respective answers in the health category, resulting in 34,048 posts from 2009 to 2014.

### Data Processing and Analysis

We extracted health-related posts in the 3 forums and calculated CHELCS for each user using text-level (CHELCS<sub>text</sub>), syntax-level (CHELCS<sub>synt</sub>), term-level (CHELCS<sub>term</sub>), semantic-level (CHELCS<sub>sem</sub>), and overall (CHELCS<sub>overall</sub>) complexity. As it is not feasible to analyze behavioral patterns for users contributing to few discussions, we only analyzed posts from users who contributed more than 4 sentences per post. For users contributing to few discussions, we only analyzed posts from users who contributed more than 4 sentences per post on average. For the term-level analysis, we only included users who used more than 20 distinct health terms per post. For text- and syntax-level metrics, we generated the scores for each post through a Web-based readability measurement tool [59] and then calculated the complexity score for each user in the 3 corpora using a rank-based algorithm. For the term coverage and semantic analysis, we analyzed the data in MySQL (Oracle Corporation) and Microsoft Excel. We visualized the distributions using CHELCS<sub>text</sub>, CHELCS<sub>synt</sub>, CHELCS<sub>term</sub>, CHELCS<sub>sem</sub>, and CHELCS<sub>overall</sub> for users in each group in Microsoft Excel. Then we employed a 2-sample Kolmogorov-Smirnov test (K-S test) to determine if the CHELCS of the various groups were significantly different. We conducted an analysis of covariance (ANCOVA) to control for possible impacts of sentence number per post on CHELCS when comparing CHL complexity scores of the 3 groups. More detailed comparison results of 3 groups in 8 metrics were presented in Multimedia Appendix 1, and correlations of CHELCS scores were analyzed in Multimedia Appendix 2. K-S test and ANCOVA were performed in R software (The R Foundation for Statistical Computing).

### Results

#### Basic Characteristics of the Corpora

As seen in Table 2, although we extracted similar numbers of posts from the 3 corpora regardless of the number of sentences, the numbers of posts with more than 4 sentences were different among the 3 groups. Compared with the other online forums, Yahoo! Answers had the fewest number of posts, the most threads, and involved the most users, but had the least number of distinct health terms contributed by the average user. This might be because of the differences between specialized online forums that are open to the public [60]. However, the 3 corpora did not have major differences in the number of sentences, sentence lengths, and word lengths, implying that platform differences would not significantly impact the overall CHL used in each community. The 3 user groups shared 68 out of 84 health semantic types in the UMLS.

<table>
<thead>
<tr>
<th>Basic textual characters</th>
<th>Health corpora</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>AllDeaf (deaf and hearing-impaired people), n</td>
</tr>
<tr>
<td>Number of posts</td>
<td>27,545</td>
</tr>
<tr>
<td>Number of threads</td>
<td>1623</td>
</tr>
<tr>
<td>Number of involved users</td>
<td>788</td>
</tr>
<tr>
<td>Average number of sentences per post per user</td>
<td>9.21</td>
</tr>
<tr>
<td>Average number of words per sentence per user</td>
<td>12.14</td>
</tr>
<tr>
<td>Average number of syllables per word per user</td>
<td>1.37</td>
</tr>
<tr>
<td>Average number of letters per word per user</td>
<td>4.14</td>
</tr>
<tr>
<td>Distinct health terms per user</td>
<td>199.87</td>
</tr>
<tr>
<td>Mentioned semantics number</td>
<td>71</td>
</tr>
</tbody>
</table>

Table 2. Basic textual characteristics of the 3 health corpora.
Text-Level Complexity

The CHELCS\textsubscript{ext}, which ranges from 0 to 1, indicates the text-level complexity ranking of the individual user among all users in the 3 online forums. Figure 2 shows the distribution of text-level complexity scores of users in 3 corpora.

Figure 2. Text-level complexity comparison for users in the 3 health corpora. ASD: autism spectrum disorder.

The 2-sample K-S test results indicate CHELCS\textsubscript{ext} scores of people with ASD, deaf and hearing-impaired people, and the general public were significantly different ($D_{d-a}=0.332$, $P_{d-a}<.001$; $D_{d-p}=0.108$, $P_{d-p}<.001$; $D_{a-p}=0.228$, $P_{a-p}<.001$) [d-a refers to score comparison between CHELCS\textsubscript{ext} of deaf and hearing-impaired users and CHELCS\textsubscript{ext} of users with ASD; d-p refers to score comparison between CHELCS\textsubscript{ext} of the deaf and hearing-impaired users and CHELCS\textsubscript{ext} of the general public; a-p refers to score comparison between CHELCS\textsubscript{ext} of users with ASD and CHELCS\textsubscript{ext} of the general public]. As seen in Figure 2, most deaf and hearing-impaired users wrote texts with lower complexity, whereas users with ASD used more complex texts in their posts. General public users did not significantly differ in their use of polysyllabic words.

After controlling for the number of sentences per post, the ANCOVA results ($F_2=304.5$, $P<.001$) show that users with ASD (mean 0.606) used significantly more complex texts than the other 2 groups ($P<.001$) and the general public used significantly more complex texts (mean 0.473) than those in the deaf and hearing-impaired group (mean 0.431; $P<.001$).

Syntax-Level Complexity

The CHELCS\textsubscript{syntax} indicates complexity ranking related to the prevalence of content words, especially nouns. As seen in Figure 3, the peak CHELCS\textsubscript{syntax} scores for deaf and hearing-impaired users ranged from 0.6 to 0.7, whereas the peak CHELCS\textsubscript{syntax} scores for users with ASD ranged from 0.4 to 0.5. Regarding general public users, they did not show a clear syntax complexity preference. The two-sample K-S tests indicate that CHELCS\textsubscript{syntax} scores were significantly different ($D_{d-a}=0.108$, $P_{d-a}<.001$; $D_{d-p}=0.153$, $P_{d-p}<.001$; $D_{a-p}=0.098$, $P_{a-p}<.001$).

After controlling for the number of sentences per post, the results ($F_2=19.206$, $P<.001$) show that deaf and hearing-impaired users used (mean 0.551) significantly more complex syntax than those in the other 2 groups ($P<.001$), whereas usage of complex syntax was not significantly different between users with ASD (mean 0.506) and the general public (mean 0.494; $P=.07$).
Figure 3. Syntax-level complexity comparison for users in the 3 health corpora. ASD: autism spectrum disorder.

Term-Level Complexity
The CHELCS<sub>term</sub> focuses on the complexity of the health terms used in each forum. As seen in Figure 4, bimodal distributions were observed in all 3 corpora. Most general public users had relatively higher CHELCS<sub>term</sub> ranging from 0.2 to 0.9, whereas most users in the other 2 groups had complexity scores lower than 0.7. The two-sample K-S test results indicate that the CHELCS<sub>term</sub> scores of users with ASD, deaf and hearing-impaired, and general public users were significantly different in the prevalence of professional terms (D<sub>a-d</sub>=0.208, P<sub>a-d</sub>=.009; D<sub>d-p</sub>=0.523, P<sub>d-p</sub><.001; D<sub>a-p</sub>=0.590, P<sub>a-p</sub><.001).

Figure 4. Term-level complexity comparison for users in the 3 health corpora. ASD: autism spectrum disorder.
After controlling for the number of sentences per post, the ANCOVA results ($F_2=3822.320; P<.001$) show that the general public users (mean 0.568) used significantly more complex health terms than those in the other 2 groups ($P<.001$), and deaf and hearing-impaired users (mean 0.370) used more complex terms than users with ASD (mean 0.316; $P<.001$).

**Semantic-Level Complexity**

The CHELCS$_{semantic}$ indicates the diversity of semantic types. Figure 5 shows the distribution of the semantic-level complexity scores in the 3 groups. The two-sample K-S test results indicate that the CHELCS$_{semantic}$ scores for the 3 groups were significantly different ($D_{d-a}=0.141, P_{d-a}<.001; D_{d-p}=0.215, P_{d-p}<.001; D_{a-p}=0.116, P_{a-p}<.001$). As all health corpora were from social media platforms, the semantics that people utilized might be more influenced by the context than personal health literacy.

By controlling the number of sentences per post, results ($F_2=53.082; P<.001$) show that, on average, general public users (mean 0.514) used more semantic types than those in the other 2 groups ($P<.001$). Users with ASD (mean 0.478) included more semantic types than deaf and hearing-impaired users (mean 0.416; $P<.001$). In essence, general public users mentioned more diverse health topics than users with ASD and deaf and hearing-impaired users.

**Overall Complexity**

Figure 6 shows the CHELCS$_{overall}$ for users in the 3 forums. The two-sample K-S test results indicate that the overall CHL complexity scores for users in the 3 corpora were significantly different ($D_{d-a}=0.171, P_{d-a}<.001; D_{d-p}=0.250, P_{d-p}<.001; D_{a-p}=0.129, P_{a-p}<.001$). After controlling the number of sentences for each participant, the ANCOVA result ($F_2=167.748; P<.001$) shows that, on average, general public users (mean 0.512) had more complex CHL than the other 2 groups ($P<.001$). Users with ASD (mean 0.476) had more complex CHL than deaf and hearing-impaired users (mean 0.442; $P<.001$).
Discussion

Principal Findings

As health information on the Web often contains medical jargon and complex sentences, general health consumers often find it hard to search for and understand Web-based health information [17]. We argue that health text complexity measurements need to measure the complexity of various CHLs to inform content providers to tailor health information on the Web for health consumers with varying CHL preferences [20,36]. To this end, we developed CHELCS to quantify CHL complexity differences. We applied this measurement to examine CHL complexity differences of health-related posts in 3 online forums targeting the general public, people with ASD, and deaf and hearing-impaired people. In particular, we collected user-generated discussions from 3 online health communities: Yahoo! Answers, Wrong Planet, and AllDeaf. We calculated 8 health readability metrics for each post in the 3 online forums, and calculated text-level (CHELCS_text), syntax-level (CHELCS_syntax), term-level (CHELCS_term), semantic-level (CHELCS_semantics), and overall (CHELCS_overall) complexity scores. We then compared the CHL complexity differences for the 3 user groups based on these 5 complexity scores (CHELCS).

The results supported that CHLs of the 3 user groups were significantly different. General public users used more complex health terms and more diverse semantics than users with ASD and deaf and hearing-impaired users. Consistent with previous findings, users with ASD used words with more syllables, fewer content or noun words, and less complex health terms [35,38]. Deaf and hearing-impaired users used more content words or nouns, fewer complex words, and less diverse semantics [34,36]. CHELCS results indicated that general public users used more complex CHL than those in the other 2 groups. Overall, the findings from CHELCS measurement were consistent with previous findings of CHL differences among people with ASD, deaf and hearing-impaired people, and public groups.

On the basis of our results, when developing algorithms to simplify health content for different user groups, we need to use more lay health terms for deaf and hearing-impaired users and for users with ASD, less complex words for deaf and hearing-impaired users, and more functional words for users with ASD. For example, as the average F-K grade of MedlinePlus articles is around 8 to 10 [15,16], deaf and hearing-impaired users may need more textual simplifications than the other 2 groups.

To the best of our knowledge, this is the first framework that harnesses consumer-generated textual data to assess the complexity of language that they are comfortable using in their health communications. An understanding of the various CHL complexities of different user groups can provide better insights for the development of adaptive readability assessment tools and adaptive text simplification services.

Limitations

Some limitations should be noted. We could not filter out all the users who are not deaf and hearing impaired or users with ASD, which might affect our findings of the 3 user groups to a certain extent. The data were collected from 3 nontopic-specific health forums. The impact of health topics on text complexity...
was not controlled in this exploratory study. For example, CHLs by patients with chronic conditions may be more complex than the average healthy consumers. As the average user contributed little text content in the forums, the findings might not fully depict the language complexity preference of each user. More datasets, such as patient blogs and social media, need to be explored in future studies.

In this proof-of-concept study, the framework CHELC was developed with 8 metrics validated in previous health readability studies to compare CHL complexity differences. Although these metrics have been validated in previous studies, to the best of our knowledge, they have not been used to compare CHLs of different consumer groups. With a lack of research in this field, there is no agreed-upon definition of CHL complexity with respect to different aspects. Therefore, we cannot find a ground truth dataset or standard to validate CHELCS when estimating CHL complexity differences. In this exploratory study, the evaluation of CHELCS was based on previous research findings of the 3 groups in terms of their language complexity preferences. Although our results were consistent with previous findings, this framework and complexity scores are more informative than conclusive. For example, the scores will be different if more metrics are included in this framework, or if the weights of different metrics are defined differently. Also, to more accurately estimate adaptive simplification efforts, it is critical that future studies further assess the CHELCS difference between Web-based consumer health information sources and various CHLs.

Conclusions
The results of this study demonstrate that differences exist among health consumers with respect to the complexity of their language use when discussing health-related topics. A complexity measurement framework (CHELC) and its accompanying scores (CHELCS) were developed to quantify CHL complexity differences among different user groups. Future studies could further apply CHELCS to other datasets from different user groups. Specifically, there is a clear need for the research on understanding CHL complexity differences that translates to adaptive simplification services for different user groups.
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Abstract

Background: Many children and adolescents are surrounded by smartphones, tablets, and computers and know how to search the internet for almost any information. However, very few of them know how to select proper information from reliable sources. This can become a problem when health issues are concerned, where it is vital to identify incorrect or misleading information. The competence to critically evaluate digital information on health issues is of increasing importance for adolescents.

Objective: The aim of this study was to assess how children and adolescents rate their internet-based health literacy and how their actual literacy differs from their ratings. In addition, there was a question on how their search performance is related to their self-efficacy. To evaluate these questions, a criteria-based analysis of the quality of the websites they visited was performed. Finally, the possibility to increase their internet-based health literacy in a 3-day workshop was explored.

Methods: A workshop with a focus on health literacy was attended by 14 children and adolescents in an Austrian secondary school. After prior assessments (Culture Fair Intelligence Test, revised German version; Reading Speed and Reading Comprehension Test for Grades 6 to 12, German; electronic health literacy scale [eHEALS]; and General Self-Efficacy Scale, Reversed Version, German), the students were asked to perform an internet-based search on a health-related issue. Browser histories and screenshots of all internet searches were gathered, clustered, and analyzed. After the workshop, the health literacy of the students was assessed again by using the eHEALS.

Results: The 14 students opened a total of 85 homepages, but only eight of these homepages were rated as good or fair by two experts (independent rating) based on specific criteria. The analysis showed that the students judged their own internet-based health literacy much higher than the actual value, and students who had rated themselves better did not visit websites of high quality. Internet-based health literacy correlated significantly with the self-efficacy of the students ($r_s=0.794, P=.002$).

Conclusions: Our study showed that it is possible to draw the attention of students to critical aspects of internet search and to slightly improve their search competence in a workshop. Targeted improvement of health literacy is urgently required, and students need special instruction for this purpose. Further investigations in this area with larger sets of data, which could be feasible with the help of a computer program, are urgently needed.

(J Med Internet Res 2020;22(5):e16281) doi:10.2196/16281
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Introduction

At present, a huge amount of information is accessible on the internet at almost any time and any place. In the United Kingdom, in 2015, 82.8% of adolescents (mean age 13.67 years) used the internet between 1 and 4 hours a day [1]. In the United States, in 2015, 92% of teenagers (aged 13-17 years) used the internet daily, with only 8% of them using the internet once a week or less [2]. In Austria, in 2019, 94% of Austrian youth (aged 11-14 years) had access to the internet at home and spent on average 94 minutes a day using the internet, and 62% of them searched for information using the internet [3]. This is consistent with the finding that 64% of all young people (aged 16-29 years) in the European Union searched for information using the internet in 2015 [4].

The information seeking process usually starts with a need for information [5], which is often satisfied by using search engines (eg, Google) on the internet [6]. Search engines usually require the user to express an information need by formulating a search query. Search queries submitted to a search engine can be quite different, ranging from keywords to whole questions. A recent study showed that children and young adolescents (aged 11-13 years) mainly formulate phrase- and question-like queries rather than keywords when searching for information regarding a particular task [7]. Moreover, young students were more likely to use questions, and the use of keyword queries increased with an increase in the grade level [7]. In this context, a previous study showed that using question-like queries can be advantageous, at least for unexperienced users like young children who have great difficulties in formulating precise and comprehensive keyword queries [8].

Another challenge for children and adolescents who use search engines is the ranking of search results by search engines, with the placement of paid advertisements first, rather than more reliable sources. Children and young adolescents tend to look at the top-ranked results, dismissing lower-ranked results [9,10]. In addition, after opening one of the top results, they frequently continue their search only if they are not satisfied with the obtained information. If the first page clicked provides an answer to their question, they complete their internet-based search without evaluating the source [6,11]. However, evaluating the source can help readers assess the reliability and quality of the provided information [12,13]. Knowledge about the person or organization publishing the information can help to recognize the intention of publication (whether it is professional or for sales or marketing). The publication date or the last time a webpage was updated can help to estimate if the information provided is still relevant or is outdated [14,15]. Therefore, readers should evaluate information from authors or webpages they identify as being appropriate [12,14,16].

Children and adolescents in primary and secondary schools usually do not evaluate the sources and information they read on the internet [14,17-19]. They often only evaluate the length of text or the design of a webpage [20]. When middle school students (aged 10-15 years) are asked to evaluate an internet source, it is usually very difficult for them to determine which person or organization authored the information and to assess the actual expertise of the author [11]. Although ninth grade students have a basic idea of the concept of evaluation criteria, they often have difficulties in applying them to information on the internet [19].

Query formulation and source evaluation skills are especially important in health-related searches, because the majority of internet users have searched for health information on the internet at least once [21-23]. Besides health professionals (eg, doctors and nurses) and family or friends, the internet is among the first three choices for most people who have health-related questions [22]. In the European Union, the proportion of people aged 16 to 74 years seeking health-related information on the internet increased from 24% to 51% between 2007 and 2017 [24]. A survey in 2016 showed that 84% of teenagers in the United States (aged 13-18 years) had obtained health information on the internet previously, with 38% searching the internet for health information once a year and 24% searching at least monthly or more frequently [25]. Search engines (eg, Google) are usually used to search for health information on the internet, whereas health portals are rarely used [6,25].

Although the internet can be a very powerful source of health-related information, many experts criticize its trustworthiness. The quality of internet-based health information is consistently rated as problematic [26-29]. Commercial sites, discussion lists, online support groups, and newsgroups frequently provide poor quality or even false health information. In many cases, this information does not meet safety and quality standards. It rather promotes nonevidence-based treatments, provides advice to generally avoid drug intake, or omits possible drug interactions. Furthermore, the content of such webpages is seldom updated [27].

Children and adolescents are rarely aware of these shortcomings of health information on the internet and are especially easily influenced by false or biased information [14,17-19]. Despite the obvious need for educational interventions in schools targeting competence regarding internet-based health information and systematic source evaluation, the respective skills are not part of the national curriculum in most education systems [20,30]. However, in several countries, including Austria, health education is part of the core curriculum [31,32]. In the last decade, the perception of what health education should contain has slowly changed, drawing the attention of policy makers to the concept of health literacy as a complement to health promotion and disease prevention.

Health literacy is defined by the US Department of Health and Human Services as follows: “The degree to which individuals have the capacity to obtain, process, and understand basic health information and services needed to make appropriate health decisions.” [33]. Health literacy means the knowledge and competence of finding and understanding health-related information, as well as dealing with that information. For appropriate handling of health-related internet-based information, a high level of health literacy is essential. Health information-seeking skills (finding information) and source evaluation skills (appraising information to make appropriate decisions) can be considered strongly related to health literacy. In addition to information seeking skills and source evaluation
skills, reading literacy (understanding information) and self-efficacy are important influencing factors for health literacy [11]. The concept of self-efficacy was discovered and described by the sociocognitive action theorist Albert Bandura [34-36] and means “own trust in one’s own ability.” Self-efficacy regarding information seeking and understanding is considered important to start the information seeking process in the first place [11] and supports a person’s inclination to make health-related decisions.

Despite an increased awareness of the importance of health literacy in general and the teaching of health literacy–relevant skills, evidence-based intervention programs to improve health literacy in children and adolescents are rare. Often teachers are not familiar with this concept or do not know how to address health literacy in their lessons. One of the main reasons is the lack of valid data regarding the current internet health information–seeking behavior of children and adolescents, especially in Europe (no data available in Austria).

Therefore, the aim of this mixed methods study was to assess the internet-based health information–seeking behavior of secondary school students (aged 12-14 years) in Austria and focus on the quality of information sources used by this age group. The first goal was to find out how competent children and adolescents are when dealing with health-related information on the internet. Additionally, the strategies they used when searching the internet were observed. Finally, we aimed to find out if a 3-day training on internet-based research competence and reading strategies could enhance the students’ health literacy. The following research questions were addressed: (1) How did the students rate their internet-based health literacy? (2) Which websites did they visit to access health-related information and what was the quality of the visited websites (before the students received any training)? (3) How does the students’ perceived internet-based health literacy relate to the actual quality of their internet search and the selected sources and how accurate is their assumption of their own health literacy? (4) Is there a relationship between the change process of the students’ internet-based health literacy (during a workshop that aimed at improving internet health information–seeking behavior and source evaluation) and their general self-efficacy?

Methods

Set-Up and Participants

From March 20 to 22, 2018, we held a workshop that focused on health literacy in Austrian lower secondary students. The workshop was held by one medical student and one education researcher on 3 consecutive days and comprised 12 class hours in total. It took place in the computer laboratory of the school. As our understanding of health literacy includes internet-based information literacy and reading literacy, we addressed these topics explicitly. The participants of the workshop were between 12 and 14 years old, and all of them went to the same third-grade class of a secondary school in Austria. A total of 14 students (eight girls and six boys) participated, and all of them were born in Austria with German as their native language. The parents and the students themselves provided written consent for participation in the workshop and the study.

Instruments

The control variables general cognitive abilities and reading competence were assessed prior to the workshop using the Culture Fair Intelligence Test, revised German version [37] and the Reading Speed and Reading Comprehension Test for Grades 6 to 12, German [38], respectively. In addition, we asked students about their habits of internet use.

We used the electronic health (eHealth) literacy scale (eHEALS), which has eight statements (Table 1) and an internal consistency of α=.88, to assess the students’ internet-related health literacy (pre- and postintervention; on the first day of the workshop and 2 weeks after the workshop) [39]. The statements were scored on a five-point Likert scale with response options ranging from strongly agree to strongly disagree. For further computations, we reversed the polarity of the scale so that a higher mean score indicated a higher eHealth literacy.

Further, we assessed the general self-efficacy of the participants with the General Self-Efficacy Scale, Reversed Version, German [40], which consists of 10 statements, with four response options for each statement ranging from strongly disagree to strongly agree. A higher mean score indicated a higher general self-efficacy with sufficient internal consistency between α=.78 and α=.79 [41].

Procedure

At the beginning of the workshop, we asked the students to perform internet-based research on a health-related issue that was described in short narrative text in the fashion of a vignette with a research task. The topics addressed in the vignette were defined by the researchers and the class teacher. We divided the students into two groups (for didactical reasons, it was easier to work with smaller groups), and each group received one of two vignettes (vignette 1 and vignette 2).

Vignette 1 was as follows: “A friend of yours, his name is Klaus, meets with you to discuss something. So far, he has not talked to anyone about it, but now he wants to ask you for some advice. Klaus tells you that since his childhood, he has been bothered about the appearance of his nose, which he finds way too big and too crooked. He is considering having his nose corrected surgically. Now, he would like to know your opinion. You tell him that you would like to give him some advice, but first you want to know more about rhinoplasty. Try to inform yourself using the internet and make a profound decision about what advice you will give Klaus.”

Vignette 2 was as follows: “Imagine you have a friend named Claudia. Claudia has a large dark mole on her left cheek since birth. Making matters worse, this mole has dark bristly hair. Claudia tells you that this spot on her cheek has been bothering her since she can remember. In addition, she is afraid that the mole could become dangerous, as some moles do. Now, she asks you if you think she should get rid of the mole. You explain that you would like to give her some advice, but first you want to know more about the condition. Try to inform yourself using the internet and make a profound decision about what advice you will give Claudia.”
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Before and during their search the students did not receive any input on how to search efficiently on the internet or how to evaluate sources. We instructed them to take screenshots of all their Google searches (the students were most familiar with this search engine) and of all webpages they opened. These data were used to determine how they performed their internet-based search and to discuss their search behavior and their results with them later.

Following their search, the students wrote down the advice they would give to their friend (Klaus or Claudia) and why they would give that advice. Thereafter, we discussed the sources they chose and why they chose them. After this first day, we gathered the browser histories of all students and the screenshots they had taken during their searches, as well as the notes they had made on what advice they would have given their friend. On the second and third days of the workshop, the students received input and performed tasks regarding proper search, reading strategies, source evaluation, and reliable internet sources on health issues.

Data Analysis
We clustered and evaluated the browser history and screenshots the students made on the first day of the workshop in order to analyze their internet search behavior. We assessed all visited websites following the classification system of Pérez et al [42] who suggested to distinguish four stages of information quality according to the following (independently rated) criteria: media quality (eg, A forum versus a website of the Ministry of Health), author’s motivation (eg, A surgeon with a private practice versus a researcher for evidence-based medicine), and author’s position (eg, A boulevard journalist versus a psychologist with specialization in body perception disorders). Two researchers rated all visited websites independently and subsequently compared and discussed their ratings. There was consensus regarding all websites, except one. For this website, a third researcher was consulted, and eventually, we were able to assign it.

Students’ Self-Assessment of Their Internet-Based Health Literacy
The self-assessment of internet-based health literacy before the workshop (Table 1) resulted in a rather high mean overall eHEALS score (range 1-5) of 3.5 (SD 0.7). All students indicated that they knew how to find helpful health resources on the internet (Table 1, Q1). In contrast, their answers regarding the availability of health resources on the internet suggested that they did not know which health resources were available or they had little experience with internet-based health resources so far. A detailed inspection of the eHEALS scores (Table 2) showed a high diversity within the scores of the students. The average scores ranged from below the scale mean (student 1) to nearly the highest possible value (student 12). Furthermore, there were hardly any differences between female and male students.

Table 1. Electronic health literacy scale questions and their scores before the workshop.

<table>
<thead>
<tr>
<th>eHEALS® questions</th>
<th>Results before the workshop</th>
</tr>
</thead>
<tbody>
<tr>
<td>Q1: I know how to find helpful health resources on the internet</td>
<td>10</td>
</tr>
<tr>
<td>Q2: I know how to use the internet to answer my health questions</td>
<td>13</td>
</tr>
<tr>
<td>Q3: I know what health resources are available on the internet</td>
<td>13</td>
</tr>
<tr>
<td>Q4: I know where to find helpful health resources on the internet</td>
<td>14</td>
</tr>
<tr>
<td>Q5: I know how to use the health information I find on the internet to help myself</td>
<td>13</td>
</tr>
<tr>
<td>Q6: I have the skills I need to evaluate the health resources I find on the internet</td>
<td>14</td>
</tr>
<tr>
<td>Q7: I can tell high quality from low quality health resources on the internet</td>
<td>12</td>
</tr>
<tr>
<td>Q8: I feel confident in using information from the internet to make health decisions</td>
<td>13</td>
</tr>
</tbody>
</table>

eHEALS: electronic health literacy scale.

Descriptive statistical analyses were performed using IBM SPSS Statistics 25 (IBM Corp, Armonk, New York, USA) [43].

Results
Participant Findings
All participating students had average IQ values (mean 99.77, SD 8.66). In relation to an age-equivalent norm sample, the average performance was within the norm for this cohort in reading comprehension (mean T value 50.07, SD 8.13), and the students were slightly faster than the norm sample in reading speed (mean T value 54.07, SD 5.62). There was a noticeable variation in reading competence among the students; however, reading competence had no relevant associations with seeking behavior-related variables, the eHEALS score, or self-efficacy. Furthermore, on comparing the reading comprehension score with the search behavior of the students, no systematic patterns were identified. A higher reading competence did not lead to a more sophisticated search or better source evaluation.

All students had access to web-enabled devices, such as tablets, smartphones, and computers, at home and reported searching for information on the internet at least several times a month.
Table 2. Electronic health literacy scale scores of the students before the workshop.

<table>
<thead>
<tr>
<th>Student number (sex)</th>
<th>Mean eHEALS(^a) score</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 (F)</td>
<td>2.29</td>
</tr>
<tr>
<td>2 (F)</td>
<td>2.63</td>
</tr>
<tr>
<td>3 (F)</td>
<td>2.71</td>
</tr>
<tr>
<td>4 (M)</td>
<td>3.29</td>
</tr>
<tr>
<td>5 (F)</td>
<td>3.38</td>
</tr>
<tr>
<td>6 (M)</td>
<td>3.5</td>
</tr>
<tr>
<td>7 (M)</td>
<td>3.63</td>
</tr>
<tr>
<td>8 (F)</td>
<td>3.75</td>
</tr>
<tr>
<td>9 (F)</td>
<td>3.88</td>
</tr>
<tr>
<td>10 (F)</td>
<td>4.38</td>
</tr>
<tr>
<td>11 (F)</td>
<td>4.38</td>
</tr>
<tr>
<td>12 (M)</td>
<td>4.5</td>
</tr>
<tr>
<td>13 (M)</td>
<td>N/A(^b)</td>
</tr>
<tr>
<td>14 (M)</td>
<td>N/A</td>
</tr>
</tbody>
</table>

\(^a\) eHEALS: electronic health literacy scale.
\(^b\) N/A: not applicable; data regarding the eHEALS score are not available.

Quality of the Visited Websites

All participants showed similar internet-based information-seeking behavior no matter how competent they rated themselves in the eHEALS questionnaire.

The participating 14 students entered a total of 44 search requests into Google and visited a total of 85 webpages for the task. Among these webpages, 2 (2%) were rated as good, 6 (7%) as fair, 37 (44%) as poor, and 40 (47%) as bad by independent raters. Hence, more than 90% of the webpages were classified as poor or bad. Almost half of the webpages visited were homepages of doctors with obvious commercial backgrounds. These were paid advertisements on the top of the search results list and were labelled accordingly. Only one student visited a webpage of a university providing evidence-based medical information, and another student visited a high-quality medical internet-based encyclopedia. Both webpages were rated as good (Table 3).

Table 3. Visited webpages and ratings.

<table>
<thead>
<tr>
<th>Websages</th>
<th>Rating (score)(^a)</th>
<th>Total visits, n</th>
</tr>
</thead>
<tbody>
<tr>
<td>A medical specialist portal with a medical internet-based encyclopedia for health professionals</td>
<td>Good (3)</td>
<td>1</td>
</tr>
<tr>
<td>Evidence-based medical sites without a direct commercial endeavor</td>
<td>Good (3)</td>
<td>1</td>
</tr>
<tr>
<td>Video sharing service</td>
<td>Fair (2)</td>
<td>4</td>
</tr>
<tr>
<td>An internet-based encyclopedia after the Wiki-Principle</td>
<td>Fair (2)</td>
<td>2</td>
</tr>
<tr>
<td>Homepages of doctors with economic backgrounds (paid ads)</td>
<td>Poor (1)</td>
<td>37</td>
</tr>
<tr>
<td>Internet-based magazines</td>
<td>Bad (0)</td>
<td>15</td>
</tr>
<tr>
<td>Forums</td>
<td>Bad (0)</td>
<td>8</td>
</tr>
<tr>
<td>An internet-based tutorial and how-to page</td>
<td>Bad (0)</td>
<td>7</td>
</tr>
<tr>
<td>Economically oriented websites (consumer products)</td>
<td>Bad (0)</td>
<td>4</td>
</tr>
<tr>
<td>Alternative medicine or pseudomedically oriented pages</td>
<td>Bad (0)</td>
<td>6</td>
</tr>
</tbody>
</table>

\(^a\)Rating was according to the classification scheme of Pérez et al [42].

Perceived Internet-Based Health Literacy Compared With the Actual Quality of Internet Searches and Selected Sources

The mean number of Google searches with unique queries initiated by the participants was 3.14 (SD 1.99). The number of opened websites ranged from 2 to 16 (Table 4). We found no significant correlation (\(r_s=0.158, P=.59\)) between the self-assessed internet-based health literacy of the participants and the actual quality of their internet searches. The results of three students were particularly noticeable. Student 2 rated internet-based health literacy relatively low but performed six
Google searches and visited eight websites with an average quality of 1.0. In contrast, student 12 had the highest eHEALS score and visited 16 websites, but the quality of the websites was poor or bad. Student 9 had the highest average website quality (1.5), and this student’s eHEALS score was relatively high.

### Table 4. Electronic health literacy scale scores, searches, and search qualities of the students.

<table>
<thead>
<tr>
<th>Student number (sex)</th>
<th>eHEALS score before the workshop</th>
<th>Number of Google searches</th>
<th>Number of visited websites</th>
<th>Average quality of the websites</th>
<th>Rating (score)b, number of websites</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Good (3)       Fair (2)    Poor (1)   Bad (0)</td>
</tr>
<tr>
<td>1 (F)</td>
<td>2.29</td>
<td>3</td>
<td>8</td>
<td>0.13</td>
<td>—                —            1            7</td>
</tr>
<tr>
<td>2 (F)</td>
<td>2.63</td>
<td>6</td>
<td>8</td>
<td>1</td>
<td>—                2            4            2</td>
</tr>
<tr>
<td>3 (F)</td>
<td>2.71</td>
<td>3</td>
<td>5</td>
<td>0.4</td>
<td>—                —            2            3</td>
</tr>
<tr>
<td>4 (M)</td>
<td>3.29</td>
<td>1</td>
<td>3</td>
<td>1</td>
<td>—                —            3            1</td>
</tr>
<tr>
<td>5 (F)</td>
<td>3.38</td>
<td>3</td>
<td>7</td>
<td>0.29</td>
<td>—                —            2            5</td>
</tr>
<tr>
<td>6 (M)</td>
<td>3.5</td>
<td>3</td>
<td>5</td>
<td>1</td>
<td>—                1            3            1</td>
</tr>
<tr>
<td>7 (M)</td>
<td>3.63</td>
<td>2</td>
<td>5</td>
<td>0.4</td>
<td>—                —            2            3</td>
</tr>
<tr>
<td>8 (F)</td>
<td>3.75</td>
<td>1</td>
<td>4</td>
<td>0.5</td>
<td>—                —            2            2</td>
</tr>
<tr>
<td>9 (F)</td>
<td>3.88</td>
<td>1</td>
<td>4</td>
<td>1.5</td>
<td>1                —            3            —</td>
</tr>
<tr>
<td>10 (F)</td>
<td>4.38</td>
<td>1</td>
<td>2</td>
<td>0</td>
<td>—                —            —            2</td>
</tr>
<tr>
<td>11 (F)</td>
<td>4.38</td>
<td>3</td>
<td>5</td>
<td>1.2</td>
<td>—                1            4            —</td>
</tr>
<tr>
<td>12 (M)</td>
<td>4.5</td>
<td>7</td>
<td>16</td>
<td>0.44</td>
<td>—                —            7            9</td>
</tr>
<tr>
<td>13 (M)</td>
<td>N/Ac</td>
<td>4</td>
<td>7</td>
<td>0.71</td>
<td>1                1            1            4</td>
</tr>
<tr>
<td>14 (M)</td>
<td>N/A</td>
<td>6</td>
<td>6</td>
<td>0.67</td>
<td>—                1            3            2</td>
</tr>
</tbody>
</table>

a eHEALS: electronic health literacy scale.
b Rating was according to the classification scheme of Pérez et al [42].
c N/A: not applicable; data regarding the eHEALS score are not available.

### Relationship Between the Change Process of the Students’ Internet-Based Health Literacy and Their General Self-Efficacy

Regarding the difference in eHEALS scores before and after the workshop, we found that the mean eHEALS score increased slightly from 3.5 (SD 0.7) before the workshop to 4.0 (SD 0.5) after the workshop. However, not all students had a higher eHEALS score after the workshop. Those students who estimated their internet-based health literacy as particularly high before the workshop had lower ratings after the workshop and vice versa. We also found a significant correlation (Spearman rank correlation coefficient) between the eHEALS score before the workshop and the students’ general self-efficacy ($r_s = 0.794$, $P = 0.002$). Participants with a high self-efficacy rated themselves higher in the eHEALS as compared to those with lower self-efficacy. In contrast, participants with high self-efficacy rated their internet-based health literacy lower and those with low self-efficacy rated their internet-based health literacy higher after the workshop than before the workshop (Table 5).

After the workshop, on average, the participants rated themselves better for eHEALS questions Q2, Q3, Q4, Q6, and Q7, but worse for questions Q1, Q5, and Q8. In particular, the effects of the workshop were noticeable for Q1 (“I know how to find helpful health resources on the internet”) and Q3 (“I know what health resources are available on the internet”). The score for Q1 was high before the workshop and slightly lower after the workshop. This question was apparently particularly difficult for the students to answer before the workshop, as only 10 of the 14 students provided an answer. The score for Q3 changed in the opposite direction with an increase in the median (Table 6).
Table 5. Difference in electronic health literacy scale scores before and after the workshop and self-efficacy.

<table>
<thead>
<tr>
<th>Student number</th>
<th>eHEALS(^a) score before the workshop</th>
<th>eHEALS score after the workshop</th>
<th>Difference in the eHEALS score</th>
<th>Self-efficacy score</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>2.63</td>
<td>4.17</td>
<td>1.54</td>
<td>2.33</td>
</tr>
<tr>
<td>4</td>
<td>3.29</td>
<td>4.75</td>
<td>1.46</td>
<td>2.3</td>
</tr>
<tr>
<td>5</td>
<td>3.38</td>
<td>4.14</td>
<td>0.77</td>
<td>1.78</td>
</tr>
<tr>
<td>9</td>
<td>3.88</td>
<td>4</td>
<td>0.13</td>
<td>2.6</td>
</tr>
<tr>
<td>7</td>
<td>3.63</td>
<td>3.75</td>
<td>0.13</td>
<td>2.78</td>
</tr>
<tr>
<td>6</td>
<td>3.5</td>
<td>3.5</td>
<td>0</td>
<td>2.3</td>
</tr>
<tr>
<td>10</td>
<td>4.38</td>
<td>3.75</td>
<td>-0.13</td>
<td>3.8</td>
</tr>
<tr>
<td>12</td>
<td>4.5</td>
<td>4.13</td>
<td>-0.38</td>
<td>3.14</td>
</tr>
<tr>
<td>11</td>
<td>4.38</td>
<td>4.25</td>
<td>-0.63</td>
<td>3.78</td>
</tr>
<tr>
<td>8</td>
<td>3.75</td>
<td>3</td>
<td>-0.75</td>
<td>3.5</td>
</tr>
</tbody>
</table>

\(^a\)eHEALS: electronic health literacy scale.

Table 6. Electronic health literacy scale questions and their median scores before and after the workshop.

<table>
<thead>
<tr>
<th>eHEALS(^a) questions</th>
<th>Results before the workshop</th>
<th>Results after the workshop</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Participants, n</td>
<td>Score, median (IQR)</td>
</tr>
<tr>
<td>Q1: I know how to find helpful health resources on the internet</td>
<td>10</td>
<td>5 (4-5)</td>
</tr>
<tr>
<td>Q2: I know how to use the internet to answer my health questions</td>
<td>13</td>
<td>4 (4-5)</td>
</tr>
<tr>
<td>Q3: I know what health resources are available on the internet</td>
<td>13</td>
<td>2 (1.5-3)</td>
</tr>
<tr>
<td>Q4: I know where to find helpful health resources on the internet</td>
<td>14</td>
<td>3 (1-4)</td>
</tr>
<tr>
<td>Q5: I know how to use the health information I find on the internet to help myself</td>
<td>13</td>
<td>4 (4-5)</td>
</tr>
<tr>
<td>Q6: I have the skills I need to evaluate the health resources I find on the internet</td>
<td>14</td>
<td>3.5 (2-4)</td>
</tr>
<tr>
<td>Q7: I can tell high quality from low quality health resources on the internet</td>
<td>12</td>
<td>3.5 (2-4)</td>
</tr>
<tr>
<td>Q8: I feel confident in using information from the internet to make health decisions</td>
<td>13</td>
<td>4 (3.5-4)</td>
</tr>
</tbody>
</table>

\(^a\)eHEALS: electronic health literacy scale.

Students’ Statements Regarding Their Learning Experience During the Workshop

At the final interview after the workshop, the students acknowledged the usefulness of the workshop and the importance of critically reviewing information on the internet. For example, one student described the main insights as follows:

The search results […] there are mostly ads on the first page and that they only present positive things on their webpages. And only positive things, therefore no negative things. Therefore, you should use general pages that have no special intention, where you can look for advantages and disadvantages (of a treatment). [Student #12, male, 14 years]

Another student pointed out a sense of achievement as follows:

And later we also searched and found many sources where you can say “yes ok now I have found something useful” and now I can use (the information) to help someone. [Student #8, female, 13 years]

Results from a brief evaluation questionnaire filled out immediately after the workshop by the students revealed that they were overall satisfied with the workshop and with what they had learned. They described the workshop as “beneficial,” “fun,” and “cool.”

Discussion

Principal Findings

The purpose of this study was to obtain initial insights into the internet-based health information-seeking behavior of children and adolescents aged between 12 and 14 years. We used an
explorative approach to examine the internet-based health information-seeking behavior of the students during an interactive workshop. With this approach, we wanted to gain important insights into a previously sparsely investigated yet crucial subarea of health literacy.

At the beginning of the workshop, all students stated that they actually had limited knowledge about what kind of health information was available on the internet and where to find it. However, they thought that it would be easy to find health-related information on the internet and to evaluate this information.

We found no correlation between this self-assessment of the students and their actual seeking behavior. For example, there was one student who rated internet-based health literacy particularly low but performed a relatively good internet-based search. However, the overall internet-based seeking behavior was rather superficial for nearly all students, regardless of their mostly positive self-view. The first three results presented by the search engine were mainly visited, and the students did not consider whether the information was a paid advertisement. Paid advertisements were mainly by doctors, internet-based magazines, and forums, which were rated as poor or bad by experts. Among all the visited websites, only two were rated as good and the vast majority of websites were rated as either poor or bad.

The results of our study clearly support the findings of previous research by Sun et al. These results are in line with the findings of previous research showing that youth tend to trust webpages merely because the owner is a doctor or has a similar profession, regardless of the intention (eg, selling products) of the authoring person.

The eHEALS score increased slightly after the workshop, indicating that the students had gained more confidence and competence in the areas of finding and evaluating internet-based health information. After the workshop, the participants were more skeptical about the quality of information on the internet and they were less trusting. This suggests an increased awareness of the students for the large amount of poor-quality health information on the internet.

The results of our study clearly support the findings of previous studies, indicating that students are not used to evaluating internet-based health information critically with objective criteria. This applies to internet users in general, as stated by Sun et al. To understand the underlying mechanisms of webpages, students need information and training. This training should be given at a young age before they enter the critical phase of adolescence. As youth often develop risky behaviors at this age (eg, risky sexual behavior and smoking or substance abuse), they need to be prepared for critical health issues. Otherwise, the full effects and consequences of such behaviors will become clear in the later stages of life.

It is unlikely that the internet’s importance as a source of health information will decrease or that nonreliable health-related information will vanish from the internet. There is an urgent need to teach children and adolescents how to properly handle internet-based health information. This could be supported by implementing health literacy in the regular curriculum and developing training programs that foster appropriate and critical internet-based health information seeking. The benefits of such measures would be substantial, not least because increased health literacy can reduce costs for health care systems when individuals rely on high-quality information to make health decisions.

Limitations

The most important limitation of the study is the small sample size. We cannot assume that the 14 students represent all other Austrian adolescents of similar age. Nevertheless, the results give rise to concerns because despite the low number of students in our evaluation, we expect the results to be reflected in a larger population of students at this age. To prove this assumption, further investigations in this area with larger samples are urgently needed. Additionally, to validate the results, a possible approach could be the application of a computer software that is being newly developed for this purpose.

The study was also limited by the use of the eHEALS, which is based on self-assessment and thus is not an objective instrument for measuring health literacy. The eHEALS scores may be confounded with other competencies, such as reading comprehension and general cognitive abilities. We tried to clarify this aspect, but it remains problematic, because this also applies to the concept of health literacy as a whole. Finally, we noticed a relevant correlation between the eHEALS score before the workshop and the students’ general self-efficacy, which might be a confounding factor in measuring health literacy.

Conclusion

The results of this study shed light on the very critical aspects of health literacy and information-seeking behavior. We showed that it is possible to draw the attention of students on the critical aspects of internet search, as well as to slightly improve their competence through a workshop. Although it is very difficult to promote health literacy over a limited time period of 3 days, we could raise awareness of this important topic among students and teachers. Finally, the results highlight that targeted promotion of health literacy, as well as further research is urgently needed, especially among children and adolescents.
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Abstract

Background: Information and communication technology (ICT) use among older adults has been on the rise in recent years. However, the predictors and mechanisms behind older adults’ acceptance and use of ICT are not clear.

Objective: This study aimed to systematically describe ICT usage among Czech older adults and to evaluate the factors influencing their ICT use and readiness to use digital technology to promote health (eHealth readiness). The primary focus was on psychological factors and the role of persons close to older adults.

Methods: The research utilized cross-sectional survey data from a quota-based sample of Czech older adults (>50 years) and persons close to them further referred to as close persons (N=250 dyads). A structural equation modeling framework was used to evaluate relationships between psychological factors, ICT use, and eHealth readiness.

Results: Czech older adults’ use of ICT is low with the exception of cell phone usage (cell phone usage by 173/250, 69.2%; other devices used by 50/250, 20.0% of older adults or less). Apart from age (β=-.21; P<.001), eHealth readiness was predicted by ICT use (β=.65; P<.001). eHealth readiness was also indirectly affected by the need for cognitive closure (NFCC): individuals with a high need for closure perceived more barriers to ICT (β=.23; P=.01) and more reported barriers were linked to lower ICT usage (β=-.21; P=.001). The expected positive relationships between eHealth readiness of persons close to older adults and ICT use and eHealth readiness of older adults were not significant, but the total effect of eHealth readiness of persons close to older adults on eHealth readiness of older adults was positive and significant (β=.18; P=.01), indicating some level of influence of persons close to them on older adults’ attitudes and behaviors.

Conclusions: This study provided the first systematic examination of Czech older adults’ ICT usage and eHealth readiness. Novel predictors (NFCC and close persons’ variables) were evaluated and yielded actionable results. More research is needed to clarify the role of persons close to older adults.

(J Med Internet Res 2020;22(5):e14670) doi:10.2196/14670
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**Introduction**

**Background**

Older adults (>65 years) are the fastest-growing segment of the population, estimated to account for more than 25% of the total population by 2050 and outnumbering the youngest segment of children under the age of 15 years by 2045 [1,2]. In sharp contrast with the youngsters, older adults are usually portrayed as uninterested in the ever-evolving technological advancements, and thus, lacking familiarity with information and communication technologies (ICTs). However, recent data indicate a sharp increase in technology use among older adults globally, and the Czech Republic has been no exception to this trend. Whereas in 2012, 79.4%, 56.2%, and 17.3% of Czech adults aged 45 to 54 years, 55 to 64 years, and older than 65 years, respectively, used a computer, these numbers have increased to 88.8%, 73.3%, and 32.8% for the respective age groups in 2017 [3]. A similar increase can be seen in the United States, where the percentage of smartphone users older than 65 years rose from 18% in 2013 to 42% in 2017 [4]. Data refined by age and economic activity further support the trend of seniors as the fastest-growing segment of ICT users. The subgroup with the largest increase in the percentage of computer users among Czechs are pensioners, particularly the retired, with only 20.9% of computer users in 2012 compared with 36.1% in 2017 [3].

Considering the position of the Czech Republic within the European Union (EU), rates of ICT usage are slightly below the average for member countries of the EU. For instance, the percentage of households connected to the internet in the Czech Republic is 81.7% as compared with the EU average of 85.4%. The disparities are much more evident in the older segment of the population and for new technological developments such as smartphones and mobile internet. Only 13.1% of Czech adults aged between 55 and 74 years use mobile phones to connect to the internet, which stands in sharp contrast to the average of 34.2% for EU member countries. Within the EU, the Netherlands, Denmark, and Luxembourg rank the highest in terms of older adults using mobile internet, with 61.8%, 61.4%, and 61.1%, respectively. Curiously, the Czech Republic lags behind even when compared with similar countries (by gross domestic product per capita) such as Hungary, Croatia, and Slovakia with 25.2%, 24.2%, and 18.6% of older mobile internet users, respectively [3]. The lower adoption rates of new ICT technologies (eg, mobile internet) among Czech older adults beg the question of how ready Czech older adults are for the deployment of novel ICT approaches in the field of health and medical services, a notion that has been supported by institutions such as the US Department of Health and Human Services or the European Commission and is incorporated within the EU’s strategic goals (eg, Europe 2020 strategy) [5]. If left to persist or widen, the digital divide could exacerbate isolation of older adults and may further disadvantage older adults when seeking services that are rapidly being transformed into the digital domain (eg, mobile banking and Web-based reservation systems) or prevent them from adopting newer technologies (eg, assistive technologies) [6,7].

**Information and Communication Technology for Health**

The use of ICT has been argued to have the potential to positively influence older adults’ well-being, decrease loneliness, and increase social support and integration into society [8-10]. This could be especially true with new emerging internet-connected or mobile technologies aimed specifically at improving health and health-related behaviors. Specifically, the term electronic health (eHealth) is used to describe healthy behavior promoting interventions and devices which make use of the internet (eg, computers, personal digital assistants, cell phones, smartphones). Mobile health (mHealth) denotes the use of mobile handheld devices in support of medical and public health practice [11]. The use of technologies such as smartphones, smartphone-based apps, and integrated or connected sensors provides new ways to monitor and improve one’s health, healthy lifestyle, and overall well-being. To the point, recent studies support the effectiveness of such mHealth or eHealth interventions for improving health-related behaviors, for example, increased physical activity, sleep, or reduced sedentary behavior [12,13]. For example, Muellerman et al [12] conducted a systematic review and found that eHealth interventions promoting physical activity delivered through computer or handheld devices led to increased levels of physical activity in adults aged 55 years and older. Similarly, in a recent review, Elavsky et al [13] concluded that there is evidence supporting the effectiveness of mHealth interventions (defined as treatment programs delivered at least partially by a mobile phone, a smartphone, or a tablet) for increasing physical activity and reducing sedentary behavior in adults aged 50 years and older.

Nevertheless, a vital premise for the effectiveness of eHealth interventions is the initial acceptance of the intervention or program as well as adherence to it over time. Uptake of health-promoting technologies is very low even in carefully conducted research conditions [14], and the continued use of the eHealth technology significantly decreases over time [15]. One factor that can contribute both to the low adherence rates observed in existing interventions as well as the slow uptake of eHealth technologies may be low eHealth readiness. Evaluating how prepared individuals are to adopt eHealth technology or intervention might be exceptionally beneficial when studying older adults whose current adoption and usage of eHealth technologies might be low.

**Factors Influencing Information and Communication Technology Acceptance**

From a socio-ecological perspective, ICT acceptance among older adults could be best explained by the interaction of factors at multiple levels. At the individual level, ICT use and adoption of new technological developments has been consistently associated with sociodemographic characteristics including age [16-19], education [17-20], income or socioeconomic status [18,21], and marital status [17,18,20]. Vroman et al [17] summarize that nonusers tend to be 75 years or older, have a disability or a chronic health problem, live alone, be single or widowed, and have a lower level of education than ICT users.
Among psychological characteristics, explanations of technology use focus on individual differences in motivations to use technology (eg, technology acceptance model and its variations or hedonic motivation) [22,23], attitudinal factors (eg, perceived ease or usefulness) [24], self-efficacy toward the system [25,26], or anxiety toward the system [26]. In addition, better cognitive abilities, including memory, learning, and concentration, have been linked to higher technology usage [18,27-29]. Dispositional personality characteristics have been acknowledged as potential drivers of ICT adoption and use among older adults as well [17,18]. However, few studies have been conducted so far. One recent study evaluated 17 individual difference predictors of ICT use, indexed with a checklist of 10 different ICTs, including ICTs for health [30]. Need for cognition, defined as an individual’s tendency to engage in and enjoy activities that require thinking [31], perceived mastery, and optimism, was found to positively predict ICT use, whereas cynical hostility emerged as a negative predictor [30]. Need for cognition also positively influenced the perceived benefits of ICT use and negatively influenced perceived barriers of ICT use. However, this study was exploratory and included a large number of hypotheses evaluated on one sample without performing any correction for multiple comparisons. Another personality trait which has not been widely studied in the context of ICT use and adoption but might have important implications is the need for cognitive closure (NFCC). NFCC is defined as a desire for a definite answer and an aversion toward ambiguity [32]. Interestingly, NFCC represents both a dimension of stable individual differences and a situationally evocable state [33]. Individuals high in dispositional NFCC feel a desire to quickly reach firm decisions; they are reluctant to have their decisions and views challenged, and they are resistant to information inconsistent with their views [33]. High NFCC individuals were found to be reluctant to change [34] and to be less willing to use innovative technology [35]. Individuals high in NFCC could thus exhibit more negative attitudes toward ICT, including new and innovative technology for improving health, be less prepared to use it, and show lower adoption levels.

Going beyond individual characteristics, other factors in older adults’ environments that have been found to affect technology usage of older adults include accessibility, financial support, hardware/software capacity and compatibility, and importantly also support, training, and assistance from others [18,36,37]. Vroman et al [17] add that older adults might be introduced to using ICT for its utility through natural exchanges that occur between family and friends (eg, by receiving hyperlinks via email to view family photos, products, or holiday destinations) and further use ICT as a utility (to search for health-related information, product, and services) and possibly also connect with a virtual community outside one’s geographical location. Indeed, previous studies have found that the involvement of family members, especially older adults’ children, positively influences ICT adoption [38]. More than 25% of Czech older adults reported that it was their children, grandchildren, or friends who brought them to use the internet [39]. In a similar vein, Vroman et al [17] found that older adults who live alone, are potentially isolated, and lack a social network are the least likely to use ICT.

This Research

The objective of this study was to examine ICT use and eHealth readiness of Czech older adults and to evaluate the influence of psychological factors on older adults’ readiness to use eHealth technology, while considering the role of older adults’ close persons (eg, children and friends). It was hypothesized that older adults with a high NFCC would perceive more barriers to using ICT, use it less, and exhibit lower eHealth readiness. It was also hypothesized that close persons’ eHealth readiness would be positively related to older adults’ ICT use and eHealth readiness. Finally, as ICT use has been consistently demonstrated to decline with age and age has been shown to be an important predictor of ICT-related attitudes and behavior, the explanatory models tested considered the effect of age when evaluating the associations among NFCC, perceived barriers, current ICT use, and eHealth readiness.

Methods

Sample and Data Collection

The study was approved by the University Ethical Committee. A total of 250 Czech older adults and the persons close to them (close persons, N=250 dyads) participated in this research. The data were collected between September and November 2017. Participants were recruited and surveyed through a professional marketing and social research agency using stratified quota sampling. The quotas were set based on most recent census data (Czech Statistical Office) to correspond with the underlying population of adults aged 50 years and older based on region (representation of all 14 regions within the Czech republic with a quota based on resident population within each region), gender, age (50-59 years, 60-69 years, 70 years and older), education, and city size (categorized by number of inhabitants). The resulting primary sample of older adults is thus representative of the overall Czech population of adults of 50 years and older in terms of distribution by age, gender, education, region, and city size. Professional interviewers located in various regions were given quota breakdowns and conducted in-person questionnaires with corresponding participants until the quota was met. Each older respondent from the primary sample identified a close person (such as an adult child, a partner, or a friend) who at least occasionally helps them with day-to-day activities (eg, shopping, doctor’s visits, household chores, or running errands) with whom they are in contact at least once a week. All close persons were subsequently interviewed either in person or by telephone. The data from the primary sample of older adults were collected through standardized, structured face-to-face interviews (approximately 45 min in length) in the households of respondents with the help of a tablet and a questionnaire software. The data were collected at one time point and are cross-sectional.

Measures

Demographics

Basic demographic information was collected (ie, age, gender, education, income, residence).
Information and Communication Technology Use

Participants provided information about the following devices: computer, laptop, cell phone, smartphone, and tablet. Participants were first asked to indicate the devices they own and subsequently report further details such as the daily usage time (hours/day) and length of use. This information was aggregated to form two measures of ICT use: number of devices used and total usage time. The number of devices used was calculated as a sum of all the devices the participants reported to use (not own). The total usage time of the ICT devices per day was calculated as the sum of usage times per day provided for the specific devices. When a participant did not report usage of a device (and thus was not asked about the details of its use), the usage time was coded as 0. Responses for total reported usage time exceeding 24 hours per day (3 older adults, 12 close persons) were recoded to a maximum value of 16 hours per day to account for typical sleep duration and basic needs.

In addition, the use of the internet as a specific ICT-related technology was assessed. Participants were asked if they use the internet. Internet users were asked for further information about their internet use, such as the daily usage time (hours/day), length of use, and frequency of use. For nonusers of the internet, the usage time was coded as 0.

Perceived Barriers to Information and Communication Technology Use

Participants chose from the following list of barriers generated from previous studies on the topic: Not enough knowledge; Technologies evolve too fast; I have trouble with vision and psychomotorics; I am afraid of making a mistake; I do not have enough support; Too expensive, I cannot afford it; I don’t care about internet; Something else. Participants could indicate multiple barriers with the total number of perceived barriers ranging from 0 to 7.

Electronic Health Readiness

Both older adults and their close persons completed the eHealth Readiness scale by Bhalla et al [40]. The scale was translated to Czech using the method of double-back translation, with emphasis on systematic equivalence [41]. Inconsistencies in item wording were resolved by group discussion of study authors, which included senior researchers on the topic and bilingual speakers. The items were scored on a 6-point scale ranging from 1 (completely disagree) to 6 (completely agree). The total score was calculated as the sum of all the items. Bhalla et al [40] reported a Cronbach alpha of .81 and .83 for validation samples. Internal consistency in this research was higher: Cronbach alpha was .91 and .87 for the older adults and their close persons, respectively.

Need for Cognitive Closure

NFCC was measured with the Czech version of the 15-item NFCC Scale [42,43]. The items were scored on a 5-point scale ranging from 1 (completely disagree) to 5 (completely agree). The total score was calculated as the arithmetical mean of all the items. Širůček et al [43] reported a Cronbach alpha of .84. The Cronbach alpha in this research was .87.

Data Analysis

Statistical analyses were performed using R (R Foundation for Statistical Computing), version 3.4.2 [44], packages psych (version 1.8.3.3), lavaan (version 0.5-23.1097), semPlot (version 1.1), and semTools (version 0.4-14).

The proposed relationships were tested using structural equation modeling (SEM). The structural model was estimated using the maximum likelihood with robust SEs test statistics estimator. The model fit was evaluated using standard measures of model fit: the standardized root mean square residual (SRMR), which should be less than or approximately 0.08 [45,46]; the root mean square error of approximation (RMSE), with values below 0.05 indicating a close fit and values below 0.08 being less indicative of a good fit [47,48]; the comparative fit index (CFI), which should be higher than 0.90 [49]; and the Tucker-Lewis index (TLI) with recommended values greater than 0.90 [50] or 0.95 [46].

Model Testing

First, we defined three latent variables. The latent variable of ICT use was specified as the combination of three manifest variables: number of used devices, total usage time of the devices, and internet usage time. The measurement model for eHealth readiness was a simple 1-factor model where all items were loaded on a single latent variable. eHealth readiness item 2 was excluded from the scale in both samples as it exhibited high residual correlations with other variables and worsened the overall fit of both the measurement model and the resulting structural model. Moreover, upon closer examination, the item (I feel that my previous experience with online technologies is important to my success with using a lifestyle intervention) intertwines previous experience with opinions about its importance, and the item wording makes it difficult to decide if an individual who has previous experience with online technologies but does not think this experience is important to one’s success should be labeled as more or less ready to use eHealth technology. For NFCC, a 1-factor model was defined where all NFCC items loaded on a single latent variable and error correlations between items from the same facet were allowed to account for their common facet source (ie, residual correlations were allowed for triads of items 1-3, 4-6, 7-9, 10-12, and 13-15).

On the basis of research questions and the hypothesized relationships, the structural model portrayed in Figure 1 was tested. With respect to the association between older adults’ and close persons’ eHealth readiness, the residual covariance between the items from the eHealth readiness scale (specifically item 1) was allowed based on residual correlation matrices, modification suggestions, as well as to account for the dyadic nature of the data and possible shared environment.

http://www.jmir.org/2020/5/e14670/
**Results**

**Sample Characteristics**

The mean age in the older adult sample was 66.14 (SD 9.47) years; 55.2% (138/250) were women. The majority of the older adults were retired (188/250, 75.2%) and completed high school education (171/250, 68.4%). In the sample of close persons, the mean age was 46.30 (SD 13.51) years; 70.4% (176/250) were women. Regarding the relationship toward the older adult, 54.8% (137/250) of close persons were children, 18.0% (45/250) were other relatives, and 15.2% (38/250) were partners, the rest accounting for friends, acquaintances, or professional caretakers. Detailed demographic characteristics of both samples can be found in Table 1.

The most widely used device among older adults was the cell phone, with 69.2% (173/250) of older adults using it on a daily basis. All the other devices were used by less than a fourth of the participants. Details on the mean daily usage (hours/day) of the ICT devices and internet among daily users as well as the total usage time and the total number of devices among all older adults can be found in Table 2. The table also provides details on the number of perceived barriers, NFCC, and eHealth readiness (for the older adults and their close persons as well).

Differences based on gender were examined and are portrayed in Table 2. In total, men used more ICT devices than women, and this difference was significant ($t_{248}=2.12$ [2-tailed t test]; $P=.04$; Cohen $d=0.27$). No other differences based on gender were significant.

As for the aggregated ICT usage variables, there were significant differences based on education in the total usage time ($F_{3,246}=3.23; P=.02$), the number of used devices ($F_{3,246}=5.40; P=.001$), as well as the number of perceived barriers ($F_{3,246}=3.72; P=.01$). For usage time, college-educated participants reported higher time than participants with primary education, but the difference was not significant (mean difference 2.44; $P=.05$). Participants with primary education used fewer devices than participants with a high-school diploma (mean difference 0.43; $P=.008$) and to a lesser degree than participants with college education (mean difference 0.56; $P=.005$). Regarding the number of perceived barriers, the only significant group difference was between participants with primary education who perceived more barriers than college-educated participants (mean difference 0.87; $P=.02$).

The most commonly perceived barriers by the older adults related to technologies evolving too fast (indicated by 96/250, 38.4% of older adults), fear of making a mistake (74/250, 29.6%), not being interested in internet technology (55/250, 22.0%), technologies being too expensive (48/250, 19.2%), and not having enough knowledge (47/250, 18.8%).

When comparing older adults with their close persons, close persons used on average more ICT devices (mean 2.03, SD 0.91; $t_{249}=-11.91; P<.001$; Cohen $d=0.95$), used them for more hours per day (mean 5.32, SD 4.32; $t_{249}=-10.49; P<.001$; Cohen $d=0.76$), and perceived fewer barriers to using ICT technology (mean 0.62, SD 0.95; $t_{249}=9.73; P<.001$; Cohen $d=0.79$). Nevertheless, the sample of close persons was also significantly younger than the primary sample of older adults ($t_{249}= 22.55; P<.001$; Cohen $d=1.70$).
Table 1. Demographic characteristics of older adults and their close persons.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Older adults</th>
<th>Close persons</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>66.14 (9.47)</td>
<td>46.30 (13.51)</td>
</tr>
<tr>
<td>Range</td>
<td>50-93</td>
<td>21-90</td>
</tr>
<tr>
<td><strong>Gender, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Females</td>
<td>138 (55.2)</td>
<td>176 (70.4)</td>
</tr>
<tr>
<td>Males</td>
<td>112 (44.8)</td>
<td>74 (29.6)</td>
</tr>
<tr>
<td><strong>Education, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Elementary</td>
<td>55 (22.0)</td>
<td>10 (4.0)</td>
</tr>
<tr>
<td>Secondary school (no diploma)</td>
<td>101 (40.4)</td>
<td>93 (37.2)</td>
</tr>
<tr>
<td>Secondary school (diploma)</td>
<td>70 (28.0)</td>
<td>108 (43.2)</td>
</tr>
<tr>
<td>University</td>
<td>24 (9.6)</td>
<td>39 (15.6)</td>
</tr>
<tr>
<td><strong>Marital status, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Married</td>
<td>88 (35.2)</td>
<td>133 (53.2)</td>
</tr>
<tr>
<td>Divorced</td>
<td>60 (24.0)</td>
<td>47 (18.8)</td>
</tr>
<tr>
<td>Widowed</td>
<td>89 (35.6)</td>
<td>9 (3.6)</td>
</tr>
<tr>
<td>Single</td>
<td>7 (2.8)</td>
<td>44 (17.6)</td>
</tr>
<tr>
<td>Living with a partner</td>
<td>6 (2.4)</td>
<td>17 (6.8)</td>
</tr>
<tr>
<td><strong>Occupation, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Employed</td>
<td>51 (20.4)</td>
<td>172 (68.8)</td>
</tr>
<tr>
<td>Retired</td>
<td>188 (75.2)</td>
<td>44 (17.6)</td>
</tr>
<tr>
<td>Unemployed</td>
<td>11 (4.4)</td>
<td>28 (11.2)</td>
</tr>
<tr>
<td>Students</td>
<td>N/A(^a)</td>
<td>6 (2.4)</td>
</tr>
</tbody>
</table>

\(^a\)N/A: not applicable.
Table 2. Descriptive characteristics for the information and communication technology use variables, electronic health readiness, and need for cognitive closure.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Proportion of daily users (N=250), n (%)</th>
<th>Entire sample</th>
<th>Females</th>
<th>Males</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Mean (SD)</td>
<td>Range</td>
<td>Mean (SD)</td>
</tr>
<tr>
<td>Cell phone usage (hours/day)</td>
<td>173 (69.2)</td>
<td>1.89 (3.31)</td>
<td>0.1-24.0</td>
<td>2.21 (4.22)</td>
</tr>
<tr>
<td>Smartphone usage (hours/day)</td>
<td>19 (7.6)</td>
<td>2.05 (1.92)</td>
<td>0.5-8.0</td>
<td>1.95 (1.61)</td>
</tr>
<tr>
<td>Personal computer usage (hours/day)</td>
<td>50 (20.0)</td>
<td>3.16 (2.52)</td>
<td>1.0-10.0</td>
<td>3.00 (2.49)</td>
</tr>
<tr>
<td>Laptop usage (hours/day)</td>
<td>39 (15.6)</td>
<td>2.64 (1.70)</td>
<td>0.1-7.0</td>
<td>2.49 (1.55)</td>
</tr>
<tr>
<td>Tablet usage (hours/day)</td>
<td>7 (2.8)</td>
<td>1.71 (0.76)</td>
<td>1.0-3.0</td>
<td>1.33 (0.58)</td>
</tr>
<tr>
<td>Internet usage (hours/day)</td>
<td>99 (39.6)</td>
<td>2.24 (1.98)</td>
<td>0.1-10.0</td>
<td>2.23 (1.92)</td>
</tr>
<tr>
<td>Total usage time (hours/day)</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Number of devices</td>
<td>N/A</td>
<td>1.24 (0.73)</td>
<td>0-4</td>
<td>1.15 (0.71)</td>
</tr>
<tr>
<td>Number of barriers</td>
<td>N/A</td>
<td>1.47 (1.20)</td>
<td>0-6</td>
<td>1.59 (1.25)</td>
</tr>
<tr>
<td>Need for cognitive closure</td>
<td>N/A</td>
<td>3.56 (0.56)</td>
<td>1.80-5.0</td>
<td>3.60 (0.54)</td>
</tr>
<tr>
<td>eHealth readiness</td>
<td>N/A</td>
<td>15.56 (7.55)</td>
<td>6-33</td>
<td>15.03 (7.49)</td>
</tr>
<tr>
<td>eHealth readiness close persons</td>
<td>N/A</td>
<td>22.76 (7.28)</td>
<td>6-36</td>
<td>23.07 (7.07)</td>
</tr>
</tbody>
</table>

Predicting Information and Communication Technology Use and eHealth Readiness

The evaluated structural model with standardized estimates of the regression paths is depicted in Figure 1. The model fit was good, $\chi^2_{438}=804.1$; the $\chi^2$ to degree of freedom ratio was 1.84; CFI=0.911; TLI=0.899; SRMR=0.064; RMSEA=0.060; 95% CI (0.053-0.066), considering the complexity of the model, the sample size, and the initial fit of individual latent variables.

Estimates for the direct effects are displayed in Table 3. The results showed that the older an adult, the more barriers to using technology he/she perceived ($\beta=0.15; P=0.008$) and the lower his/her ICT use ($\beta=-0.34; P<0.001$) and eHealth readiness were ($\beta=-0.21; P<0.001$). Individuals with a high NFCC also perceived more barriers ($\beta=0.23; P=0.01$). Older adults who reported more barriers in fact used ICT less ($\beta=-0.21; P<0.001$). The relationship between ICT use and eHealth readiness of older adults was positive, meaning that individuals who use ICT more are also more prepared and willing to accept eHealth technology ($\beta=0.65; P<0.001$). None of the other direct effects were significant.

Indirect effect of NFCC on ICT use through perceived barriers was negative and significant ($\beta=-0.049; P=0.04$), meaning that a higher NFCC was related to more perceived barriers. Indirect effect of NFCC on eHealth readiness of older adults through perceived barriers and ICT use was negative and significant as well ($\beta=-0.031; P=0.04$). The expected direct effects of eHealth readiness of close persons on ICT use and eHealth readiness of older adults were not significant, but the total effect of eHealth readiness of close persons on eHealth readiness of older adults was positive and significant ($\beta=0.18; P=0.02$).

The evaluated model explained 63.7% of the variance of older adults’ eHealth readiness, 21.2% of variance of ICT use, and 8.5% of variance of the number of perceived barriers.
Discussion

Principal Findings

This study evaluated the predictors of ICT use and readiness to use eHealth technology by older adults. The study considered the role of perceived barriers, the role of close persons’ eHealth readiness, and it was the first study to evaluate the influence of NFCC on ICT use and eHealth readiness of older adults. Although unable to definitively establish the direction of the studied relationships because of the cross-sectional nature of the data, the SEM analysis showed that apart from age, eHealth readiness was predicted by ICT use. Older adults who used ICT more in general were more ready to use technology for supporting health and healthy behaviors. Nevertheless, a reverse (higher eHealth readiness predicts more ICT use) or bidirectional relationship could also exist, but these were not specified and tested in the current model. Although the NFCC did not directly impact ICT use or eHealth readiness, NFCC exerted influence on ICT use and eHealth readiness indirectly through the number of perceived barriers. Individuals high in NFCC perceived more barriers to ICT use. The number of barriers was, in turn, negatively related to their overall ICT use. Interestingly, there was evidence that significant others might influence older adults’ eHealth readiness, although the mechanisms remain unclear (the direct effect of close persons’ eHealth readiness on ICT use and eHealth readiness of older adults was not significant, but the total effect of close persons’ eHealth readiness on the older adults’ eHealth readiness was significant).

This study supported previous research [16-19] by finding that age plays an important role in ICT use and adoption. Older adults used ICT devices less, were less prepared to use it for monitoring and improving health, and perceived more barriers to ICT use than their younger counterparts. Similarly, in line with previous research [17-20], ICT usage was related to the level of education. Differences were found especially between older adults with primary education who used ICT to a lesser degree and perceived more barriers than college-educated older adults.

A novel predictor yielding interesting results was the NFCC. This research built upon the pioneering studies by Chernikova et al [35], which found NFCC to be related to intentions to use technological innovations and support the notion that NFCC may in fact play a role in technology adoption and use. The indirect effect of NFCC on ICT use and eHealth readiness through the number of perceived barriers (and in case of eHealth readiness through ICT use as well) suggests that individuals high in NFCC may perceive more barriers to ICT adoption and use, resulting in lower ICT use and eHealth readiness, but as a function of their reluctance to change and preference for tradition and security rather than the actual inability to use or learn to use ICT [34,51]. This notion should be evaluated in future research and should include a measure of perceived barriers by older adults as well as, for instance, a close person’s evaluation of the older adult’s actual barriers to technology adoption and use. Interestingly, NFCC indirectly predicted ICT use and eHealth readiness even when the effects of age were accounted for in the model, suggesting that this dispositional characteristic may, in part, help explain some of the age-related decline observed in ICT use.

The obtained results on the role of NFCC and perceived barriers on ICT use and readiness suggest interesting actionable implications. Researchers carrying out ICT use promoting interventions and programs might want to measure the level of NFCC of the participants in their programs. NFCC may then in fact play a role in technology adoption and use. The technological innovations and support the notion that NFCC may in fact play a role in technology adoption and use. The indirect effect of NFCC on ICT use and eHealth readiness through the number of perceived barriers (and in case of eHealth readiness through ICT use as well) suggests that individuals high in NFCC may perceive more barriers to ICT adoption and use, resulting in lower ICT use and eHealth readiness, but as a function of their reluctance to change and preference for tradition and security rather than the actual inability to use or learn to use ICT [34,51]. This notion should be evaluated in future research and should include a measure of perceived barriers by older adults as well as, for instance, a close person’s evaluation of the older adult’s actual barriers to technology adoption and use. Interestingly, NFCC indirectly predicted ICT use and eHealth readiness even when the effects of age were accounted for in the model, suggesting that this dispositional characteristic may, in part, help explain some of the age-related decline observed in ICT use.

The obtained results on the role of NFCC and perceived barriers on ICT use and readiness suggest interesting actionable implications. Researchers carrying out ICT use promoting interventions and programs might want to measure the level of NFCC of the participants in their programs. NFCC may then serve as a potential tailoring variable in the design of programs promoting ICT use, wherein depending on the individual’s level
of NFCC, intervention components explicitly focusing on reducing the number of perceived barriers could be incorporated into the intervention. The respective strategies to mitigate barriers would depend on the specific barriers but could range from providing training with ICT devices to financial support to presenting older adults with available technology and how it can enhance one’s life. Effectively reducing perceived barriers (especially in high NFCC individuals) may then positively impact ICT acceptance and use. Moreover, NFCC has also been shown to be a situationally evocable state. This research suggests that when presenting a new ICT or eHealth device, application, or intervention to its potential users, it may be beneficial to lower their NFCC before and during the description of the device or intervention. This could be done, for example, by providing potential users with sufficient time when making decisions, by stressing the importance of forming an accurate judgment, or by aiding in the process of finding additional information on the matter before forming a judgement [33,52].

Experimental research testing these propositions is needed.

As for the role of significant others on older adults’ adoption and use of technology, which has been proposed by several theoretical approaches [17,53], the results are inconclusive at this point, and further research is needed to clarify this relationship. On the basis of these results, close persons might influence older adults’ eHealth readiness, but the mechanisms are not clear. The amount, level, and specifics of support of close persons to older adults regarding ICT and specifically eHealth technologies were not explicitly assessed in the present research. Further research could focus on evaluating the specific mechanisms of close persons’ influence on older adults’ ICT acceptance and use. A better understanding of the role that close persons play in the adoption of ICT technologies by older adults would be particularly useful when designing ICT use promotion interventions for older adults. Close persons could help facilitate ICT adoption by the provision of specific types of support or through other mechanisms yet to be identified.

Limitations and Further Research

Considering the limited amount of research that has been conducted specifically on the relationship between NFCC and technology, this study should be regarded as an exploratory study, and the model should be confirmed and cross-validated on other samples to increase the validity of the results. A limitation of the present research is also the correlational nature of data, which does not allow for firm conclusions about the causality and direction of the relationships. Although the proposed relationships were theoretically construed and the proposed direction of causality seems theoretically plausible, further research should validate the findings in different older adult samples.

The sample size was rather low, considering the complexity of the evaluated models. It is also possible that an equally well-fitting structural model would result from a specification of different relationships. This further underscores the need for cross-validation and empirical testing of competing models in independent samples of older adults. Ideally, this research should involve studies with prospective, longitudinal, or experimental designs to allow for more definitive conclusions regarding the causality and time ordering of relationships under study.

Finally, little research has been conducted on the topic of ICT acceptance and use by Czech older adults—to our knowledge, we present the first systematic examination of ICT use and eHealth readiness in Czech older adults. Considering the rather low ICT usage and eHealth readiness in the current sample, it would be interesting to repeat the survey in a few years’ time to evaluate the changes. Similarly, comparing specific subsamples of the older adult population such as older adults who are physically active, older adults visiting university classes, and people living in homes for the elderly could yield information about further factors influencing ICT acceptance and use, helping shape ICT use promotion efforts and policies related to ICT adoption across the population spectrum of older adults.

Conclusions

This is the first study to systematically evaluate Czech older adults’ readiness to use technology for improving health, their related ICT use, and possible predictors, including NFCC and the role of significant others. Our results provide new insights into the predictors of older adults’ readiness to use eHealth technology, especially with respect to NFCC. eHealth readiness was found to be affected directly by age and actual ICT use and indirectly by the NFCC and the number of perceived barriers toward using technology. These results are directly applicable for researchers or organizations carrying out interventions promoting the use of eHealth devices and applications.

Future researchers are encouraged to validate the findings in various older adult samples and further clarify the role of older adults’ close persons. Additional studies, including prospective or experimental studies, are required to support the presented findings.
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Abstract

Background: Prognostic genes or gene signatures have been widely used to predict patient survival and aid in making decisions pertaining to therapeutic actions. Although some web-based survival analysis tools have been developed, they have several limitations.

Objective: Taking these limitations into account, we developed ESurv (Easy, Effective, and Excellent Survival analysis tool), a web-based tool that can perform advanced survival analyses using user-derived data or data from The Cancer Genome Atlas (TCGA). Users can conduct univariate analyses and grouped variable selections using multiomics data from TCGA.

Methods: We used R to code survival analyses based on multiomics data from TCGA. To perform these analyses, we excluded patients and genes that had insufficient information. Clinical variables were classified as 0 and 1 when there were two categories (for example, chemotherapy: no or yes), and dummy variables were used where features had 3 or more outcomes (for example, with respect to laterality: right, left, or bilateral).

Results: Through univariate analyses, ESurv can identify the prognostic significance for single genes using the survival curve (median or optimal cutoff), area under the curve (AUC) with C statistics, and receiver operating characteristics (ROC). Users can obtain prognostic variable signatures based on multiomics data from clinical variables or grouped variable selections (lasso, elastic net regularization, and network-regularized high-dimensional Cox-regression) and select the same outputs as above. In addition, users can create custom gene signatures for specific cancers using various genes of interest. One of the most important functions of ESurv is that users can perform all survival analyses using their own data.

Conclusions: Using advanced statistical techniques suitable for high-dimensional data, including genetic data, and integrated survival analysis, ESurv overcomes the limitations of previous web-based tools and will help biomedical researchers easily perform complex survival analyses.

(J Med Internet Res 2020;22(5):e16084) doi:10.2196/16084
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Introduction
The accumulation of large amounts of genomic data following the development of next-generation sequencing techniques is paving the way toward precision medicine [1-4]. In particular, gene expression profiles or signatures have been widely used to predict patient prognosis and assist in deciding therapeutic strategies for the treatment of various cancers [2,5-9].

Genomic data sets are highly variable, with that variability rising with an increasing number of patients, making it high-dimensional in nature. To efficiently link high-dimensional genomic and survival data, statisticians have developed grouped variable selection models, based on the Cox proportional hazards model, including the following: least absolute shrinkage and selection operator (lasso), elastic net regularization (elastic net), and network-regularized high-dimensional Cox-regression (Coxnet, hereon referred to as Net) [2,10-13]. Among these methods, Net has been found to have the fewest overfitting problems and the highest prediction performance in these applications, as it takes into consideration the complexities of biological networks [2,6,8,10,14].

Successfully identifying and verifying prognostic factors using big databases is essential in medical research, but this can be difficult for researchers who are unfamiliar with computer science. To address this unmet clinical need, some web-based survival analysis tools have been developed. Although these tools have some limitations, they have been used in some univariate analyses [15-18]. SurvExpress [19], PROGgene [20], and PrognoScan [21] are popular web-based survival analysis tools that calculate the statistical significance of a prognosis using only messenger RNA (mRNA) expression data [15-18].

The limitations of previous tools include the following: (1) The use of mRNA expression as a simple categorical value to provide Kaplan Meier curves for all patients, regardless of their characteristics. The use of a continuous variable like mRNA as a categorical factor can change the nature of the variable arbitrarily, resulting in serious errors. (2) These tools do not provide gene/variable signatures that are statistically better, in terms of predicting prognosis, than a single gene. (3) They do not consider cancer classifications like histological type. (4) Users cannot use their own data. (5) These tools do not provide high-quality images and tabular results. (6) Users cannot create a risk-scoring system by specifying the genes of interest.

To overcome these limitations, we developed ESurv (Easy, Effective, and Excellent Survival analysis tool [22]), which is an online web resource for identifying prognostic biomarkers in pan-cancer from The Cancer Genome Atlas (TCGA) or user data.

Methods
Processing Genetic and Clinical Information From Patients
We performed survival analyses based on multiomics and clinical data from TCGA (Table 1), obtained via Broad GDAC Firebrowse [23] and the GDC Data Portal [24-26]. We used level 3 RNAseq (RNA sequencing), miRNAseq (microRNA sequencing), and methylation array data. The criteria for exclusion were as follows: genes with 0 values of more than 10% (when the amount of missing data is greater than 10%, the results may be biased) [27], patients with insufficient overall survival information (survival time or status), and patients with paired normal tissue and metastasis samples in TCGA.
### Table 1. Summary of the data available in the ESurv.

<table>
<thead>
<tr>
<th>Cancers with available omics data</th>
<th>Messenger RNA (Yes/No)</th>
<th>MicroRNA (Yes/No)</th>
<th>Methylation (Yes/No)</th>
<th>Total patients, n</th>
</tr>
</thead>
<tbody>
<tr>
<td>Acute myeloid leukemia</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>200</td>
</tr>
<tr>
<td>Adrenocortical carcinoma</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>92</td>
</tr>
<tr>
<td>Bladder urothelial carcinoma</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>412</td>
</tr>
<tr>
<td>Brain lower grade glioma</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>515</td>
</tr>
<tr>
<td>Breast invasive carcinoma</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>1097</td>
</tr>
<tr>
<td>Cervical and endocervical carcinoma</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>307</td>
</tr>
<tr>
<td>Cholangiocarcinoma</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>45</td>
</tr>
<tr>
<td>Colon adenocarcinoma</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>458</td>
</tr>
<tr>
<td>Esophageal carcinoma</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>185</td>
</tr>
<tr>
<td>Glioblastoma multiforme</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
<td>595</td>
</tr>
<tr>
<td>Head and neck squamous cell carcinoma</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>528</td>
</tr>
<tr>
<td>Kidney chromophobe</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>113</td>
</tr>
<tr>
<td>Kidney renal clear cell carcinoma</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>537</td>
</tr>
<tr>
<td>Kidney renal papillary cell carcinoma</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>291</td>
</tr>
<tr>
<td>Liver hepatocellular carcinoma</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>377</td>
</tr>
<tr>
<td>Lung adenocarcinoma</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>522</td>
</tr>
<tr>
<td>Lung squamous cell carcinoma</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>504</td>
</tr>
<tr>
<td>Lymphoid neoplasm diffuse large B cell lymphoma</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>48</td>
</tr>
<tr>
<td>Mesothelioma</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>87</td>
</tr>
<tr>
<td>Ovarian serous cystadenocarcinoma</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>591</td>
</tr>
<tr>
<td>Pancreatic adenocarcinoma</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>185</td>
</tr>
<tr>
<td>Pheochromocytoma and paraganglioma</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>179</td>
</tr>
<tr>
<td>Prostate adenocarcinoma</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>499</td>
</tr>
<tr>
<td>Rectum adenocarcinoma</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>171</td>
</tr>
<tr>
<td>Sarcoma</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>261</td>
</tr>
<tr>
<td>Skin cutaneous melanoma</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>470</td>
</tr>
<tr>
<td>Stomach adenocarcinoma</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>443</td>
</tr>
<tr>
<td>Testicular germ cell tumor</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>134</td>
</tr>
<tr>
<td>Thymoma</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>124</td>
</tr>
<tr>
<td>Thyroid carcinoma</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>516</td>
</tr>
<tr>
<td>Uterine carcinosarcoma</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>57</td>
</tr>
<tr>
<td>Uterine corpus endometrial carcinoma</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>548</td>
</tr>
<tr>
<td>Uveal melanoma</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>80</td>
</tr>
</tbody>
</table>

### Processing Clinical Variables in Net

Clinical variables (tumor stage, age, sex, cancer type, blast count, histologic grade, laterality, anatomic neoplasm subdivision, tumor tissue site, and human papillomavirus status) can be included in the Net depending on cancer variety, allowing for sophisticated analyses. Clinical variables were classified as 0 and 1 when there were two categories (for example, chemotherapy: no or yes), and dummy variables were applied when the clinical variable could fall into three or more categories (for example, laterality: right, left, or bilateral).

### Grouped Variable Selections for Creating Gene/Variable Signatures

ESurv uses one of the following three methods: least absolute shrinkage and selection operator (lasso), elastic net regularization (elastic net), and network-regularized high-dimensional Cox-regression (Net) using the Coxnet package (version 0.2) in R [2,10,12,14]. In Net analysis, we...
transformed the topological pathway information of large databases (KEGG [Kyoto Encyclopedia of Genes and Genomes], Biocarta, HumanCyc, Reactome, Panther, and NCI [National Cancer Institute]) into a gene network matrix using the graphite package (version 3.10) in R. Users can set the mixing parameter alpha, which decides the balance between lasso and ridge regression [10,14]. All grouped variable selections use 10-fold cross-validation. After variable selection, we calculated the prognostic score by multiplying the variable value by the regression coefficient.

**Statistical Analysis**

To determine the optimal cutoff value, preventing overoptimization, we used the maximal UNO’s C-index and a 5-fold cross validation. For the Kaplan-Meier survival curves, patients were divided into two groups, high- and low-risk, based on specific gene expression parameters (median cutoff or optimal cutoff value), with a P value determined by a log-rank test. The C-index and area under the curve (AUC) value were used to evaluate the effect of specific variables on survival [28]. These results can be seen not only in all patients but also in patient subgroups based on sex or stage. The results were obtained using R packages survival (version 2.44-1.1), survMisc (version 0.5.5), coin (version 1.3-0), MASS (Modern Applied Statistics with S, version 7.3-51.4), edgeR (version 3.24.3), and survAUC (version 1.0-5). All graphical outputs from ESurv were plotted using the plotly (version 4.9.0) R package. All data cleaning and statistical analyses in this study were performed using R statistical software (version 3.6.0, R Core Team, R Foundation for Statistical Computing).

**Implementation**

The ESurv web server implements AngularJS with HTML5 to display analyzed data through a web query interface. The results of these analyses were calculated on demand on a backend server running Java Servlet in conjunction with the R statistical program.

**Results**

**Running ESurv**

Details of the running procedure for ESurv are described in Figure 1. First, users can choose one of three methods: univariate survival analyses, grouped variable selections, or user service.

After choosing univariate survival analysis, users can select single gene analysis or log-rank test of whole genomes. In single gene analysis, users select the type of cancer, gene data type (mRNA, microRNA [miRNA], or methylation), gene of interest, and time for the receiver operating characteristics (ROC) curve, in that order. For log-rank testing of whole genomes, users choose the type of cancer, gene data type (mRNA, miRNA, or methylation), time for the ROC curve, and P value threshold, in that order.

If users instead choose grouped variable selections, they must select the type of cancer, gene data (mRNA, miRNA, methylation, or integrative analysis), grouped variable selection method (lasso, elastic net, or Net), time for the ROC curve, and alpha, in that order. Alpha decides the balance between ridge and lasso penalties; the larger the alpha, the closer to lasso (alpha=1), and the fewer variables are chosen. If the users select Net, they can include clinical variables in grouped variable selection.

In the user service, users can perform univariate or grouped variable selections after uploading their own data. Instructions on uploading data are detailed in the manual. Once data are uploaded, all the abovementioned analyses can be performed.
Finally, when developing gene signatures using selected variables, users should choose the cancer type, genes of interest, and time for the ROC curve, in that order.

**Univariate Analysis: Single Gene Analysis in Pan-Cancer**

ESurv determines the prognostic significance of single genes as categorical (Kaplan-Meier curve with median or optimal cutoff values) or continuous variables (C-index and AUC values at specific time points) in various subgroups including sex and cancer stage (early and late as defined by the American Joint Committee on Cancer). To complement the results from the categorical variables, the C-index and AUC values were calculated as continuous variables. For example, we performed survival analysis using mRNA (*SLC2A1*) as a biomarker in bladder urothelial carcinoma (n=403; **Figure 2**). As shown in **Figure 2A** and **B**, the discrimination power with optimal cutoff values is much better than that of analyses completed using median cutoff values in all patients. Users easily obtain survival curves in subgroups as well as for all patients. In the time-dependent ROC curve analyses, users can identify the AUC value based on the follow-up time (**Figure 2C**). ROC curves at selected times can all be calculated (**Figure 2D**).

**Figure 2.** An example of mRNA-based survival analysis. Expression levels of genes are classified as low or high (blue or red lines, respectively) based on the comparison of their optimal (A) and median cut-off values (B). (C) Time-dependent area under the curve (AUC) for each of these subgroups. (D) Receiver operating characteristics (ROC) curves for selected years in each of these subgroups.

![Image](https://www.jmir.org/2020/5/e16084)
**Univariate Analysis: Log-Rank Test of Whole Genomes**

If the users want to calculate the prognostic value of all gene variants in a particular cancer, they can choose to do a log-rank test for the whole genome. Here, we performed a log-rank test of whole genomes in colon adenocarcinoma with a $P < .05$. ESurv provided the results (gene name, C-index, AUC value at user-selected time, $P$ value of log-rank test) as an Excel file (Multimedia Appendix 1).

**Grouped Variable Selections**

Grouped variable selection methods have been developed to take advantage of advances in biological technology, and can be used in statistical models to accurately predict the prognosis for a patient [2,10]. To select a prognostic gene set from high-dimensional data, it is necessary to select and minimize the number of variables in a systematic and statistically sound manner. ESurv provides representative grouped variable selection methods (lasso, elastic net, and Net), which can reduce the number of variables by considering the relationships between them. To develop a risk-scoring system, we used a linear combination of the expression values and regression coefficients of the selected variables. Users can develop a powerful prognostic signature in pan-cancer using any combination of these options. To illustrate this, we performed Net using all the clinical variables in hepatocellular carcinoma (n=307; Figure 3). Selected variables and regression coefficients can be downloaded from the summary tab in ESurv as Excel files. The results for all possible subgroups were recorded, just as in the case of single gene analysis. Outputs for the analysis can be in the form of Kaplan-Meier curves, time-dependent ROC curves, and AUC values at specific time points (Figure 3).

**User Service**

Users can conduct univariate analysis, log-rank tests, and grouped variable selections by uploading their own data (Figure 1C). The manual is provided in Multimedia Appendices 2 and 3. Users can generate all survival results, as described above, using their own data sets. To protect data integrity, user-derived data sets are password-protected and connected to a unique user ID. In addition, as users refine their needs, they can request additional survival analysis packages via email. The most-requested package will be added to ESurv the following year.

**Discussion**

**Principal Findings**

To overcome the limitations of existing survival analysis tools, we developed a web-based user-friendly tool called ESurv. Kaplan-Meier curves are a common method of conducting survival analysis in the medical field, which involves...
categorizing patients into groups based on their risk profile. There is no clear criterion to classify continuous variables, like gene expression, in these categorical analysis methods. For this reason, median and quartile cutoff values used in previous tools may miss the prognostic significance of individual genes. As shown in Figure 2B, the median cutoff is not a suitable parameter for risk stratification, whereas optimal cutoff is a good parameter for risk stratification. Additionally, survival analysis as a continuous variable should be accompanied by these results to evaluate the prognostic significance of the gene of interest. Researchers can identify the prognostic significance of a gene (mRNA, miRNA, and methylation) as both a categorical and continuous variable in ESurv.

Prognosis using multiple genes yields superior results compared to using a single gene. There are a number of ways to select gene signatures, but among these, genes selected using grouped variable selection have proven to be the most versatile and reproducible [2,5,9,10,13,29,30]. Grouped variable selection methods select and shrink variables from high-dimensional data sets while considering multicollinearity, which is especially valuable when considering biological pathways, making Net options ideal for these applications. Despite this, grouped variable selection has not been applied to many studies because of the difficulty surrounding its computer programming (R, Python, and Matlab). To address this gap, we added grouped variable selection methods (lasso, elastic net, and Net) to ESurv. When selecting a prognostic gene set from high-dimensional data, researchers have to minimize the number of variables. In order to reduce variables effectively, we must provide as much information as possible linking genes and their relevant pathways [2,10]. It is easier to complete external validation with Net than with other methods because it performs variable selection using information about each gene, derived from databases hosting information pertaining to genetic pathways (Reactome, HumanCyc, KEGG, Biocarta, NCI, and Panther) [2,10,29,30]. Like with the univariate analyses, users can obtain the results as continuous and categorical data. ESurv is the first web-based tool to provide grouped variable selection using multiomics data.

The prognosis of patients may vary based on clinical information, such as sex and stage [9,31-35]. For these reasons, subgroup analysis is required to identify stage- and sex-specific prognostic genes. ESurv shows the results of survival analyses by taking into consideration tumor heterogeneity based on several classifications (cancer type, stages, and sex).

Limitations and Future Work
This software does have some limitations that will be addressed upon further development. Here we used only one cancer database but there are many more, which we plan to add to ESurv as we continue to develop the software. Although users can upload their own data, this still requires users to be computer savvy; this will be addressed in future versions of the software. In addition, ESurv currently only accesses cancer databases, but this type of analysis is valuable in other diseases, including several vascular and degenerative diseases; we aim to add these as well. Finally, ESurv is not exhaustive in its analyses, but it is possible for users to request additional survival analysis packages for R via email. We will then select the most requested package and add it to ESurv on an annual basis.

Conclusions
The most important functionality provided by ESurv is that users can use this software to analyze their own data. As more medical data is produced, the demand for survival analyses increases. Analysis of data created by individual institutions is as important as big data analysis, but there have been no survival analysis tools available to conduct this type of analysis. Using advanced statistical methods and comprehensive survival analyses, ESurv overcomes the limitations of previous tools, and allows users to work on their own data sets. We strongly believe that ESurv is an ideal tool to meet the growing demand for increased survival analysis in both small and large data sets.
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Abstract

Background: Sickle cell disease (SCD) is a genetic disorder of the red blood cells, resulting in multiple acute and chronic complications, including pain episodes, stroke, and kidney disease. Patients with SCD develop chronic organ dysfunction, which may progress to organ failure during disease exacerbations. Early detection of acute physiological deterioration leading to organ failure is not always attainable. Machine learning techniques that allow for prediction of organ failure may enable early identification and treatment and potentially reduce mortality.

Objective: The aim of this study was to test the hypothesis that machine learning physiomarkers can predict the development of organ dysfunction in a sample of adult patients with SCD admitted to intensive care units (ICUs).

Methods: We applied diverse machine learning methods, statistical methods, and data visualization techniques to develop classification models to distinguish SCD from controls.

Results: We studied 63 sequential SCD patients admitted to ICUs with 163 patient encounters (mean age 30.7 years, SD 9.8 years). A subset of these patient encounters, 22.7% (37/163), met the sequential organ failure assessment criteria. The other 126 SCD patient encounters served as controls. A set of signal processing features (such as fast Fourier transform, energy, and continuous wavelet transform) derived from heart rate, blood pressure, and respiratory rate was identified to distinguish patients with SCD who developed acute physiological deterioration leading to organ failure from patients with SCD who did not meet the criteria. A multilayer perceptron model accurately predicted organ failure up to 6 hours before onset, with an average sensitivity and specificity of 96% and 98%, respectively.

Conclusions: This retrospective study demonstrated the viability of using machine learning to predict acute organ failure among hospitalized adults with SCD. The discovery of salient physiomarkers through machine learning techniques has the potential to further accelerate the development and implementation of innovative care delivery protocols and strategies for medically vulnerable patients.

(J Med Internet Res 2020;22(5):e14693) doi:10.2196/14693
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Introduction

Background

Sickle cell disease (SCD), one of the most common genetic disorders, affects millions across the globe [1]. It was the first monogenic disorder to be characterized at the molecular level. It is characterized by the presence of abnormal hemoglobin S, which, under hypoxic conditions, causes sickling of red blood cells, resulting in tissue and organ damage. Among an array of complications afflicting patients with SCD, the most devastating is major organ failure, including pulmonary failure, end-stage renal disease, stroke, and heart failure [1]. A 4-decade observational study reported that, by the fifth decade of life, up to half of all patients with SCD had documented irreversible organ damage [2]. Organ dysfunction may manifest or worsen during hospitalizations, when disease complications arise. Thus, therapy supplemented by predictive analytics can potentially improve the outcomes of patients with SCD [3]. Early diagnosis of acute organ dysfunction may allow for early intervention, thereby preventing or reducing the severity of organ failure, particularly during hospitalization for acute complications.

Early recognition of organ failure may [4,5] thereby enable clinicians to provide targeted therapies to improve outcomes. Various scoring methods have been developed for qualifying organ dysfunction, including Acute Physiology and Chronic Health Evaluation [6], Multi-Organ Dysfunction Score [7], quick Sequential Organ Failure Assessment [8] and Sequential Organ Failure Assessment (SOFA) [9]. The SOFA is a mortality prediction score that is based on the degree of dysfunction of six organ systems. The score is calculated at admission and every 24 hours until discharge, using the worst parameters measured during the previous 24 hours. Compared with other scoring methods, the use of SOFA allowed us to retrospectively quantify both the number and severity of individual organ dysfunction.

Objectives

In this retrospective study, we used serial calculations of SOFA to identify the onset of organ failure and then used physiomarkers in machine learning models to predict organ failure for patients with SCD presenting with a severe, acute painful crisis. Our hypothesis was that physiomarkers [10] identified by machine learning methods can be used to predict organ failure.

Methods

Cohort

Continuous physiologic data were collected on 134 adult subjects with SCD admitted to intensive care units (ICUs) at Methodist Le Bonheur Healthcare hospitals, Memphis, Tennessee, United States, between June 2017 and March 2018. Patients were retrospectively identified using a discharge International Classification of Diseases, Tenth Revision (ICD-10) code of D57.*. Of the 134 unique patients, 71 patients who did not have at least 24 hours of continuous physiologic data were excluded from the analysis. We studied patients who had at least 24 hours of continuous high-frequency physiologic data available before the time of organ failure onset (identified using SOFA criteria). A total of 63 unique adult subjects who had SCD (discharge ICD-10 code of D57.*) and were admitted to the medical, surgical, neurologic, and cardiac ICUs and had continuous physiologic data available were retrospectively identified and included in the study. These 63 patients had 163 encounters (Figure 1). Of the 163 encounters, 37 patient encounters corresponding to 29 unique patients met organ failure criteria. The inclusion and exclusion criteria are summarized in Figure 1. Demographic and clinical data on cases and controls were collected from the electronic medical record (EMR) using Cerner’s Web Intelligence reporting module (Cerner Health Facts). Each patient admission was considered as a separate patient encounter if the interval between admissions was at least for 1 month. The principal or admit diagnosis was identified using the ICD-10 codes. Patients with organ failure at admission were excluded from the analysis.

High-frequency physiologic data were collected at the frequency of once per minute from the time of admission until discharge. A total of 5 physiologic characteristics were used in the analysis, including heart rate (HR), respiratory rate (RR), systolic blood pressure (SBP), diastolic blood pressure (DBP), and mean blood pressure (MBP). These vital signs were selected because they were always obtained in all patients admitted to ICUs, and these can be used in identifying organ failure using a minimal set of physiologic data. The main outcome of organ failure was the failure of at least one organ or system (cardiovascular, liver, respiratory, coagulation, central nervous system, or renal), and cases were defined as patients meeting an increase in a serially calculated SOFA criteria by at least one score within a 24-hour rolling window, from admission till discharge. Event time (t_onset) was recorded as the earliest time stamp of every occurrence of organ failure, as defined independently by SOFA for each patient. Patients without 24 hours of physiological data before the t_onset (for cases and controls) were excluded. To normalize our prediction time horizon, we created relative alignments of time windows, pivoted to t_onset. This study was approved by The University of Tennessee Health Science Center and Methodist Le Bonheur Hospital Institutional Review Boards, and it was performed in compliance with the ethical principles for medical research involving human subjects from the Declaration of Helsinki.
Figure 1. Consolidated Standards for Reporting of Trials diagram describing the study cohort.

Feature Extraction and Feature Selection

We utilized Python libraries for extracting features from each of the physiological data streams, including a combination of temporal, frequency, and statistical features (Multimedia Appendix 1) [11]. Features were derived from six overlapping 3-hour time intervals, with a stride of 1 hour, from 1 to 4 hours to 6 to 9 hours before organ failure, so that we could build predictive models at different times before organ failure. For controls (patients with SCD not developing organ failure), we extracted these same features from 3-hour intervals before a random time period (identified by time stamp) during their ICU stay. The detailed feature extraction for organ failure cases and controls is shown in Multimedia Appendix 2. We performed feature selection using multiple null hypothesis testing, using the Benjamini-Yekutieli procedure and Mann-Whitney U test. Finally, we ranked the features using random forest (RF) [12] feature importance algorithm and applied various feature thresholds to select subsets of features that were most discriminating among cases and controls.

Machine Learning Algorithms

Multilayer perceptron (MLP), support vector machine (SVM), RF, and logistic regression (LR) methods were used for building classification models. These methods were adopted because of their successful applications to medical datasets for disease classification [13-18].

An MLP is a deep, feed-forward neural network comprising an input layer, an output layer, and at least two or more hidden layers [19]. MLP has been used in a variety of applications, including electroencephalogram signal classification [15], heart disease diagnosis [20], ovarian tumor classification [21], and continuous speech recognition [22]. The MLP architecture used in this study comprised five hidden layers of 512, 256, 128, 64, and 16 neurons. We applied batch normalization [23] before activation, using the rectified linear unit. To avoid overfitting, we further imposed a dropout [24] ratio of 0.3. The output layer performed binary classification using the sigmoid activation, and our loss function used the Adam optimizer.

The SVM is a multivariate machine learning approach for classifying samples through a pattern recognition analysis [25]. SVM aims to find the best hyperplane that separates all data points of one class compared with those of another class. We used a radial basis function as the kernel parameter for model building.

The RF classifier is well suited to the classification of medical data because of the following advantages: (1) it performs embedded feature selection, (2) it incorporates interactions between predictors, (3) it allows the algorithm to learn both simple and complex classification functions accurately, and (4) it is applicable to both binary and multicategory classification tasks [12]. On the basis of the out-of-bag error [26], we identified 500 trees in the RF models as the optimal number of trees.

LR can be used as a machine learning method used to predict the value of a binary variable based on its relationship with predictor variables [27]. The P value for statistical testing of variable significance for inclusion-in and exclusion-from the model was set to P=0.05 and P=0.10, respectively, and LIBLINEAR solver was used for the optimization function.

Statistical Analysis and Machine Learning Framework

Python scikit-learn machine learning library [28] was used for calculating descriptive statistical measures, for feature selection, and for building machine learning classifiers. Bivariate LR, bootstrap, and Bayesian bootstrap (adjusted for weights) were used to assess the predictability of the features generated for predicting organ failure [29]. We used nonparametric Kruskal-Wallis statistical tests to analyze the difference among the five physiological signals (DBP, SBP, MBP, HR, and RR).
Each of these five signals had six feature measurements, namely, mean, energy ratio, fast Fourier transform, linear trend, quantile, and continuous wavelet transform.

**Cross Validation**

Models were developed from the distinct time intervals and tested on patients who were not included in the training of the model. For model selection and accuracy estimation, we used 5-fold cross validation [30]. This technique divides data into five equal and discrete folds and uses four folds for model generation, whereas predictions are generated and evaluated using the remaining single fold. This step is subsequently repeated five times, so each fold is tested against the other four folds. We further ran each of these 5-fold cross-validation models 10 times by shuffling the data in each iteration and averaged the performance metrics from all iterations to reduce bias.

**Results**

**Patient Characteristics**

Tables 1 and 2 outline the descriptive-level characteristics of demographics and clinical characteristics of 163 encounters. Four patients with organ failure at admission were omitted from further analysis and their data are not shown in Table 1.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Total cohort</th>
<th>Organ failure (yes)</th>
<th>Organ failure (no)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total sample, n (%)</td>
<td>163 (100.0)</td>
<td>37 (22.7)</td>
<td>126 (77.3)</td>
<td>N/A b</td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>30.7 (9.8)</td>
<td>35.2 (12.9)</td>
<td>29.3 (8.3)</td>
<td>.01 c</td>
</tr>
<tr>
<td>Female, n (%)</td>
<td>87 (53.4)</td>
<td>24 (64.9)</td>
<td>63 (50.0)</td>
<td>.11</td>
</tr>
<tr>
<td>African American, n (%)</td>
<td>163 (100.0)</td>
<td>37 (100.0)</td>
<td>126 (100.0)</td>
<td>N/A</td>
</tr>
<tr>
<td>Admit diagnosis, n (%) d</td>
<td>130 (79.8)</td>
<td>23 (62.2)</td>
<td>107 (84.9)</td>
<td>.003 c</td>
</tr>
<tr>
<td>Vaso-occlusive event pain</td>
<td>7 (4.3)</td>
<td>2 (5.4)</td>
<td>5 (4.0)</td>
<td>.66</td>
</tr>
<tr>
<td>Nonvaso-occlusive crises pain</td>
<td>19 (11.6)</td>
<td>8 (21.6)</td>
<td>11 (8.7)</td>
<td>.03 c</td>
</tr>
<tr>
<td>Infection/sepsis</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Other e</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

a For continuous variables, independent t test was used; for categorical variables, Chi-square test of independence was used. Fisher exact test was used for variables with cell counts of less than 5.

b N/A: Not applicable.

c Statistically significant at P = .05.

d The admit diagnoses are based on the International Classification of Diseases, Tenth Revision, Clinical Modification codes at the admission time.

e Other category includes respiratory distress, sickle cell disease without crisis, diabetes complications (diabetic ketoacidosis/hyperglycemia), pneumonia, myocardial infarction, hematemesis, cough, and deep venous thrombosis.

The mean age of the patient encounters in the cohort was 30.7 years (9.8 years); all patients were African American, and there were more females, 53.4% (87/163), than males, 46.6% (76/163). Admit diagnoses of vaso-occlusive event (pain or acute chest syndrome; 130/163, 79.8%), nonvaso-occlusive crises pain (7/163, 4.3%), and infection/sepsis (7/163, 4.3%) were common (Table 1). Both vaso-occlusive and nonvaso-occlusive events significantly altered between the patient with organ failure and no organ failure groups. Patients with organ failure had longer hospital stays (3.2 additional hospital days; P = .03) than controls, and they had higher severity of illness (P < .001) and risk of mortality (P < .001; Table 2).
Table 2. Encounter-level clinical characteristics of patients in the overall cohort (n=163).

<table>
<thead>
<tr>
<th>Variable</th>
<th>Total cohort</th>
<th>Organ failure (yes)</th>
<th>Organ failure (no)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Encounters, n (%)</td>
<td>163 (100.0)</td>
<td>37 (22.7)</td>
<td>126 (77.3)</td>
<td></td>
</tr>
<tr>
<td>Encounter through emergency dept, n (%)</td>
<td>134 (82.2)</td>
<td>33 (89.2)</td>
<td>101 (80.2)</td>
<td>.33</td>
</tr>
<tr>
<td>Length of stay (days), mean (SD)</td>
<td>5.3 (4.7)</td>
<td>7.7 (8.4)</td>
<td>4.5 (2.5)</td>
<td>.03&lt;sup&gt;f&lt;/sup&gt;</td>
</tr>
</tbody>
</table>

**APR-DRG<sup>d</sup> severity of illness, n (%)**

<table>
<thead>
<tr>
<th>Minor</th>
<th>52 (37.1)</th>
<th>7 (19.4)</th>
<th>45 (43.2)</th>
<th>&lt;.001</th>
</tr>
</thead>
<tbody>
<tr>
<td>Moderate</td>
<td>40 (28.6)</td>
<td>7 (19.4)</td>
<td>33 (31.7)</td>
<td></td>
</tr>
<tr>
<td>Major</td>
<td>40 (28.6)</td>
<td>15 (41.7)</td>
<td>25 (24.0)</td>
<td></td>
</tr>
<tr>
<td>Extreme</td>
<td>8 (5.7)</td>
<td>7 (19.4)</td>
<td>1 (1.0)</td>
<td></td>
</tr>
</tbody>
</table>

**APR-DRG risk of mortality, n (%)**

<table>
<thead>
<tr>
<th>Minor</th>
<th>93 (66.4)</th>
<th>14 (38.9)</th>
<th>79 (76.0)</th>
<th>&lt;.001</th>
</tr>
</thead>
<tbody>
<tr>
<td>Moderate</td>
<td>26 (18.6)</td>
<td>6 (16.7)</td>
<td>20 (19.2)</td>
<td></td>
</tr>
<tr>
<td>Major</td>
<td>12 (8.6)</td>
<td>8 (22.2)</td>
<td>4 (3.9)</td>
<td></td>
</tr>
<tr>
<td>Extreme</td>
<td>9 (6.4)</td>
<td>8 (22.2)</td>
<td>1 (1.0)</td>
<td></td>
</tr>
</tbody>
</table>

**Discharge disposition, n (%)**

| Home                           | 147 (90.2)   | 24 (64.9)           | 123 (97.6)         | <.001   |
| Hospice or home health services | 7 (4.3)      | 5 (13.5)            | 2 (1.6)            |         |
| Expired                        | 5 (3.1)      | 5 (13.5)            | 0 (0.0)            |         |
| Other                          | 4 (2.5)      | 3 (8.1)             | 1 (0.8)            |         |

<sup>a</sup>For continuous variables, independent <i>t</i> test was used; for categorical variables, Chi-square test of independence was used. Fisher exact test was used for variables with cell counts of less than 5.

<sup>b</sup>Not available.

<sup>c</sup>P<.05.

<sup>d</sup>APR-DRG: all patient refined-diagnosis related group.

**Feature Selection**

Feature selection was performed to reduce the number of features, and the reduced feature set was fed into each of the classifiers. The sample distribution for each of the six datasets for 3-hour observational periods is given in Table 3. The number of patients varies with the availability of data during each time window.

Table 3. Sample distribution and number of features for each dataset using organ failure.

<table>
<thead>
<tr>
<th>Interval before organ failure onset (hours)</th>
<th>Organ failure events, n</th>
<th>Control events, n</th>
</tr>
</thead>
<tbody>
<tr>
<td>6-9</td>
<td>27</td>
<td>97</td>
</tr>
<tr>
<td>5-8</td>
<td>22</td>
<td>90</td>
</tr>
<tr>
<td>4-7</td>
<td>22</td>
<td>89</td>
</tr>
<tr>
<td>3-6</td>
<td>29</td>
<td>83</td>
</tr>
<tr>
<td>2-5</td>
<td>29</td>
<td>88</td>
</tr>
<tr>
<td>1-4</td>
<td>29</td>
<td>79</td>
</tr>
</tbody>
</table>

**Model Performance**

The average sensitivity and specificity from all models for each of the six time periods are given in Figure 2. The MLP model achieved an average sensitivity and specificity of 96% and 98%, respectively, an hour before organ failure (Figure 2 and Multimedia Appendix 3). Among the four classifiers, MLP performed better than SVM, LR, and RF in predicting SCD with organ failure.
RF classifier identified the continuous wavelet transform generated from MBP time series physiologic variable as the most important feature, followed by continuous wavelet transform feature generated from respiratory rate of the time series data. Figure 3 shows the frequency of the top 30 important features generated from the five physiologic signals. Each box in the heat map represents the frequency of a feature (y-axis) generated from the physiological signal (x-axis). The dark purple color in Figure 3 represents the absence of the feature, whereas the dark yellow color represents the most frequently present feature. The list of features ranked by their importance is given in Multimedia Appendix 4. The description of each feature is presented in Multimedia Appendix 1. The Kruskal-Wallis statistical test found no difference among the features extracted from physiological signals (H statistic=5.029; P=.28, possibly reflecting the relatively small sample size.

Figure 3. Features derived from physiologic signals up to six hours before organ failure. DBP: diastolic blood pressure; SBP: systolic blood pressure; MBP: mean blood pressure; HR: heart rate; RR: respiratory rate.
Discussion

Principal Findings

Acute organ failure is a major challenge in people with SCD, especially among adults experiencing an acute disease complication. The ability of predictive algorithms to identify patients at high risk for organ deterioration by using routinely collected physiological data can provide important early warnings of impending physiological deterioration. Such information can aid clinical decision making and may even eventually be useful in guiding early goal-directed therapy. In this retrospective study, we demonstrated that the machine learning–based prediction models could accurately distinguish patients with SCD at risk for developing organ failure up to 6 hours before the onset. The classifiers and the selected physiologic features may facilitate accurate, unbiased SCD diagnosis and effective treatment, ultimately improving prognosis.

The selection of relevant features involved in SCD with organ failure remains a challenge [31,32]. Therefore, we wanted to find a subset of physiologic features that are sufficiently informative to distinguish between patients with SCD at risk of developing organ failure and those who are not at risk. To extract useful information from continuous physiologic data of patients with SCD and to reduce dimensionality, feature-selection algorithms were systematically investigated. As we have demonstrated in the results, selecting smaller subsets of features allowed for the high performance of our classification models. Salient physiomarkers (such as fast Fourier transform, energy, and continuous wavelet transform) derived from the physiological signals, such as blood pressure, HR, and RR, may precede acute organ failure in patients with SCD, as suggested by the results in this study. A shortcoming of machine learning is that these physiomarkers are neither observable by physicians nor readily interpretable; instead, their benefit is primarily toward the early prediction of impending physiologic deterioration, as well as alerting health care providers of that fact. Further research is needed to understand how to use these alerts to guide the personalized care of patients with SCD.

The high-frequency data were captured at 1-min intervals, and we only studied patients who had at least 24 hours of continuous high-frequency physiologic data available before the time of organ failure onset (identified using SOFA criteria). Patients admitted to the ICU with organ failure were excluded, as were patients without a full 24 hour of preceding data. It is also possible that some patients who were too sick may not have been connected to the monitors, which may have introduced the selection bias. There is a need for future research to focus on developing models that rely on less data before organ failure.

Other limitations are also important to mention. First, we developed the machine learning model on a small subset of patients, specific to the Mid-South of the United States, potentially reducing generalizability. Moreover, the data were highly imbalanced, with more non–organ failure cases compared with organ failure cases, making data-driven approaches difficult to implement. Missing data elements identified in the data were a major hindrance for model validation; thus, these may have contributed to poor validation in some of the cross-validation folds. Although we included admission/encounter in the machine learning model building if the intervals between admissions were at least 1 month, a patient may be more likely to have organ failure in the subsequent encounter. With larger patient data, in the future, we can restrict events to a single event per patient.

For the purposes of this particular study, the SOFA scores were used only to classify cases and controls and to determine the time of organ failure onset. The machine learning models to distinguish cases and controls were built using a limited set of continuously streaming physiological data. There is an inherent difference in how SOFA data are collected and used versus how data for machine learning were collected and used. Moreover, the time of SOFA scores is inherently delayed, to some unknown degree, and this leads to noise in any predictive model whose goal is dependent on the timing of an event (such as organ failure). As data to compute SOFA scores may be delayed in being entered into the EMR, our proposed machine learning model could be used as an alternative for timely diagnosis. Therefore, additional data are required to develop a more robust and generalizable model.

Conclusions

In conclusion, we showed, as a proof of principle, that machine learning can accurately predict the development of organ failure in ICU patients with SCD up to 6 hours before onset. This finding is significant because it may optimize the early recognition of serious disease complications and allow for the implementation of early interventions. As future plans, we would like to extend this study to develop a multiclass machine learning classification model to predict the type of organ failure from each of the six organ systems as we collect sufficient data from each organ system.
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Multimedia Appendix 1
Temporal, frequency, and statistical features.
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Multimedia Appendix 2
Illustration of feature extraction for cases and controls. Each dashed box represent 3-hour physiological data. For cases, the green and blue arrow represent data from one and two-hour prior to organ failure onset, respectively. For controls, gray arrows represent a random 3-hour physiological data.
[PNG File, 79 KB - jmir_v22i5e14693_app2.png]

Multimedia Appendix 3
Average sensitivity, specificity for multi-layer perceptron (MLP), support vector machine (SVM), random forest (RF), and logistic regression (LR).
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Multimedia Appendix 4
The list of features ranked by their importance.
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Abstract

Background: Physician rating websites are commonly used by the public, yet the relationship between web-based physician ratings and health care quality is not well understood.

Objective: The objective of our study was to use physician disciplinary convictions as an extreme marker for poor physician quality and to investigate whether disciplined physicians have lower ratings than nondisciplined matched controls.

Methods: This was a retrospective national observational study of all disciplined physicians in Canada (751 physicians, 2000 to 2013). We searched ratings (2005-2015) from the country’s leading online physician rating website for this group, and for 751 matched controls according to gender, specialty, practice years, and location. We compared overall ratings (out of a score of 5) as well as mean ratings by the type of misconduct. We also compared ratings for each type of misconduct and punishment.

Results: There were 62.7% (471/751) of convicted and disciplined physicians (cases) with web-based ratings and 64.6% (485/751) of nondisciplined physicians (controls) with ratings. Of 312 matched case-control pairs, disciplined physicians were rated lower than controls overall (3.62 vs 4.00; \( P < .001 \)). Disciplined physicians had lower ratings for all types of misconduct and punishment—except for physicians disciplined for sexual offenses (n=90 pairs; 3.83 vs 3.86; \( P = .81 \)). Sexual misconduct was the only category in which mean ratings for physicians were higher than those for other disciplined physicians (3.63 vs 3.35; \( P = .003 \)).

Conclusions: Physicians convicted for disciplinary misconduct generally had lower web-based ratings. Physicians convicted of sexual misconduct did not have lower ratings and were rated higher than other disciplined physicians. These findings may have future implications for the identification of physicians providing poor-quality care.

(J Med Internet Res 2020;22(5):e16708) doi:10.2196/16708
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Introduction

Background

The ability of patients to accurately evaluate health care quality is not well understood. Although some studies demonstrate an association between greater patient satisfaction and quality of care, others show either no relationship or even poorer outcomes with increased patient satisfaction [1-12]. Over the last decade, with the advent of physician rating websites such as healthgrades.com, ratemds.com, and vitals.com, a novel source of patient satisfaction data has emerged. Such websites have become popular forums for patients to evaluate and publicly share their health care experience.

Previous studies have focused on the awareness of and frequency of ratings for specific medical specialties on rating websites in Canada, the United States, China, and Germany [11-29]. The recent focus has been to correlate web-based ratings with quality outcomes or surrogates such as postoperative mortality—with variable findings [13,30-35]. Web-based physician ratings represent a novel, unsolicited data source of the patient experience with health care providers that is unique from more traditional satisfaction measures, such as solicited surveys.

Physician misconduct can be considered a reflection of poor quality care. Physicians are investigated, convicted, and disciplined by their professional associations for activities such as unprofessional behavior, sexual misconduct, failure to meet standards of care, fraud, abuse of drugs and alcohol, and negligence. Resultant penalties range from fines and mandatory education to license suspension and revocation. Although disciplinary proceedings are publicly posted by each province’s physician regulatory college, at the time of a clinical encounter, patients are often unaware of a physician’s disciplinary history.

Objectives

We were interested in whether or not physicians who have been convicted and punished for misconduct are rated differently than nondisciplined physician controls. We hypothesized that, for many types of misconduct, patients would accurately recognize poor-quality physicians and felt that, overall, disciplined physicians would have lower web-based ratings than controls. We also sought to determine whether ratings were consistently lower across all types of misconduct, and we hypothesized that associations between ratings and discipline would differ depending on the type of misconduct.

Methods

Physician Databases: Disciplined Physicians

This retrospective cohort study reviewed publicly available information on physician disciplinary proceedings published by Canadian provincial and territorial physician regulatory colleges. A database from January 2000 to December 2013 was compiled (described previously) [36-40]. We collected demographic information for every disciplined physician in the country, including gender, license type (independent vs educational), medical school (ie, North American trained versus international medical graduate [IMG]), year of graduation, and specialty. We collected information on types of misconduct and resultant penalties that were determined by the provincial colleges. Misconduct was categorized into (1) inappropriate prescribing, (2) criminal conviction, (3) fraudulent behavior or prevarication, (4) misconduct secondary to mental illness, (5) self-use of drugs or alcohol, (6) sexual misconduct, (7) practice below standard of care, (8) unprofessional conduct, (9) unlicensed activity, (10) miscellaneous findings (ie, improper maintenance of medical records and confidentiality breaches), and (11) unclear. Punishments included (1) license revocation, (2) voluntary license surrender, (3) suspension, (4) license restriction, (5) mandated retraining, education or assessment, (6) mandated participation in psychological counseling or addiction rehabilitation, (7) formal reprimand, (8) fine or cost repayment, and (9) other [36-42].

Cases and Controls

We employed a nested case-control design and matched each disciplined physician (cases) with a nondisciplined counterpart (controls) according to specialty, gender, town of listed practice, and years in medical practice (within 5 years). We developed a group of nondisciplined physician controls by searching provincial physician regulatory college websites for each disciplined physician and narrowing our search terms by the abovementioned criteria. In certain instances (ie, 2 provinces), if after controlling for the 4 matching criteria, multiple physician matches were possible, a physician was chosen at random. In total, 751 disciplined physicians were matched with 751 nondisciplined controls. A nondisciplined control was found for every disciplined physician (Table 1).
Table 1. Characteristics of cases (751 disciplined physicians; 2000-2013) and controls (751 nondisciplined physicians, matched for gender, years since graduation, and city of practice [where possible]).

<table>
<thead>
<tr>
<th>Physician characteristic</th>
<th>Cases (disciplined physicians; N=751)</th>
<th>Controls (nondisciplined controls; N=751)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Rated matched (n=312)</td>
<td>Rated unmatched (n=159)</td>
</tr>
<tr>
<td>Sex, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>28 (9.0)</td>
<td>14 (8.8)</td>
</tr>
<tr>
<td>Male</td>
<td>284 (91)</td>
<td>145 (91.2)</td>
</tr>
<tr>
<td>Years in practice since graduation, mean (SD)</td>
<td>27.9 (10.4)</td>
<td>29.9 (11.7)</td>
</tr>
<tr>
<td>Specialty, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Family medicine</td>
<td>180 (57.7)</td>
<td>94 (59.1)</td>
</tr>
<tr>
<td>Internal medicine</td>
<td>7 (2.2)</td>
<td>2 (1.3)</td>
</tr>
<tr>
<td>Obstetrics</td>
<td>24 (7.7)</td>
<td>2 (1.9)</td>
</tr>
<tr>
<td>Pediatrics</td>
<td>6 (1.9)</td>
<td>5 (3.1)</td>
</tr>
<tr>
<td>Psychiatry</td>
<td>23 (7.4)</td>
<td>23 (14.5)</td>
</tr>
<tr>
<td>Radiology</td>
<td>0 (0)</td>
<td>1 (0.6)</td>
</tr>
<tr>
<td>Surgery</td>
<td>23 (7.4)</td>
<td>7 (4.4)</td>
</tr>
<tr>
<td>Other</td>
<td>49 (15.7)</td>
<td>20 (12.5)</td>
</tr>
<tr>
<td>Medical school, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>International medical graduate(^a)</td>
<td>91 (29.2)</td>
<td>50 (31.4)</td>
</tr>
<tr>
<td>North American graduate</td>
<td>221 (70.8)</td>
<td>109 (68.6)</td>
</tr>
<tr>
<td>Number of ratings, mean (SD)</td>
<td>19.6 (13.0)</td>
<td>15.0 (11.82)</td>
</tr>
<tr>
<td>Overall rating, mean (SD)</td>
<td>3.62 (0.82)</td>
<td>3.42 (0.98)</td>
</tr>
</tbody>
</table>

\(^a\)International medical graduate denotes physicians who graduated from a non-Canadian or non-US medical school.

\(^b\)N/A: not applicable.

Physician Ratings Data
RateMDs.com is a publicly accessible physician rating website founded in the United States in 2004. Since its launch in Canada (2005), it is the country’s leading physician rating website and one of the most popular physician rating websites in North America [41,43]. As of 2013, RateMDs.com included more than 640,000 ratings of over 57,000 unique physicians in Canada [29]. No registration or subscription is required to view or submit a rating, and there are no monetary reimbursement or other incentives to rate a physician. Physicians are rated on staff (typically front office staff), punctuality, helpfulness, and knowledge, on a scale of 1 to 5 (1=terrible, 2=poor, 3=okay, 4=good, and 5=excellent). Raters may provide text comments if desired. It must be noted that RateMDs.com does not provide disciplinary information. We reviewed all disciplined and nondisciplined control physicians on this website and recorded rating scores. Data collection took place between approximately May 2014 and September 2014, with data cleaning and quality control performed by a second party in July 2015.

Creation of the Dataset
We paired 751 disciplined physicians with 751 nondisciplined matched controls and collected information from RateMDs.com for each physician. As not all physicians were rated, this resulted in 4 groups: disciplined rated cases, disciplined unrated, control rated, and control unrated. When considering pairs of cases and controls who both had web-based ratings, our dataset included 312 physician pairs (Figure 1). We used only matched pairs for analysis and performed analyses when there were more than 50 case-control matched pairs. We also grouped disciplined physicians according to types of misconduct and punishments. The number of matched pairs available for testing varied from 2 to 254 pairs available for comparison (Table 2).
Figure 1. Flow chart for developing matched case (disciplined) and control (nondisciplined) groups of physicians, according to the presence of at least one web-based rating.
### Table 2. Mean web-based physician ratings of disciplined physicians (2000-2013) and nondisciplined controls (2000-2013) by the type of misconduct and punishment.

<table>
<thead>
<tr>
<th>Description</th>
<th>Case-control pairs</th>
<th>Disciplined physicians (cases)</th>
<th>Nondisciplined matched controls</th>
<th>Statistical analysis</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean rating</td>
<td>95% CI</td>
<td>Mean rating</td>
<td>95% CI</td>
</tr>
<tr>
<td>Overall</td>
<td>312</td>
<td>3.62</td>
<td>3.53-3.71</td>
<td>4.00</td>
</tr>
<tr>
<td>Physicians with more than one conviction (repeat offenders)</td>
<td>44</td>
<td>3.44</td>
<td>3.21-3.85</td>
<td>4.00</td>
</tr>
<tr>
<td><strong>Misconduct</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1. Standard of care breach</td>
<td>113</td>
<td>3.57</td>
<td>3.42-3.72</td>
<td>3.98</td>
</tr>
<tr>
<td>2. Inappropriate prescribing</td>
<td>55</td>
<td>3.50</td>
<td>3.29-3.71</td>
<td>3.97</td>
</tr>
<tr>
<td>3. Unlicensed activities</td>
<td>35</td>
<td>3.42</td>
<td>3.18-3.66</td>
<td>4.35</td>
</tr>
<tr>
<td>5. Mental illness</td>
<td>2</td>
<td>3.89</td>
<td>3.61-4.17</td>
<td>3.26</td>
</tr>
<tr>
<td>6. Drugs/alcohol abuse</td>
<td>8</td>
<td>4.25</td>
<td>3.94-4.55</td>
<td>3.74</td>
</tr>
<tr>
<td>7. Fraudulent behavior</td>
<td>39</td>
<td>3.44</td>
<td>3.18-3.70</td>
<td>4.11</td>
</tr>
<tr>
<td>8. Conviction of a crime</td>
<td>13</td>
<td>3.59</td>
<td>3.13-4.04</td>
<td>4.27</td>
</tr>
<tr>
<td>9. Unprofessional behavior</td>
<td>62</td>
<td>3.43</td>
<td>3.22-3.64</td>
<td>4.03</td>
</tr>
<tr>
<td>10. Miscellaneous</td>
<td>79</td>
<td>3.45</td>
<td>3.29-3.89</td>
<td>3.99</td>
</tr>
<tr>
<td><strong>Punishment</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>11. License revocation</td>
<td>25</td>
<td>3.59</td>
<td>3.29-3.89</td>
<td>4.21</td>
</tr>
<tr>
<td>12. License surrender</td>
<td>8</td>
<td>3.98</td>
<td>3.41-4.55</td>
<td>3.38</td>
</tr>
<tr>
<td>13. License suspension</td>
<td>191</td>
<td>3.71</td>
<td>3.60-3.83</td>
<td>3.99</td>
</tr>
<tr>
<td>14. Restriction</td>
<td>115</td>
<td>3.69</td>
<td>3.55-3.83</td>
<td>3.91</td>
</tr>
<tr>
<td>15. Mandatory retraining</td>
<td>120</td>
<td>3.61</td>
<td>3.48-3.73</td>
<td>3.98</td>
</tr>
<tr>
<td>16. Counseling</td>
<td>43</td>
<td>3.58</td>
<td>3.35-3.80</td>
<td>3.78</td>
</tr>
<tr>
<td>18. Other punishment</td>
<td>34</td>
<td>3.52</td>
<td>3.26-3.78</td>
<td>4.04</td>
</tr>
<tr>
<td>19. Fine</td>
<td>254</td>
<td>3.60</td>
<td>3.50-3.70</td>
<td>4.02</td>
</tr>
</tbody>
</table>

aN/A: not applicable (when there were less than 50 case-control pairs available for comparison, analysis was not completed).

### Statistical Analysis

**Analysis 1: Comparison of Disciplined Versus Nondisciplined Physicians (Matched Analysis)**

To compare ratings between disciplined and nondisciplined physicians, we computed an overall average rating for each physician using the mean of the available rating categories, then calculating an overall weighted mean. Generalized estimating equations (GEEs) were used to estimate the average rating by group (disciplined vs nondisciplined), and GEEs were used for each type of misconduct or penalty. GEEs were selected to account for the matched study design. We felt it was appropriate to select GEEs over nonparametric testing, given that there were sufficiently large (eg, 451) distinct average ratings, and therefore, it could treat ordinal data similar to continuous data. This analysis allowed us to report 95% CIs for the estimated group means and provide a sense of the precision of the estimates in addition to significance testing. We reported the estimated mean ratings by group, 95% CIs for these estimates, and Wald P value against the null hypothesis (no group difference). An α of .05 was used as the threshold for statistical significance. Analyses were performed using the geepack package in R version 3.0.3 (R Foundation).

**Analysis 2: Comparison of Physicians Disciplined for a Specific Type of Misconduct/Punishment Versus the Rest of the Disciplined Physicians Cohort**

Recognizing that the severity of physician misconduct and punishment is variable (eg, ranging from substandard recordkeeping to more egregious offenses such as sexual misconduct), we compared physician ratings for specific disciplinary offenses with those of the at large disciplined physicians cohort. Mixed effects models were used for analyses of ratings among disciplined physicians, considering each physician’s overall average web-based rating and category-specific ratings as outcomes. The presence of each type of misconduct/punishment in a physician’s discipline record was used as a binary predictor. Gender, year of offense,
province, professional years, and IMG status were included as fixed effects, and physician specialty was included as a random effect. The estimates reflect the mean centering of the year of offense and professional relative to the rest of the disciplined cohort. We report the estimated mean ratings by group, 95% CIs for these estimates, and Wald P value against the null hypothesis (no group difference). An α of .05 is used as the threshold for statistical significance. Analyses were performed using the nlme package in R version 3.0.3.

Sensitivity Analysis

To assess the degree to which physicians with a low overall number of ratings (ie, <5 or <10 ratings) influenced our overall results, we performed additional testing on both analyses 1 and 2 by excluding instances in which physicians had (1) less than 5 overall ratings and (b) less than 10 overall ratings.

Results

Disciplined Physicians Versus Nondisciplined Physicians: Matched Analysis

We paired 751 disciplined physicians with 751 nondisciplined matched controls. Of the 751 disciplined physicians, 37.3% (280/751) did not have any web-based ratings, whereas 62.7% (471/751) had at least one rating. Of the 751 nondisciplined physician controls, 64.6% (485/751) had at least one rating, whereas 35.4% (266/751) were not rated online. When comparing rated, but unmatched, physicians, 21.1% (159/751) were disciplined, rated, but unmatched compared with 23.0% (173/751) nondisciplined, rated, but unmatched. When considering pairs of cases and controls who both had ratings, our dataset included 312 physician pairs (Figure 1). When we grouped disciplined physicians according to the types of misconduct and punishments, the number of matched pairs available varied, ranging from 2 to 254 available pairs (Table 2).

When we compared the 312 pairs of convicted and disciplined physicians with nondisciplined controls, disciplined physicians were rated lower than nondisciplined physicians for all offenses and punishments (mean rating 3.62, SD 0.82 vs mean rating 4.00, SD 0.75; P<.001). When comparing rated, but unmatched, physicians, disciplined unmatched physicians had even lower ratings than nondisciplined unmatched physicians (mean 3.42, SD 0.98 vs mean 3.91, SD 0.82). As 12.5% (94/751) of our disciplined physicians cohort had more than one disciplinary conviction during our study period, we also looked at this group of repeat offenders. Of the 94 disciplined physicians who were repeat offenders, approximately half were available for case-control analysis, as 44 disciplined physicians were appropriately matched to a case-control where both groups had ratings. Disciplined repeat offenders had mean ratings that were also lower than controls (mean 3.44, SD 4.09 vs mean 4.00, SD 0.81; P<.01).

The mean rating for disciplined physicians was lower than that for nondisciplined physician–matched controls for the following types of misconduct and punishment: standard of care breach (113 pairs; 3.57 vs 3.98; P<.001), inappropriate prescribing (55 pairs; 3.50 vs 3.97; P<.001), unprofessional behavior (62 pairs; 3.43 vs 4.03; P<.001), miscellaneous/unclear (79 pairs; 3.45 vs 3.99; P<.001), license suspension (191 pairs; 3.71 vs 3.99; P<.001), license restriction (115 pairs; 3.69 vs 3.91; P=.027), mandatory retraining (120 pairs; 3.61 vs 3.98; P<.001), formal reprimand (144 pairs; 3.58 vs 4.02; P<.001), and fine (254 pairs; 3.60 vs 4.02; P<.001; Table 1). No significant differences were detected for physicians who were disciplined for sexual offenses, compared with nondisciplined matched controls (n=90 physician pairs; 3.83 vs 3.86; P=.81; Table 2).

Comparison of Specific Type of Misconduct/Punishment Versus the Rest of the Disciplined Physicians Cohort

Sexual misconduct was the only category of misconduct in which mean ratings for this group of physicians were higher than those for other disciplined physicians. Moreover, 62.7% (471/751) disciplined physicians who were rated online, 219 were disciplined for sexual misconduct. The overall mean rating of physicians disciplined for sexual misconduct was higher than that of all other disciplined physicians (3.63; 95% CI 3.17-4.08 vs 3.35, 95% CI 2.91-3.80; P=.003). This overall effect was consistent and significant across all 4 rating subcategories (staff: 3.93 vs 3.71; P=.023; punctuality: 3.60 vs 3.36; P=.011; helpfulness: 3.83 vs 3.47; P<.001; and knowledge: 4.02 vs 3.66; P<.001; Multimedia Appendix 1). Physicians disciplined for fraudulent behavior and miscellaneous had lower overall ratings when compared with other disciplined physicians (fraudulent behavior: 3.15 vs 3.44; P=.01 and miscellaneous: 3.31 vs 2.51; P=.04). For punishments, suspension was the only type of punishment in which this group of disciplined physicians was rated higher than all other disciplined physicians (3.54 vs 3.33; P=.023); however, this result did not remain robust when physicians with less than 10 ratings were excluded from our sensitivity analysis. For all other types of misconduct and punishments, no overall mean rating differences existed compared with all other disciplined physicians (Multimedia Appendix 1).

Sensitivity Analysis

Of 312 cases and 312 controls, 48 case physicians and 68 control physicians had less than 5 ratings. Similarly, 84 case physicians and 117 control physicians had less than 10 ratings. To assess whether such ratings influenced our main results, we performed sensitivity analyses by excluding cases in which physicians had (1) less than 5 and (2) less than 10 ratings. Our main results remained robust (Multimedia Appendices 2 and 3). When we excluded physicians with few ratings, our finding that disciplined physicians had lower overall mean ratings did not change (<5 ratings: 3.61 vs 4.01; P<.001 and <10 ratings: 3.52 vs 4.01; P<.001). When broken down by type of misconduct and punishment, results also remained robust—that is, disciplined physicians had lower ratings than nondisciplined case-controls, with the exception of sexual misconduct (<5 ratings and sexual misconduct: 3.89 vs 3.94; P=.69 and <10 ratings and sexual misconduct: 3.79 vs 3.92; P=0.36).

Similarly, when comparing physicians disciplined for types of misconduct with all other disciplined physicians, all results remained robust, with 2 minor exceptions. Ratings for physicians whose licenses were suspended no longer differed from all other
disciplined physicians, nor did the ratings for physicians who were punished with a formal reprimand (Multimedia Appendix 3). All other results remained consistent after sensitivity analyses.

Discussion

Principal Findings

Our study used a national dataset of all disciplined physicians and collected their available online ratings from rateMDs.com over a 10-year period. Of over 750 matched physician pairs, 63.6% (956/1502) physicians are rated online. For most types of misconduct, disciplined physicians are rated lower than nondisciplined controls. However, physicians disciplined for sexual misconduct were not rated differently than controls and, in fact, were rated higher when compared with all other disciplined physicians, a directional relationship that was not found with any other type of misconduct.

Comparison With Prior Work

Our results are in general agreement with other studies that show that physicians are, overall, rated positively [13,20,21,29]. Our findings are also consistent with data showing lower online ratings for physicians on probation for many types of misconduct, but not sexual offenses [34]. There may be something unique about physicians who commit sexual misconduct that distinguishes them from other convicted physicians, at least with respect to online ratings.

We found that online raters discerned a difference between disciplined and nondisciplined physicians with respect to online ratings overall; however, interestingly, sexual misconduct was the only category in which this effect was not seen. Furthermore, we found that physicians who were disciplined for sexual misconduct are rated more favorably than the rest of the disciplined physician cohort. Again, sexual misconduct was the only category of misconduct in which mean ratings were higher than all other disciplined physicians.

Our findings related to sexual offense convictions are consistent with previous findings. Only a handful of studies have compared sexual offender physicians with other physicians; however, it has been reported that some antisocial personality traits were unique to psychiatrists who were subsequently convicted of sexual boundary violations and that these characteristics were identifiable early in training [44-47].

This study adds to the body of literature on online physician ratings and extends current knowledge to include extremes of poor quality (ie, physician disciplinary convictions). This is the first study to combine 2 large, comprehensive national databases of physician discipline and web-based physician ratings over a 13-year period, using a rigorous matched control approach. We highlight the heterogeneity of disciplined physicians as a group and are among the first to identify this finding in physician sexual offenders. Although the majority of low-rated physicians are not disciplined and they are not sexual offenders, we feel that the potential for patient harm is sufficient enough in such cases to warrant further investigation of this group of disciplined physicians. Future studies could focus on predicting or developing interventions to prevent patient harm.

Limitations

We recognize several limitations. First, our study assumes that disciplined physicians, as a group, are poor-quality physicians. Although not perfectly synonymous, these physicians have been convicted by their professional colleges for conduct that is substandard, inappropriate, or morally not in line with professional standards. As such, this is an excellent surrogate for poor quality. Second, we cannot exclude that publicly posted ratings may, themselves, influence future ratings. Although we considered censoring ratings after a particular disciplinary proceeding became a public record, we felt a time-based analysis would decrease the number of ratings in our analysis, with no clear added benefit against potential bias. Moreover, the uncertainty of whether the rater had advance knowledge of the physician would remain, as it would be difficult to ascertain whether raters were influenced by other sources (eg, popular media attention). Interestingly, we found that physicians who were disciplined for sexual misconduct (the misconduct category frequently reported in the media) were rated no differently than controls. In fact, they were rated higher when compared with the rest of disciplined physicians, making us more likely to accept our findings. Although occasionally there was a mention of misconduct in the comments, we estimated this to reflect a small proportion (ie, <5%) of all comments. Moreover, we would argue that for our research question, timing may be less relevant, that is, a physician disciplined in 2000 and reviewed in 2005 versus a physician who was reviewed in 2000 and disciplined in 2005 are both relevant enough to merit consideration.

Third, although we used a stringent matching process, in smaller centers, it was not possible to match by subspecialty for 5 physicians. In this case, we matched as closely as possible (ie, we matched surgeons with another surgeon rather than, eg, a psychiatrist). This represented less than 1% of cases. Fourth, as not all physicians are rated on websites, data may not be generalizable. However, 63.6% (956/1502) of physicians had an online presence, which is much higher than in previous studies [13,15,31], and when we analyzed data from disciplined, unmatched physicians, overall demographics and mean ratings did not substantially differ. In fact, ratings of unmatched, disciplined physicians were lower than unmatched, undisciplined physicians. We also considered external validity concerns in potential comparisons between the 60% of physicians who are rated online versus those who are unrated. However, because our physician control group was hand selected to resemble the disciplined physician group, and not representative of the general population, such comparisons would not be particularly useful; therefore, we specifically refrained from making such direct comparisons between rated and unrated physicians. Finally, rating website users may be different with respect to access to a computer and inclination to post online ratings. However, this is an issue germane to all online ratings. Taken together, we feel that these limitations would not significantly alter our conclusions.

Conclusions

Disciplined physicians are rated lower than control physicians by those who rate their physicians online, in keeping with the
hypothesis that patients can accurately appraise health care quality. However, any ability to ascertain quality becomes more difficult for physicians disciplined for sexual misconduct. Our findings suggest that this group of physicians deserves further investigation to better understand why they would be rated more favorably than all other disciplined physicians. Our research may have implications for the identification of at-risk physicians to develop interventions before patient harm can occur [48].
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Multimedia Appendix 1

Physicians disciplined for specific episodes of misconduct, as compared with other disciplined physicians (2000-20013), broken down by website rating category.

[DOCX File, 25 KB - jmir_v22i5e16708_app1.docx ]

Multimedia Appendix 2

Sensitivity Analysis. Mean online ratings (with 95% confidence intervals) for cases versus controls, using inclusion cut-offs of at least 1 online rating (original analysis), at least 5 ratings or at least 10 ratings per physician.
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Multimedia Appendix 3

Sensitivity Analysis. Mean online ratings for physicians disciplined for specific types of misconduct, as compared with all other disciplined physicians, using inclusion cut-offs of at least 1 online rating, at least 5 ratings or at least 10 ratings per physician.
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Abstract

Background: Emails securely exchanged between patients and clinicians offer the promise of improved access to care and indirectly improved health outcomes. Yet research to date is mixed on who—among both patients and clinicians—is using secure messaging.

Objective: Using data from two large nationally representative cross-sectional surveys, this study aimed to compare the prevalence of secure messaging use among patients and their access to the functionality through their physicians, and to explore the clinical practice and physician characteristics and patient sociodemographic characteristics associated with the use of secure messaging.

Methods: We conducted regression analyses to identify statistical associations between self-reported secure messaging use and access, and the patient, practice, and physician characteristics from the National Health Interview Survey (NHIS) and the National Ambulatory Medical Care Survey (NAMCS). The NHIS data collected between 2013 and 2018, with approximately 150,000 adult individuals, were used to evaluate patient characteristics associated with email communication with clinicians. The NAMCS data included 7340 physicians who reported on secure messaging use between 2013 and 2016 and provided context on physician specialty, use of certified health information technology (IT), and practice size and ownership associated with secure messaging access and use.

Results: By 2016, two-thirds of ambulatory care visits were conducted by a physician who reported using secure messaging, up from 40.70% in 2013. The percentage of US residents who reported sending an email to their clinician, however, only increased from 7.22% to 16.67% between 2013 and 2018. We observed a strong positive association between certified health IT use and secure messaging use (odds ratio [OR] 11.46, 95% CI 7.55-17.39). Individuals who were black, had lower levels of education, had Medicaid or other public payer insurance, or those who were uninsured had reduced odds for using email to communicate with clinicians. No differences were observed in secure messaging use based on physician specialty, but significant differences were observed by practice size (OR 0.46, 95% CI 0.35-0.60 in solo practices vs nonsolo practices) and practice ownership (P<.001 for the different categories).

Conclusions: This study is the first to use two large nationally representative surveys to produce longitudinal estimates on the access and use of patient-clinician email communication in the United States. The survey findings complement each other: one provides the patient perspective of their use and the other indicates potential patient access to secure messaging based on the use of the functionality by the physicians providing treatment. This study provides nationally representative data on the characteristics of patients and physicians who have access to and are using secure messaging. This information can be used to target interventions to promote adoption and use of secure messaging.
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Introduction

Conceptually, expanding patient and clinician communications beyond health care facility walls improves patients’ access to care by providing a forum for patients to get answers to their questions without requiring in-person visits [1,2]. One mechanism to expand communication is through forms of computer-mediated communication such as email. Although early mechanisms to exchange email between patient and clinician were less secure, it is now common for email exchange to be conducted using a secure patient portal. Dubbed “secure messaging,” this form of communication is defined by the Centers for Medicare & Medicaid Services as “any electronic communication between a provider and patient that ensures only those parties can access the communication. This electronic message could be email or the electronic messaging function of a personal health record, an online patient portal, or any other electronic means” [2].

In 2001, the Institute of Medicine (IOM) noted that patient-provider communication via email had the potential to reduce costs while meeting patient needs more quickly [1]. Both patients and clinicians identified benefits of secure messaging, which included convenience, not feeling rushed, improved patient access, more direct and focused communication, increased efficiency, avoidance of phone tag, improved communication between visits, and improved patient engagement, satisfaction, and trust [3-7].

Since the publication of the IOM report, most physician practices have adopted secure messaging functionality, although these studies measured the number of physicians rather than the proportion of patients who have access to the functionality via their physicians [8-11]. Patients expressed interest in sending messages to their clinicians if given the opportunity, and they were receptive to receiving and reading the messages sent to them: the vast majority of messages sent to patients were read within 3 days, and fewer than 5% were not read within 3 weeks [12]. Yet a study by Tarver et al [13] estimated that only 3 in 10 individuals reported communicating with their clinicians using email or the internet in 2013.

In 2014, the Medicare and Medicaid electronic health record (EHR) Incentive Programs required that eligible professionals participating in stage 2 of the program use secure messaging to communicate with their patient population (not just Medicare beneficiaries) [2]. To receive incentive payments and avoid penalties, participating professionals had to use EHR systems that met meaningful use criteria defined by the Department of Health and Human Services (ie, certified health information technology [IT]). We would therefore expect that availability of the EHR functionality supporting secure messaging would increase as more providers met the stage 2 criteria, and with similar requirements that were included in the first 2 years of the subsequent program (the Medicare Access and CHIP Reauthorization Act of 2015 [MACRA]).

Clinicians’ patterns of secure message communication affect patients’ use of the functionality: patients were more likely to initiate messages if their clinicians responded quickly and had a higher overall response rate [14]. Patients whose clinicians initiated more message threads were also more likely to initiate their own threads. We would therefore expect that patients’ use of secure messaging would increase as their access to that functionality via their providers’ infrastructure increased.

We used data from two nationally representative surveys to explore whether patients’ use of email exchange paralleled the availability of secure messaging functionality in ambulatory care settings. We present data pertaining to patients’ self-reported use of email to communicate with their clinicians and patients’ potential access to that functionality through physician visits.

Methods

Overview

Data from two nationally representative surveys were analyzed. In this section, the methodology associated with each survey is reported separately, starting first with methodologic approaches using data from the National Ambulatory Medical Care Survey (NAMCS), with which the proportion of office visits with access to secure messaging functionality were estimated. Approaches to using data from the National Health Interview Survey (NHIS) helped estimate the prevalence of patients who exchanged email with clinicians.

National Ambulatory Medical Care Survey

The NAMCS is conducted annually by the National Center for Health Statistics (NCHS) using a nationally representative sample of ambulatory care medical visits to nonfederally employed office-based physicians. The NAMCS is an annual cross-sectional survey designed to provide estimates of ambulatory care medical visits to office-based physicians in the United States [15-19]. The survey captures information at both the individual physician and patient visit levels. Beginning in 2012, the NAMCS asked physicians if they regularly used, or had the functionality to send secure electronic messages (eg, email) to their patients, and in 2013, physicians were asked if they used certified health IT. We therefore analyzed NAMCS data from 2013 through 2016 to develop yearly snapshots of the availability of secure messaging to physicians and patients in the context of the ambulatory care medical visits.

National Ambulatory Medical Care Survey Study Population

The unit of measurement for the NAMCS was the patient-physician visit, excluding telephone consults, hospital visits, house calls, institutional settings, other visits performed outside the physician’s office, and visits made solely for administrative purposes (eg, leaving a specimen, paying a bill) [15,20].
NAMCS data were collected from physicians included in master lists from the American Medical Association and American Osteopathic Association who met the following criteria: office-based as defined by the respective association, principally engaged in patient care activities, and less than 85 years at the time of survey [15-19]. Physicians who were primarily employed in federal institutions or who had specialties of anesthesiology, pathology, or radiology were excluded. Each physician who met the criteria was assigned a random week during the year; if the physician saw no patients during that time period (eg, due to vacation or illness), he or she was excluded from the sample. In addition, the physician was excluded if patient visit data for the assigned time period was not recorded. Therefore, NAMCS data should not be considered representative of all ambulatory care office-based physicians. In our analyses, we used the prevalence of visits based on the physicians’ self-reported characteristics because this leverages the survey data as designed; it also allows us to better approximate the availability of secure messaging to patients with visits to physicians who can offer that functionality to communicate between visits.

Physician sampling was stratified based on census region, state, doctor type (Doctor of Medicine or Doctor of Osteopathy), practice type, metropolitan statistical area, and 14 specialty categories (Multimedia Appendix 1) [15]. Table 1 displays the number of respondents and unweighted response rates for the years included in our analyses.

Table 1. National Ambulatory Medical Care Survey response rates and number of sampled office visits, 2013-2016.

<table>
<thead>
<tr>
<th>Survey year</th>
<th>Eligible physician respondents (unweighted response rate(^a), n (%)</th>
<th>Ambulatory visits, n</th>
</tr>
</thead>
<tbody>
<tr>
<td>2016</td>
<td>721 (32.37)</td>
<td>13,165</td>
</tr>
<tr>
<td>2015</td>
<td>1415 (28.82)</td>
<td>28,332</td>
</tr>
<tr>
<td>2014</td>
<td>2325 (38.64)</td>
<td>45,710</td>
</tr>
<tr>
<td>2013</td>
<td>2879 (41.13)</td>
<td>54,873</td>
</tr>
</tbody>
</table>

\(^a\)Conditional response rates reported for families, sample adults, and children; total response rate reported for households. Data in tables based on author’s compilation of information from data from the appropriate survey description documents published by the National Center for Health Statistics [15-17,19,21].

**Dependent Variable From the National Ambulatory Medical Care Survey**

Our dependent variable in NAMCS-related analyses was whether the physician conducting the ambulatory visit reported access to secure messaging. The question in the NAMCS was not specific to the visit itself; rather, it was related to the physician’s access to and use of (for surveys in 2013 through 2015) secure messaging functionality. This survey question changed with the 2016 survey to a dichotomous variable related to access to the secure messaging functionality, which is how we present the data in our analyses.

**Independent Variables From the National Ambulatory Medical Care Survey**

Our NAMCS-based analyses included both physician and practice characteristics. We included only one physician-level characteristic: physician specialty was identified based on data provided to the NCHS by the American Medical Association and the American Osteopathic Association [15]. We opted to use the NAMCS-defined categories for clinical specialty: primary care, medical specialty, and surgical specialty. Practice characteristics included the use of certified health IT and practice size, ownership, and geographic region. We measured the use of certified health IT as an affirmative response to whether the physician’s current information system met the meaningful use criteria defined by the Department of Health and Human Services, which refers to the health IT certification criteria that support the Medicare and Medicaid Electronic Health Record Incentive programs (eg, *meaningful use*). Physicians who did not have an electronic system were coded as having no access to secure messaging.

Practice size and ownership were based on the practice in which each visit was conducted. We used a dichotomous practice size variable (solo/nonsolo). We included three categories for practice ownership: physician or physician group; insurance company or health plan; and academic medical center, community health center, or other hospital.

The geographic region was based on the location of the office in which the visit occurred and was categorized into census regions: Midwest, Northeast, South, and West. For all variables, nonresponse and unknown values were coded as missing.

**National Health Interview Survey**

The NHIS, which was the second survey we analyzed for this research, is conducted annually by the NCHS using a nationally representative sample of civilian US residents. Beginning in 2011, the NHIS included a question asking adults if they communicated with their clinicians via email. Pairing responses to this question with sociodemographic information gathered through the NHIS provides a more comprehensive view of those in the United States who reported communicating with their clinicians using email. We included survey data only from 2013 through 2018 because the *internet use* variable was added in 2013, and internet access is a critical factor in patients’ ability to access secure messaging.

Similar to the NAMCS, the NHIS is an annual cross-sectional survey that uses a nationally representative sample of US residents selected based upon a complex, multistage-stratified sampling process [22,23]. The NHIS consists of four core components that capture information on the household, families within the sampled household, and a randomly selected child (when available) and adult from each family. Questions in the survey’s core components were asked consistently across survey
years; Multimedia Appendix 1 lists the survey questions used for this study.

**National Health Interview Survey Study Population**

NHIS study participants were randomly selected to represent the US population with oversampling for blacks, Asians, and adults older than 65 years within the sampled adults [23]. Excluded from the NHIS were individuals in long-term care and correctional facilities, as well as individuals living outside the country. Households with members of the Armed Forces were included only if at least one member in the family was not in the Armed Forces, in which case results only from the household members not in the Armed Forces were used in the final analyses.

**Dependent Variable From National Health Interview Survey**

Our dependent variable for NHIS-based analyses was individuals’ self-reported email communication with clinicians. The NHIS captures this element with five options: Yes, No, Refused, Not ascertained, and Don’t know. We created a dichotomous variable (yes, no) to capture this response and excluded individuals from analyses if their response was Refused, Not ascertained, or Don’t know.

**Independent Variables From National Health Interview Survey**

For NHIS analyses, we included age as a categorical variable (18-44 years, 45-64 years, and 65 years and older), sex, race (white, African American/black, and other race), Hispanic (yes, no), and census region (Northeast, Midwest, South, and West). On the basis of the literature about patient factors relevant to patient-centered communication that promotes improved outcomes [31,32], we included the variables for education and familiarity in speaking the English language in our analyses. Our education variable included six categories: less than a high school education, some college education but no degree, associate’s degree, bachelor’s degree, and graduate or professional degree. To assess individuals’ comfort with the English language, which is particularly relevant for written communication and patients’ comfort level when communicating with clinic staff [33,34], we used the responses to the NHIS question How well is English spoken, which included four categories (very well, well, not well, and not at all).

We also included a variable as a proxy for health care access. Our health insurance variable included five categories for private insurance, Medicare, Medicaid or other public insurance, military insurance, and uninsured. In addition, because we presented these data against those from a physician-based survey, we included a variable that assessed whether the individual saw or spoke with clinic staff in the 12 months preceding the survey. We created this as a categorical variable that distinguished between contact with a physician and contact with other clinician types. We created the physician’s designation by consolidating three NHIS questions about whether the patient saw a doctor who specializes in women’s health, a medical doctor who specializes in a particular medical disease or problem, and a general doctor who treats a variety of illnesses. The category for other clinician type included nurse practitioners, midwives, physician assistants, therapists, chiropractors, podiatrists, optometrists, ophthalmologists, or mental health professionals.

The ability to communicate with clinic staff using email depends on individuals’ access to and use of the internet. We therefore included a dichotomous variable to assess individuals’ use of the internet. Finally, we included a categorical variable to account for the survey year, one for each of the 6 years included in the analyses (2013 through 2018).

For all variables, unknown and nonresponses were coded as missing and those individuals excluded from the analyses.

**Statistical Analyses for Both Surveys**

Our first regression model used NAMCS data, including survey year (2013 through 2016), practice characteristics (solo practice, practice ownership, and use of certified health IT), and physician

---

Table 2. Number of households, families, and adults included in each National Health Interview Survey, 2013-2017.

<table>
<thead>
<tr>
<th>Respondent type</th>
<th>2018, n (%)</th>
<th>2017, n (%)</th>
<th>2016, n (%)</th>
<th>2015, n (%)</th>
<th>2014, n (%)</th>
<th>2013, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Households</td>
<td>29,839 (64.16)</td>
<td>32,617 (66.47)</td>
<td>40,220 (67.90)</td>
<td>41,493 (70.12)</td>
<td>44,552 (73.83)</td>
<td>41,335 (75.69)</td>
</tr>
<tr>
<td>Families</td>
<td>30,309 (98.73)</td>
<td>33,157 (98.90)</td>
<td>40,875 (98.85)</td>
<td>42,288 (98.89)</td>
<td>45,497 (98.98)</td>
<td>42,321 (98.96)</td>
</tr>
<tr>
<td>Sample adults</td>
<td>25,417 (83.89)</td>
<td>26,742 (80.69)</td>
<td>33,028 (80.86)</td>
<td>33,672 (79.66)</td>
<td>36,697 (80.54)</td>
<td>34,557 (81.71)</td>
</tr>
</tbody>
</table>

*Conditional response rates reported for families, sample adults, and children; total response rate reported for households. Data in tables based on author’s compilation of information from data from the appropriate survey description documents published by the National Center for Health Statistics [22,24-30].
specialty. The dependent variable for these analyses was the physician’s reported use of secure messaging. Our second regression model—based on NHIS data—included individuals’ characteristics (such as age, sex, race, ethnicity, geographic region, education, English language, and health insurance type), internet use, whether they saw or spoke with a clinician in the year preceding the survey, and survey year (2013 through 2018). The dependent variable for the NHIS analyses was self-reported email communication with physicians.

All analyses accounted for the complex sampling techniques used by NCHS by leveraging sample weights for stratification and primary sampling units. We estimated unadjusted statistical differences by year and individuals’ or physicians’ characteristics using chi-square test. We performed logistic regression to estimate associations between characteristics and the use of email or secure messaging. We used casewise deletion for all missing values (see Multimedia Appendix 2 for tables of missing values for each survey). Analyses were conducted using SAS software version 9.4 (SAS Institute Inc, Cary, NC).

Results

Email Availability and Use Across Both Surveys

Figure 1 displays prevalence data of email use by patients and physicians from both NHIS and NAMCS. Between 2013 and 2016, the percentage of ambulatory care visits with a physician who reported using secure messaging with patients increased 63% for a high of 66.48% in 2016. Although there was a larger percent increase (132%) between 2013 and 2018 of patients reporting the use of email to communicate with their clinicians, by 2018 only 16.67% of US residents reported using email to communicate with their clinicians.

Figure 1. Prevalence of email use and access among US residents and ambulatory care visits, 2013-2018 (on the basis of authors’ analysis of National Center for Health Statistics [NCHS] and National Health Interview Surveys [NHIS], 2013-2018 [patients who emailed their clinician] and NCHS National Ambulatory Medical Care Surveys, 2013-2016 [ambulatory visits with physicians who used secure messaging]). Percentages are weighted national estimates.

Physician and Practice Characteristics (National Ambulatory Medical Care Survey)

Figure 2 provides the percentages of ambulatory visits by physician specialty and use of secure messaging in 2016. A total of 70.19% of ambulatory medical care visits were conducted by primary care physicians who used secure messaging (38.28% of all visits). Two-thirds of surgical specialist visits were conducted by surgical specialists who used secure messaging (12.69% of all visits), while fewer than six in 10 medical specialist visits (15.51% of all visits) were conducted by those specialists who used secure messaging.

Figure 3 displays the proportion of ambulatory care visits stratified by physicians’ use of certified health IT products and secure messaging use. A total of 83.62% of physician visits were conducted using certified health IT products, and three-quarters of those (or 63.04% of all visits) were conducted by physicians who reported secure messaging use. Of the 16.38% of ambulatory medical visits conducted by physicians not using certified health IT, only about 2 in 10 (or 3.32% of all visits) were performed by physicians using secure messaging.
Figure 2. Percentage of ambulatory care visits by physicians’ specialty and secure messaging use, 2016 (on the basis of authors’ analysis of National Center for Health Statistics and National Ambulatory Medical Care Survey, 2015). Percentages are weighted national estimates of ambulatory care visits.

Figure 3. Percentage of ambulatory care visits by physicians’ use of certified health IT products and secure messaging use, 2016 (on the basis of authors’ analysis of National Center for Health Statistics and National Ambulatory Medical Care Survey, 2016). Percentages are weighted national estimates of ambulatory care visits.

Figure 4 displays the percentages of ambulatory medical care visits conducted by physicians using secure messaging based on practice ownership. More than 90% of all ambulatory visits conducted in health maintenance organization (HMO) or insurance-owned practices and academic medical centers or hospital-owned organizations were conducted by physicians who used secure messaging. In contrast, slightly less than two-thirds of all visits at physician-owned practices were conducted by physicians who used secure messaging (47.88% of all ambulatory medical care visits).
Figure 4. Percentage of ambulatory care visits by practice ownership and secure messaging use, 2016 (on the basis of authors’ analysis of National Center for Health Statistics and National Ambulatory Medical Care Survey, 2016). Percentages are weighted national estimates of ambulatory care visits. CHC: community health center; HMO: Health Maintenance Organization.

Figure 5 displays the percentage of secure messaging use based on practice size. Slightly less than half of ambulatory care visits in solo physician practices (15.36% of all visits) were conducted by physicians who had access to secure messaging functionality. In contrast, three-quarters of ambulatory visits in practices with more than 1 physician were conducted by physicians who used secure messaging (51.12% of all visits).

Multimedia Appendix 3 presents a comparison between 2013 and 2016 of the prevalence of secure messaging use by physician and practice characteristics. Across all characteristics, there was a statistically significant increase over the 4 years, which persisted in adjusted analyses. Table 3 presents the adjusted estimates of association, controlling for physician and practice characteristics.
characteristics. No differences were observed by specialty. Physicians using certified health IT had greater odds of using secure messaging (OR 11.46, 95% CI 7.55-17.39) than physicians not using certified products. Ambulatory care visits in solo physician practices had lower odds of being conducted by physicians who used secure messaging (OR 0.46, 95% CI 0.35-0.60) than those in practices with more than 1 physician. Visits conducted in physician-owned practices had lower odds of being conducted by physicians using secure messaging than practices owned by other entities.

Table 3. Regression results for association between ambulatory care with secure messaging functionality and physician and practice characteristics, based on authors’ analysis of National Center for Health Statistics, National Ambulatory Medical Care Surveys, 2013-2016.

<table>
<thead>
<tr>
<th>Characteristic and independent variables</th>
<th>ORa (95% CI)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Certified health ITb use</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>11.46 (7.55-17.39)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>No</td>
<td>Referent</td>
<td>Referent</td>
</tr>
<tr>
<td><strong>Solo physician practice</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>0.46 (0.35-0.60)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>No</td>
<td>Referent</td>
<td>Referent</td>
</tr>
<tr>
<td><strong>Practice ownership</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Insurance company, health plan, or HMOc</td>
<td>1.81 (1.29-2.54)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Medical/academic health center; CHCd</td>
<td>2.12 (1.57-2.87)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Physician or physician group</td>
<td>Referent</td>
<td>Referent</td>
</tr>
<tr>
<td><strong>Physician specialty</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Medical</td>
<td>0.83 (0.62-1.11)</td>
<td>.20</td>
</tr>
<tr>
<td>Surgical</td>
<td>0.90 (0.70-1.16)</td>
<td>.42</td>
</tr>
<tr>
<td><strong>Region</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Midwest</td>
<td>0.85 (0.61-1.18)</td>
<td>.32</td>
</tr>
<tr>
<td>Northeast</td>
<td>0.55 (0.38-0.80)</td>
<td>&lt;.01</td>
</tr>
<tr>
<td>South</td>
<td>0.94 (0.66-1.34)</td>
<td>.74</td>
</tr>
<tr>
<td>West</td>
<td>Referent</td>
<td>Referent</td>
</tr>
<tr>
<td><strong>Survey year</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2013</td>
<td>0.29 (0.21-0.42)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>2014</td>
<td>0.55 (0.38-0.79)</td>
<td>&lt;.01</td>
</tr>
<tr>
<td>2015</td>
<td>0.60 (0.40-0.90)</td>
<td>.01</td>
</tr>
<tr>
<td>2016</td>
<td>Referent</td>
<td>Referent</td>
</tr>
</tbody>
</table>

aOR: odds ratio.
bIT: information technology.
cHMO: health maintenance organization.
dCHC: community health center.

**Patient Characteristics (National Health Interview Survey)**

Table 4 lists the 2013 and 2018 reported rates of email communication with clinicians by individuals’ sociodemographic characteristics. Prevalence of email communication increased across all categories except among individuals who did not speak English well or at all. We observed large percent increases across the 6 years among individuals with Medicare (236% change from 4.05% to 13.63%) and military insurance (154% change from 9.06% to 23.03%), and those who were uninsured (146% change from 1.91% to 4.71%). We also found a large increase in communication via email among Hispanic individuals (180% change from 3.36% to 9.41%). By education level, the largest percent change was among individuals with a high school diploma or its equivalent (165% change from 3.26% to 8.66%).
Table 4. Prevalence of email communication with clinicians by individuals’ characteristics based on authors’ analysis of National Center for Health Statistics, National Health Interview Surveys, 2013 and 2018. Percentages are weighted national estimates.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Individuals emailing clinicians in 2013, % (95% CI)</th>
<th>Individuals emailing clinicians in 2018, % (95% CI)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years)</td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>18-44</td>
<td>6.82 (6.25-7.39)</td>
<td>15.98 (14.87-17.10)</td>
<td></td>
</tr>
<tr>
<td>45-64</td>
<td>8.81 (8.12-9.50)</td>
<td>19.15 (17.97-20.33)</td>
<td></td>
</tr>
<tr>
<td>65+</td>
<td>5.23 (4.47-6.00)</td>
<td>14.21 (13.09-15.32)</td>
<td></td>
</tr>
<tr>
<td>Sex</td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Male</td>
<td>6.02 (5.47-6.57)</td>
<td>14.25 (13.29-15.22)</td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>8.33 (7.77-8.89)</td>
<td>18.93 (17.83-20.02)</td>
<td></td>
</tr>
<tr>
<td>Education</td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Less than a high school diploma</td>
<td>1.00 (0.65-1.36)</td>
<td>2.55 (1.84-3.26)</td>
<td></td>
</tr>
<tr>
<td>High school diploma or equivalent</td>
<td>3.26 (2.74-3.79)</td>
<td>8.66 (7.74-9.58)</td>
<td></td>
</tr>
<tr>
<td>Some college, no degree</td>
<td>6.54 (5.69-7.39)</td>
<td>15.21 (13.74-16.68)</td>
<td></td>
</tr>
<tr>
<td>Associate’s degree</td>
<td>6.97 (5.92-8.01)</td>
<td>17.41 (15.72-19.09)</td>
<td></td>
</tr>
<tr>
<td>Bachelor’s degree</td>
<td>12.87 (11.87-13.86)</td>
<td>25.18 (23.51-26.86)</td>
<td></td>
</tr>
<tr>
<td>Graduate or professional degree</td>
<td>17.06 (15.49-18.64)</td>
<td>33.23 (31.03-35.43)</td>
<td></td>
</tr>
<tr>
<td>Hispanic</td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Yes</td>
<td>3.36 (2.78-3.93)</td>
<td>9.41 (8.00-10.83)</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>7.91 (7.50-8.31)</td>
<td>18.09 (17.23-18.95)</td>
<td></td>
</tr>
<tr>
<td>Race</td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Black</td>
<td>4.68 (3.85-5.50)</td>
<td>11.07 (9.74-12.40)</td>
<td></td>
</tr>
<tr>
<td>Other race</td>
<td>9.07 (7.71-10.43)</td>
<td>16.86 (14.17-19.56)</td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>7.45 (7.04-7.86)</td>
<td>17.56 (16.64-18.48)</td>
<td></td>
</tr>
<tr>
<td>Speak English</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not at all</td>
<td>0.30 (0.00-0.77)</td>
<td>0.48 (0.00-1.15)</td>
<td>.67</td>
</tr>
<tr>
<td>Not well</td>
<td>1.13 (0.58-1.68)</td>
<td>0.75 (0.16-1.34)</td>
<td>.35</td>
</tr>
<tr>
<td>Well</td>
<td>3.51 (2.49-4.54)</td>
<td>9.48 (7.40-11.55)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Very well</td>
<td>8.39 (7.75-9.03)</td>
<td>18.16 (17.29-19.04)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Region</td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Northeast</td>
<td>6.35 (5.57-7.14)</td>
<td>15.59 (13.77-17.42)</td>
<td></td>
</tr>
<tr>
<td>Midwest</td>
<td>6.05 (5.25-6.84)</td>
<td>16.28 (14.78-17.78)</td>
<td></td>
</tr>
<tr>
<td>South</td>
<td>5.88 (5.37-6.40)</td>
<td>14.54 (13.28-15.80)</td>
<td></td>
</tr>
<tr>
<td>West</td>
<td>11.17 (10.29-12.06)</td>
<td>21.10 (18.78-23.42)</td>
<td></td>
</tr>
<tr>
<td>Health insurance</td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Uninsured</td>
<td>1.91 (1.48-2.34)</td>
<td>4.71 (3.70-5.73)</td>
<td></td>
</tr>
<tr>
<td>Medicaid or other public payer</td>
<td>3.76 (2.90-4.62)</td>
<td>7.70 (6.48-8.92)</td>
<td></td>
</tr>
<tr>
<td>Medicare</td>
<td>4.05 (3.32-4.78)</td>
<td>13.63 (12.14-15.12)</td>
<td></td>
</tr>
<tr>
<td>Military</td>
<td>9.06 (6.92-11.19)</td>
<td>23.03 (18.35-27.72)</td>
<td></td>
</tr>
<tr>
<td>Private</td>
<td>9.61 (9.08-10.13)</td>
<td>20.54 (19.50-21.57)</td>
<td></td>
</tr>
<tr>
<td>Saw/spoke to clinician in prior 12 months</td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>
Table 5 lists multivariate analysis results using NHIS data from 2013 through 2018. Individuals with a graduate or professional degree had greater odds of communicating with clinicians using email than individuals with less education. The English language was also positively associated with email communication, with individuals who spoke English very well having greater odds for email communication with clinicians than individuals who English language skills were less well developed. After controlling for other variables in the model, we found no statistical difference between the youngest individuals and oldest individuals ($P=0.57$), nor between white individuals and those of other races ($P=0.73$). Black race was associated with reduced odds of communicating using email (OR 0.83, 95% CI 0.77-0.90). Hispanic individuals had lower odds for communicating with clinicians using email than non-Hispanic individuals (OR 0.79, 95% CI 0.73-0.86).

We observed large odds for email use among individuals who saw or spoke with a physician (OR 4.81, 95% CI 4.31-5.36) or nonphysician clinician (OR 2.19, 95% CI 1.89-2.53) in the preceding year. Uninsured individuals, and those with Medicaid or other public payers, had lower odds of communicating via email with clinicians than individuals with private payers; however, we found no statistical difference between individuals with private payers and individuals with either military insurance or Medicare.

Differences by region mirrored what we observed in the regional differences from the NAMCS analyses. As expected, internet use was strongly associated with email communication with clinicians (OR 11.10, 95% CI 9.39-13.11).
Table 5. Adjusted associations between individuals’ characteristics and email communication with clinicians based on authors’ analysis of National Center for Health Statistics, National Health Interview Surveys, 2013-2018.

<table>
<thead>
<tr>
<th>Independent variable</th>
<th>OR(^a) (95% CI)</th>
<th>(P) value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18-44</td>
<td>1.02 (0.95-1.09)</td>
<td>.57</td>
</tr>
<tr>
<td>45-64</td>
<td>1.24 (1.16-1.32)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>65 years and older</td>
<td>Referent</td>
<td>Referent</td>
</tr>
<tr>
<td><strong>Sex</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>0.80 (0.77-0.84)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Male</td>
<td>Referent</td>
<td>Referent</td>
</tr>
<tr>
<td><strong>Education</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Less than a high school diploma</td>
<td>0.18 (0.16-0.21)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>High school diploma or equivalent</td>
<td>0.29 (0.27-0.31)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Some college, no degree</td>
<td>0.43 (0.40-0.47)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Associate’s degree</td>
<td>0.46 (0.43-0.50)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Bachelor’s degree</td>
<td>0.71 (0.67-0.76)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Graduate or professional degree</td>
<td>Referent</td>
<td>Referent</td>
</tr>
<tr>
<td><strong>Hispanic</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>0.79 (0.73-0.86)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>No</td>
<td>Referent</td>
<td>Referent</td>
</tr>
<tr>
<td><strong>Race</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Black</td>
<td>0.83 (0.77-0.90)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Other race</td>
<td>0.98 (0.90-1.08)</td>
<td>.73</td>
</tr>
<tr>
<td>White</td>
<td>Referent</td>
<td>Referent</td>
</tr>
<tr>
<td><strong>Speak English</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not at all</td>
<td>0.29 (0.17-0.51)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Not well</td>
<td>0.30 (0.22-0.41)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Well</td>
<td>0.73 (0.64-0.84)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Very well</td>
<td>Referent</td>
<td>Referent</td>
</tr>
<tr>
<td><strong>Region</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Northeast</td>
<td>0.50 (0.45-0.57)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Midwest</td>
<td>0.62 (0.55-0.68)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>South</td>
<td>0.58 (0.52-0.64)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>West</td>
<td>Referent</td>
<td>Referent</td>
</tr>
<tr>
<td><strong>Health insurance</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Uninsured</td>
<td>0.52 (0.46-0.58)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Medicaid or other public payer</td>
<td>0.65 (0.59-0.71)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Medicare</td>
<td>1.01 (0.93-1.09)</td>
<td>.88</td>
</tr>
<tr>
<td>Military</td>
<td>1.11 (0.97-1.28)</td>
<td>.13</td>
</tr>
<tr>
<td>Private</td>
<td>Referent</td>
<td>Referent</td>
</tr>
<tr>
<td><strong>Saw/spoke to clinician in prior 12 months</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Physician</td>
<td>4.81 (4.31-5.36)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Nonphysician clinician</td>
<td>2.19 (1.89-2.53)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>None</td>
<td>Referent</td>
<td>Referent</td>
</tr>
</tbody>
</table>
**Discussion**

**Principal Findings**

This research leverages data from two large nationally representative surveys to provide longitudinal prevalence rates for the use of, and access to, email to communicate with clinicians. Between 2013 and 2016, we observed a statistically significant increase in ambulatory medical care visits conducted by physicians who used secure messaging, such that by 2016, two-thirds of all visits were administered by physicians who used secure messaging. We observed significant positive associations between certified health IT use and secure messaging use. The strong association of secure messaging use with certified health IT may be attributed to the requirements of the meaningful use program, and its subsequent replacement program (MACRA), for eligible providers to report on secure messaging use. Because it takes time to implement workflows to support IT changes, the increase between 2013 and 2014 demonstrated in this study may be associated with physicians increasing their access and use of secure messaging in anticipation of the stage 2 requirements. Moreover, visits conducted by physicians without certified health IT had lower odds of having secure messaging functionality. Although our data do not provide a cause-and-effect answer, the timing and degree of the increases give credence to the idea that much of the uptake by physicians was due to meaningful use and MACRA. Because secure messaging has shown to be positively associated with patient health outcomes [35-42], driving physicians’ behavior through similar programs and regulations may be important for policy makers to consider as they seek ways to increase patient engagement and promote improved health outcomes.

In contrast to the two-thirds ambulatory medical care visits with secure messaging access in 2016, 2 years later in 2018, only 17% of US residents reported communicating with their clinicians using email. Individuals who saw or spoke with a physician in the preceding year had greater odds of communicating via email with a clinician during that time period. Clinicians’ secure messaging use has been demonstrated to influence patients’ messaging behaviors [14,43]. Our findings demonstrate that most physicians have secure messaging capabilities, but patients were not taking advantage to communicate using that modality with this clinic staff. It seems that access to secure messaging functionality alone may be insufficient to change behaviors.

Many patients expressed intention to send messages to their clinicians if given the opportunity [5,33]. In addition, patients seemed receptive to receiving and reading the messages sent to them: the vast majority of messages sent to patients were read within 3 days, and fewer than 5% of messages were not read within 3 weeks [12]. Therefore, there may be a need for physicians to encourage patients to use the secure messaging forum to communicate to if we wish to see an increase in patients’ use of secure messaging.

There is moderate supporting evidence of associations between message use and selected patient outcomes (eg, glucose levels in patients with diabetes), and some evidence for other outcomes (eg, diastolic and systolic blood pressure among patients with hypertension) [44]. We observed significant differences in email communication by individuals based on education, race, ethnicity, and insurance status, with patients with lower levels of education, black patients, those with Medicaid or other public payers, and uninsured patients having reduced odds for secure messaging use. Such differences in the use of a communication modality that might have positive impacts on health outcomes—which permits patients to communicate with clinic staff at their convenience and can increase satisfaction and improve understanding of their condition [6,45]—may further exacerbate health disparities if not addressed.

The discrepancies in the proportion of ambulatory care visits associated with access to and use of secure messaging use by practice size and ownership may be due to limited staffing resources of solo and physician-owned practices. Clinical responses to patient-generated messages were frequently triaged through a clinical response team that might include nurses (registered, licensed practical, or advanced practice), physician assistants, pharmacists, and physicians [46-48]. Effective workflow design may be critical to gaining acceptance of secure messaging among clinical teams because workflows facilitating...
this team-based approach to response may be complicated and confusing [48]. Development of strategies and resources that are effective for less well-resourced physician practices may be critical to promoting secure messaging use among patients.

**Limitations**

The NHIS question asked about individuals’ email exchange with clinicians and did not specifically mention secure messaging. Therefore, it is possible that the estimates provided in this study may overestimate secure messaging use among patients. If the NHIS had asked respondents about secure messaging use, it is likely that many would be unfamiliar with the phrase and may not have responded accurately, resulting in underestimation of messaging use. Most email communication is facilitated through patient portals as secure messages, so the estimates presented in this paper around email exchange are likely to be a close approximation of the use of secure messaging.

Not surprisingly, individuals who saw or spoke with a physician in the year preceding the survey had four times greater odds for using email to communicate with their clinicians than individuals who did not have an interaction with a clinician during that time. From these data, it is not clear if the email communication precipitated the clinical encounter or vice versa. There is no way to determine causality with cross-sectional surveys such as NHIS and NAMCS. There was also no information on whether there was bidirectional exchange using email (eg, patient wrote to clinician and received a response). Prior studies on the relationship between secure messaging and reduced health care utilization were mixed, and it is clear from these results that further research is warranted to better understand that relationship [10,11,39,40].

The outcomes of interest and many of the independent variables were based on self-report and therefore subject to recall bias. NCHS, however, uses validated questions that should reduce the effect of that bias.

**Missing Data**

In 2015, the NAMCS’ physician response rate was less than 30%, which could lead to a nonresponse bias. A detailed analysis of potential nonresponse bias conducted by NCHS in 2012 found no evidence of nonresponse bias based on census division, metropolitan practice location, and physician specialty [15]. However, NCHS did find evidence that the sample may overestimate solo practitioners and underestimate in large (11 physicians or greater) and HMO-owned practices. The differences we observed by practice ownership and size (which we proxied as solo vs nonsolo) were large, so even if there was a bias toward the null based on the nonresponse bias identified by NCHS, it is likely that the statistical differences would persist.

We found a larger percentage of missing data for our dependent variable (19%) in the 2014 NAMCS data compared with that in other years, which ranged between 2% and 3%. There is no information in the NAMCS documentation about this gap. It does raise a concern about the viability of the estimates for that survey year, and those data should be viewed with caution. The missing data rates for all other variables across the surveys were less than 5% (see Multimedia Appendix 2).

In contrast, the response rates for the NHIS were acceptable, with a household response rate ranging between 64% and 76%, and a sampled adult response rate of approximately around 80%. The NCHS conducts the survey in-person and uses flash cards to aid in the understanding of the questions. The random selection of the adult for that questionnaire is weighted toward blacks, Asians, and adults older than 65 years to ensure sufficient sample for those populations.

We found a 50% missing rate for the English language variable for 2013. Here again, survey documentation provided no indication about why there was such a difference in missing rates for 2013 (all subsequent years had less than 1% missing), but those data should be viewed with caution. Similarly, 8% of individuals had missing data for the internet use variable in 2015. All other NHIS variables had missing rates below 5%.

**Comparison With Prior Work**

The overall percentage of almost 17% using email to communicate with their clinicians is lower than what would be expected, given the findings from other studies that indicated that many patients expressed intention to send messages to their clinicians if given the opportunity [5,13,33]. These data use a cross-section of US residents, which includes both healthy and sick individuals. In other studies, patients currently receiving clinical treatment reported few barriers to use, including challenges in accessing the patient portal to send or receive a message, doubts about the reliability of the messaging function or prior bad experiences, concern about imposing on clinicians’ time, and perceived resistance to use of messaging among clinical staff [3,49,50]. In addition, studies identified clinician behavior as a significant driver of secure messaging use among patients [14,43]. For example, patients were more likely to initiate their own messages if their clinicians responded quickly, had a higher overall response rate, or initiated their own messages [14]. Our analyses found no difference in access to the capability by physician specialty, even though prior research found most patients sent messages to their primary care clinicians [6]. Therefore, to promote adoption of email communication among patients, it may be important for clinicians to promote and advocate for its use.

Our findings of the characteristics associated with patients’ self-reported communication with clinicians were largely consistent with other research conducted at single sites or within large integrated delivery networks. Our study is the first to use a large, nationally representative sample as is available through the NHIS. Consistent with a number of studies [5,13,51,52], we found higher education to be positively associated with secure messaging use. Similar to our findings as well, several studies found privately insured patients were more likely to use secure messaging [13,36,41]. Only one study examined associations with primary language and secure messaging use [33], and their findings were also consistent with our findings on English language familiarity. Similar to our findings, most studies that examined the association by race found that white patients had higher rates of secure messaging use than other races [3,36,41,45,53-55].
After controlling for other characteristics in our multivariate models, we found that women had reduced odds of using email to communicate with clinicians. This is in contrast to a number of studies that found the reverse [5,13,36,41,45,53,55,56]. Our unadjusted numbers showed a higher percentage of female patients reporting email communication with clinicians than males; it was only after adjusting for other sociodemographic factors that we found the reduced odds. The difference between our research and those studies is that our adjusted analyses controlled for education, health insurance, and the English language.

Conclusions

Aligning analyses of the NHIS and NAMCS presents a unique opportunity to understand patients’ potential access to and use of secure messaging over time. These analyses are novel because prior studies were based on data from individual health care organizations or integrated delivery networks, or used smaller national survey data that asked about email and internet communication with clinicians. There are no published data that compare secure messaging by practice ownership and size. This is the first study to use a large nationally representative sample to explore the association between selected social determinants of health and email exchange between patients and clinicians.

In 2009, Street et al [31] published a framework that describes how communication functions such as information sharing may directly and indirectly lead to improved patient outcomes. Many secure messaging benefits cited by clinicians—improvements in access, more direct and focused communication between patients and clinician staff, improved efficiency including avoidance of phone tag, improved communication between visits, and improved patient engagement, satisfaction, and trust [3,4]—are constructs in the Street et al [31] pathway between communication functions and improved patient outcomes. Unfortunately, our data demonstrate that there is unequal use of secure messaging among patients based on social and demographic characteristics, and that secure messaging use by patients is not increasing as the functionality is made available through office visits. Developing a better understanding of who is using secure messaging, and whether and how clinicians are encouraging that use, may permit better targeting of secure messaging interventions that encourage secure messaging adoption and use.
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Abstract

Background: Within a web-assisted tobacco intervention, we provided a function for smokers to asynchronously communicate with a trained tobacco treatment specialist (TTS). Previous studies have not attempted to isolate the effect of asynchronous counseling on smoking cessation.

Objective: This study aimed to conduct a semiquantitative analysis of TTS-smoker communication and evaluate its association with smoking cessation.

Methods: We conducted a secondary analysis of data on secure asynchronous communication between trained TTSs and a cohort of smokers during a 6-month period. Smokers were able to select their preferred TTS and message them using a secure web-based form. To evaluate whether the TTS used evidence-based practices, we coded messages using the Motivational Interviewing Self-Evaluation Checklist and Smoking Cessation Counseling (SCC) Scale. We assessed the content of messages initiated by the smokers by creating topical content codes. At 6 months, we assessed the association between smoking cessation and the amount of TTS use and created a multivariable model adjusting for demographic characteristics and smoking characteristics at baseline.

Results: Of the 725 smokers offered asynchronous counseling support, 33.8% (245/725) messaged the TTS at least once. A total of 1082 messages (TTSs: 565; smokers 517) were exchanged between the smokers and TTSs. The majority of motivational interviewing codes were those that supported client strengths (280/517, 54.1%) and promoted engagement (280/517, 54.1%). SCC code analysis showed that the TTS provided assistance to smokers if they were willing to quit (247/517, 47.8%) and helped smokers prepare to quit (206/517, 39.8%) and anticipate barriers (197/517, 38.1%). The majority of smokers’ messages discussed motivations to quit (234/565, 41.4%) and current and past treatments (talking about their previous use of nicotine replacement therapy and medications; 201/565, 35.6%). The majority of TTS messages used behavioral strategies (233/517, 45.1%), offered advice on treatments (189/517, 36.5%), and highlighted motivations to quit (171/517, 33.1%). There was no association between the amount of TTS use and cessation. In the multivariable model, after adjusting for gender, age, race, education, readiness at baseline, number of cigarettes smoked per day at baseline, and the selected TTS, smokers messaging the TTS one or two times had a smoking cessation odds ratio (OR) of 0.8 (95% CI 0.4-1.4), and those that messaged the TTS more than two times had a smoking cessation OR of 1.0 (95% CI 0.4-2.3).
Conclusions: Our study demonstrated the feasibility of using asynchronous counseling to deliver evidence-based counseling. Low participant engagement or a lack of power could be potential explanations for the nonassociation with smoking cessation. Future trials should explore approaches to increase participant engagement and test asynchronous counseling in combination with other approaches for improving the rates of smoking cessation.

(J Med Internet Res 2020;22(5):e13289) doi:10.2196/13289
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Introduction

Background
Smoking is the number one preventable cause of death [1]. Nearly 1 in 5 adults in the United States, or 42.1 million people, currently smoke cigarettes [2]. Quitting reduces the risk of smoking-related diseases, including cardiovascular diseases [3]. Current guidelines recommend that smokers use behavioral counseling to aid their quitting efforts [4]. However, most smokers do not use counseling in their quit attempts. For instance, despite the wide availability of Quitlines, a telephone-based tobacco counseling that has been established in all 50 states, it has been reported that only 1% to 2% of smokers use Quitline services [5,6]. More innovations are needed to increase access to counseling resources [1].

Providing behavioral counseling by trained tobacco treatment specialists (TTSs) over the internet may help overcome barriers to access. Internet access is almost ubiquitous in the United States, especially with the increasing use of mobile phones [7-9]. Users have also become comfortable communicating over the web (eg, emails, text messages, and on social networks). Web-based counseling is usually delivered synchronously through live chat, where the counselor and smoker are both online and engage via video, audio, or messaging. Asynchronous counseling has the benefit of the smokers being able to directly interact with the counselors, and for the counselors to be able to tailor the counseling to the smoker. Previous papers have evaluated synchronous counseling [10-12]. However, synchronous counseling may not be convenient for all smokers as they need to coordinate their schedules with the counselors. Asynchronous counseling that allows the smokers the convenience of communicating with the counselor at any time can be used to augment synchronous counseling. Asynchronous counseling can be achieved using a secure Health Insurance Portability and Accountability Act–compliant form of email or secure messaging. Previous studies have provided functions to communicate asynchronously with experts such as a question and answer email service or a text messaging interface for communicating with a human coach [13-15]. These functions have mostly been provided within the context of a larger intervention. To our knowledge, none of these studies conducted secondary analysis to understand and explore the effect of these counseling efforts.

Objective
Our objective is to conduct a secondary evaluation of asynchronous web-based counseling provided by trained TTSs to smokers participating in the QUIT-PRIMO randomized trial testing a web-assisted tobacco intervention (WATI) [16,17]. As published before [16-18] and further described below, in the QUIT-PRIMO randomized trial, the recruited smokers were randomized to the following three groups: a WATI control (control), the WATI enhanced with proactive, pushed tailored email motivational messaging (messaging), and the WATI with messaging further enhanced with personal secure messaging with a TTS (personalized). Although we found significant differences between those who received the motivational messages (personalized and messaging groups) versus the control (17%; odds ratio [OR] 1.69; 95% CI 1.03-2.8; P=.04), we found no differences between the personalized and the messaging group of the study.

Understanding TTS use by the smokers might provide us more insight into why the access to TTS did not result in an increase in smoking cessation in our study and may help in designing more patient-centered asynchronous counseling support in future web-based interventions. In this paper, we add to this literature by conducting a semiquantitative analysis of the TTS-smoker communication and evaluating its association with smoking cessation. We report the frequency of TTS-smoker communication, whether the TTSs were able to incorporate evidence-based practices, such as motivational interviewing, into their counseling. Our analysis also included the communication initiated by the smokers.

Methods

Study Design, Setting, and Sample
We conducted a longitudinal, observational cohort study of secure asynchronous communication between 3 trained TTSs and 245 smokers. The communication occurred during a 6-month period [16]. For the purpose of this study, we only included smokers from the personalized group. These smokers were able to select from among 3 TTSs and initiate the communication by messaging their TTS using a secure web-based form. The TTSs were, then, able to message back using an administrative portal. We implemented the secure communication similar to how it is implemented on web-based patient portals. When someone initiated a contact through the website, an email alert was sent to the smoker and the TTS. This email alert did not contain any personal identifiers and the smoker and the TTS had to log in to the website to view their messages. Our website was available only through an encrypted channel using the hypertext transfer protocol secure.

The approach for selecting and messaging the TTS and coding messages is described in detail below (Choosing a Tobacco Treatment Specialist in the Personalized Group). Our study was
approved by the University of Alabama at Birmingham and the University of Massachusetts Medical School Institutional Review Boards.

The QUIT-PRIMO Randomized Trial

Recruitment
Smokers were recruited during June 2010-March 2012. Smoker recruitment was conducted through medical and dental practice patient referrals as well as through Google advertisements [16-19]. Our recruitment process has been described in detail in our previous publications. Briefly, primary care medical practices were recruited from a registered database of internal medicine and family or general practitioners. Dental practices were recruited from state lists of registered dentists and through the Dental Practice-Based Research Network. At these practices, we implemented an electronic referral program that allowed providers (doctors, nurses, or other clinical staff) to recruit smokers to the Decide2Quit.org WATI at the point of care by entering their email addresses into a web-based form. When smokers were electronically referred, they were sent up to 10 email messages encouraging registration over an 8-week period or until the patient registered. To participate on Decide2Quit.org, all smokers completed a web-based consent and registered on the website. To recruit smokers through Google advertisements, 3 advertisements were posted on Google AdWords. Advertisements were linked to searches for keywords related to smoking (eg, smoking, quit smoking, stop smoking, quit, quit smoking tips, and quit smoking programs) and included a link that took participants directly to the Decide2Quit.org home page where they could choose to register as new participants. Each smoker had access to Decide2quit.org for 6 months.

Design of the Randomized Trial
The Decide2Quit.org WATI was designed for all smokers, supporting cessation induction for those not ready to quit and acting as an aid to cessation for those preparing to quit [16-19]. Decide2Quit.org was implemented as an adaptable service with modules that could be engaged based on assigned group. Thus, smokers were allocated to one of three increasingly enhanced versions of Decide2Quit.org. The interventions received by the three randomized groups of smokers are described below.

The Control Group
Smokers randomized to the active control received an interactive, tailored quit smoking website. This module included motivational information tailored to readiness to quit (not thinking of quitting, thinking of quitting, and preparing to quit), and interactive risk, decisional balance, and cessation barrier calculators, and games linking the chemicals in smoking with their other uses (eg, formaldehyde is used in both cigarettes and in embalming). The control also included a library of informational resources about smoking, and sections on seeking social support and talking to your doctor about quitting. These tools are variations of those in many previously studied evidence-based WATI.

The Messaging Group
Pushed Motivational Email Messages Module Plus Control Module
For this group, we enhanced the control with a pushed motivational email messaging system. Brief motivational email messages were further tailored to an individual smoker’s readiness to quit (not ready to quit, thinking about quitting, preparing to quit, and actively quitting). In the first week of registration, 4 email messages were sent to the smoker, followed thereafter by 2 email messages per week. To enhance the personal relevance of messages, our motivational email messaging system included messages written by smokers for other smokers [20].

Personalized Group: Personal Support Module, Messages Module, and Control Module
In addition to the above functions, the personal support module further included an innovative secure messaging portal allowing asynchronous electronic communication between smokers and trained TTSs hired to participate in the intervention team. Further details on how the patient chose and communicated with the TTS are provided below.

Choosing a Tobacco Treatment Specialist in the Personalized Group
During registration over the web, smokers were asked to select between 3 trained TTSs. Smokers were presented the counseling philosophies of the 3 trained TTSs to facilitate this selection. The 3 TTSs created their philosophies from personal experiences and accredited TTS training [21]. Of the 3 TTSs, 2 were trained at the University of Mississippi, Medical Center ACT, while 1 was trained at the University of Massachusetts, Center for Tobacco Treatment Research and Training. Both training programs were accredited by the Council for Tobacco Treatment Training Programs [22,23]. Content of this training consisted of bio, psycho, and social determinants of nicotine dependence, pharmacotherapy, and counseling theory and practice, which included motivational interviewing techniques, treatment strategies, and program and system issues.

Counseling philosophies of the 3 TTSs were as follows:

It is not about the quantity of your life, it is about the quality. Smoking harms nearly every organ in the body and one out of every two smokers will die prematurely from a smoking-related disease. When you think about it, those are not very good odds. Many of my loved ones struggle with tobacco use so I know first-hand how difficult quitting can be. This is why I take a holistic approach to helping you quit tobacco.

It is important for you to understand ALL the reasons why you smoke and for you to think about strategies that will work best for you—I want to help you do that. Quitting tobacco may be one of the most difficult things you will do for yourself but is also one of the most important. Time is ticking...what are you waiting for? [TTS 1]

Being healthy and happy is about learning what’s important to you and what you are willing to do to...
make that happen. Quitting smoking is no different. For some it’s as simple as wanting more time with their children or grandchildren, for others perhaps it’s about saving money to go on a trip. Either way, small steps now can make a big difference in years to come. For me, I like to help people look at why they want to quit and the reasons they smoke to figure out the best plan for them. Each person is unique and will have their own reasons for quitting smoking. By learning what motivates you and why you do certain things, you are better prepared to make healthy lifestyle changes. This way the skills learned from quitting smoking can be used in other areas of life. [TTS 2]

Quitting smoking can truly be one of the biggest challenges you may face...As a prior smoker, I know first-hand the hold nicotine, a highly addictive drug, can have on one’s life. Quitting enabled me to see how much life I was missing. I would like to help you quit. Whether you are ready to quit today or just barely considering quitting, there are many things we can talk about! It is important for each smoker to know their own motivations. One very important motivation is to quit for those around you. Lead by example; kids of parents who quit while they are young are 5 times less likely to smoke themselves, and kids with parents who successfully quit are three times as likely to successfully quit themselves. You can help you to stop being “the smoker”; get rid of the shadow and join the ranks of those proud to say they are “smoke-free.” Choosing to quit today can mean a new life tomorrow. [TTS 3]

Smokers were given the option to send a message at the time of registration or proceed to the website and send a message later. After login, smokers were presented with a web form (similar to an email form on a website) that included a textbox for writing the subject and another for writing the message to TTS (Multimedia Appendix 1). Please note that we did not require smokers to send messages. Once they submitted the message, an email was sent to the participant confirming their submission and indicating that the TTS will respond in 2 business days. The TTSs logged into the administrative portal daily to view any messages they had received. Each message on the administrative portal listed the assigned TTS. Messages were typically replied to by the TTSs within 2 business days. Once the TTS responded, the smokers were sent an email notifying that the TTS had responded to their message. Smokers had to login to the system to read the message. We designed the display of the message to resemble an email inbox. New messages were indicated by the subject in bold font and the smoker had to click on the message subject to read the response.

Coding Process

To code messages and collect codes by categories, we used MAXQDA 10 (VERBI Software) [24-26], a qualitative data analysis software. This software facilitates coding by creating a hierarchical coding dictionary that can be directly mapped to the messages within the software. Authors AK, KL, BP, JW, HC, and SC were all involved in coding the messages. The principal investigator TH guided the process and trained the initial set of coders (BP and AK). BP participated in a training offered by the MAXQDA company on the tool and trained the rest of the coders on the tool. They also created a documentation of codes and coded an initial set of 10 messages under the guidance of TH. Each additional coder was integrated using the following process: They were provided the documentation of codes and asked to code the same 10 messages that had originally been coded by the first two coders (BP and AK). We, then, compared the new and original codes for interrater reliability (IRR). We reviewed the IRR results and compared them with the coding completed by the original coders. On the basis of this comparison and discussion, changes were made to code definitions. Each message was coded by at least 2 coders, and we calculated IRR for each set of 100 messages. After discussion, coder pairs reached agreement on codes used and resolved any discrepancies during the coding process. In the end, 100% agreement was achieved by consensus.

Development of Coding Schema for Analyzing the Tobacco Treatment Specialist Messages

Our coding schema was developed using the Motivational Interviewing Self-Evaluation Checklist and the Smoking Cessation Counseling (SCC) Scale. Motivational interviewing is a directive, patient-centered counseling style for eliciting behavior change by helping people to explore, clarify, and resolve ambivalence [27]. The Motivational Interviewing Self-Evaluation Checklist is a 7-item checklist, used as a self-evaluation tool to improve motivational interviewing skills [28-32]. This checklist is focused on engagement, assessing motivation, addressing ambivalence, promoting internal motivation, eliciting change talk, rolling with resistance, and supporting client strength. The SCC Scale is a 24-item questionnaire based on a 4-level response format. It was originally developed for nurses by the US Department of Health and Human Services to help in assessing, improving, or testing evidence-based methodologies for SCC [33]. The scale has both clinical relevance and research applications and can be used clinically to assess the quality of smoking cessation services [33,34]. We revised the SCC by converting its 4-level response to a 2-level response format, and by using the 17 items that focused on advanced and basic counseling after revising the scale.

We also assessed the content of messages initiated by the smokers. For this purpose, we iteratively developed a topical content coding schema (Multimedia Appendix 2). To develop this coding system, we first reviewed 20 messages for both TTSs and smokers and developed a preliminary coding schema based on these. We used this schema to code 20 additional messages, and then refined and added new codes if needed. We proceeded in blocks of 20 messages, and code definitions were revised several times before we finalized our content code category. The content themes included website content; treatment questions: general advice; treatment questions: advice behavioral; treatment questions: advice on treatments and over the counter medications (Rx and OTC); motivations; sociocultural; health; and current or past treatment and feedback from patients.
Data Collection
Data were collected online on the WATI. During registration, we collected demographic and smoking characteristics, and readiness to quit. The TTS and smoker messages were also recorded in the database. At follow-up, the 30-day point prevalence smoking cessation rate was assessed as self-report using the question Did you smoke any cigarettes during the past 30 days? [35]. We also assessed on a Likert scale whether communicating with the TTS was helpful to the smoker.

Data Analysis
Our analysis was conducted using STATA version 12 (StataCorp). All analyses were two-sided and alpha error was set at .05. We compared demographic characteristics and smoking behavior between those participants who had sent at least one message to the TTS and those who did not using the chi-square test or the Mantel-Haenszel method (MH odds) for trend. We used descriptive statistics (means or medians) to assess the codes in the TTS messages (Motivational Interviewing Self-Evaluation Checklist and SCC Scale codes). We compared the topical content codes in the TTS messages to the codes in the smoker messages. At the smoker level, we assessed the association between 6-month cessation and the frequency of each code in the TTS messages received by the smoker using separate logistic regression models for each code. For the independent variable for this analysis, we used the number of times the code appeared in messages to best represent the variations in TTS-smoker communication between the smokers. We assessed the association between smoking cessation and the selected TTS by adjusting for demographic characteristics and smoking characteristics at baseline. Furthermore, we assessed the association between 6-month cessation and the amount of TTS use and created a multivariable logistic model; adjusting for demographic characteristics, smoking characteristics at baseline, and the selected TTS. For this analysis, our dependent variable was the 30-day point prevalence cessation rate as described above. All those with missing follow-up data were coded as continued smoking. The amount of TTS use was the total number of messages sent to the TTS by each smoker. For our analysis, we categorized the amount of TTS use as follows: did not message the TTS, messaged the TTS 1 or 2 times, and messaged the TTS more than 2 times. We implemented a selection model using inverse probability weighting to determine the potential effect of the missing data [36,37]. First, based on covariates available within the dataset, we developed a logistic regression model to predict the amount of missing data. Then, we calculated the inverse probability of not being missing and weighted the main analysis by this probability.

Results
Comparing Characteristics of Smokers Using a Tobacco Treatment Specialist and Those Who Did Not Use a Tobacco Treatment Specialist
Approximately, a third of smokers (245/725, 33.8%) who were offered asynchronous counseling support sent messages at least once to the TTS (see the example of communication between smokers and TTSs in Multimedia Appendix 3). Those smokers who allowed smoking at home and who had visited a WATI before this study were more likely to use the TTS (P=.04 for both; Table 1). Among those who used the TTS and completed follow-up, 71% (32/45) reported that the communication was very helpful or somewhat helpful. In all, 29% (13/45) indicated that the communication was not very helpful or not at all helpful.
Table 1. Demographics and smoking behavior of participants, comparing those who messaged the tobacco treatment specialist (TTS) at least once and those who did not.

<table>
<thead>
<tr>
<th>Patient characteristics</th>
<th>Total smokers included in the study (N=725), n (%)</th>
<th>Messaged the TTS at least once during the 6-month period (n=245), n (%)</th>
<th>Did not message the TTS even once during the 6-month period, (n=480), n (%)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Overall</td>
<td>725</td>
<td>245 (33.8)</td>
<td>480 (66.2)</td>
<td>N/Aa</td>
</tr>
<tr>
<td><strong>Patient sex</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>469</td>
<td>165 (35.2)</td>
<td>304 (64.8)</td>
<td>N/A</td>
</tr>
<tr>
<td>Male</td>
<td>256</td>
<td>80 (31.2)</td>
<td>176 (68.8)</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Patient age (years)</strong></td>
<td></td>
<td></td>
<td></td>
<td>b</td>
</tr>
<tr>
<td>19-34</td>
<td>151</td>
<td>37 (24.5)</td>
<td>114 (75.5)</td>
<td>N/A</td>
</tr>
<tr>
<td>35-55</td>
<td>361</td>
<td>127 (35.2)</td>
<td>234 (64.8)</td>
<td>N/A</td>
</tr>
<tr>
<td>55-64</td>
<td>167</td>
<td>63 (37.7)</td>
<td>104 (62.3)</td>
<td>N/A</td>
</tr>
<tr>
<td>≥65</td>
<td>46</td>
<td>18 (39.1)</td>
<td>28 (60.9)</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Patient race</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>605</td>
<td>195 (32.2)</td>
<td>410 (67.8)</td>
<td>N/A</td>
</tr>
<tr>
<td>Black or African American</td>
<td>60</td>
<td>28 (46.7)</td>
<td>32 (53.3)</td>
<td>N/A</td>
</tr>
<tr>
<td>Other</td>
<td>22</td>
<td>9 (40.9)</td>
<td>13 (59.1)</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Patient education</strong></td>
<td></td>
<td></td>
<td></td>
<td>b</td>
</tr>
<tr>
<td>Some high school and high school graduate</td>
<td>245</td>
<td>71 (29.0)</td>
<td>174 (71.0)</td>
<td>N/A</td>
</tr>
<tr>
<td>Some college</td>
<td>306</td>
<td>109 (35.6)</td>
<td>197 (64.4)</td>
<td>N/A</td>
</tr>
<tr>
<td>College graduate or more</td>
<td>166</td>
<td>64 (38.5)</td>
<td>102 (61.5)</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Readiness to quit</strong></td>
<td></td>
<td></td>
<td></td>
<td>b</td>
</tr>
<tr>
<td>Not thinking of quitting and thinking of quitting</td>
<td>518</td>
<td>176 (34.0)</td>
<td>342 (66.0)</td>
<td>N/A</td>
</tr>
<tr>
<td>Set a quit date and already quit</td>
<td>202</td>
<td>69 (34.2)</td>
<td>133 (65.8)</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Allow smoking at home</strong></td>
<td></td>
<td></td>
<td></td>
<td>b</td>
</tr>
<tr>
<td>No</td>
<td>408</td>
<td>125 (30.6)</td>
<td>283 (69.4)</td>
<td>N/A</td>
</tr>
<tr>
<td>Yes</td>
<td>317</td>
<td>120 (37.8)</td>
<td>197 (62.2)</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Number of cigarettes smoked per day</strong></td>
<td></td>
<td></td>
<td></td>
<td>b</td>
</tr>
<tr>
<td>0-10</td>
<td>218</td>
<td>72 (33.0)</td>
<td>146 (67.0)</td>
<td>N/A</td>
</tr>
<tr>
<td>11-20</td>
<td>355</td>
<td>117 (32.9)</td>
<td>238 (67.1)</td>
<td>N/A</td>
</tr>
<tr>
<td>&gt;20</td>
<td>152</td>
<td>56 (36.8)</td>
<td>96 (63.2)</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Visited other smoking cessation websites before the study</strong></td>
<td></td>
<td></td>
<td></td>
<td>b</td>
</tr>
<tr>
<td>No</td>
<td>565</td>
<td>180 (31.8)</td>
<td>385 (68.2)</td>
<td>N/A</td>
</tr>
<tr>
<td>Yes</td>
<td>160</td>
<td>65 (40.6)</td>
<td>95 (59.4)</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Quit attempt (1 day or more) in the past 12 months</strong></td>
<td></td>
<td></td>
<td></td>
<td>b</td>
</tr>
<tr>
<td>No</td>
<td>321</td>
<td>106 (33.0)</td>
<td>215 (67.0)</td>
<td>N/A</td>
</tr>
<tr>
<td>Yes</td>
<td>404</td>
<td>139 (34.4)</td>
<td>265 (65.6)</td>
<td>N/A</td>
</tr>
</tbody>
</table>

aN/A: not applicable.
bTest for trend analysis.
Message Use Frequency and Volume
A total of 1082 messages (TTSs: 565/1082, 52.2%; smokers: 517/1082, 47.8%) were exchanged between the smokers and TTSs. Among those smokers who messaged at least once, the mean number of messages sent was 2.6 (SD 4.5, median 1, IQR 1). The frequency of messages sent by TTS 1 was 341 (mean 6.1, SD 6.4; median 4, IQR 6), by TTS 2 was 370 (mean 9.7, SD 12.2; median 3, IQR 11), and by TTS 3 was 371 (mean 6.7, SD 8.9; median 2, IQR 7).

Comparison of Tobacco Treatment Specialist Motivational Messaging Codes
Motivational Interviewing Self-Evaluation Checklist
The majority of motivational interviewing codes were those that supported client strengths (280/517, 54.1%) and promoted engagement (280/5170, 54.1%; Table 2). For example, a TTS message highlighting the client strength was “well it sounds like you certainly have good experience with nicotine replacement, which is good because you have an idea of what works and what doesn’t.”
Table 2. Frequency of codes in messages (N=517).

<table>
<thead>
<tr>
<th>Scale, category of codes, and codes</th>
<th>Messages, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Motivational Interviewing Scale</strong></td>
<td></td>
</tr>
<tr>
<td>Supporting client strengths</td>
<td>280 (54.1)</td>
</tr>
<tr>
<td>Explored previous successes</td>
<td>N/A</td>
</tr>
<tr>
<td>Explored positive qualities</td>
<td>N/A</td>
</tr>
<tr>
<td>Accentuated <em>any</em> motivation for change</td>
<td>N/A</td>
</tr>
<tr>
<td>Highlighted any efforts towards change</td>
<td>N/A</td>
</tr>
<tr>
<td>Used affirmations to highlight strengths, motivation</td>
<td>N/A</td>
</tr>
<tr>
<td>Engagement</td>
<td>280 (54.1)</td>
</tr>
<tr>
<td>Worked to fully understand the problem and the client’s perspective before moving toward change</td>
<td>N/A</td>
</tr>
<tr>
<td>Focused on engagement before change</td>
<td>N/A</td>
</tr>
<tr>
<td>Used reflective listening to convey empathy and understanding</td>
<td>N/A</td>
</tr>
<tr>
<td>Used affirmations to build a positive relationship</td>
<td>N/A</td>
</tr>
<tr>
<td>Eliciting change talk</td>
<td>110 (21.3)</td>
</tr>
<tr>
<td>Asked about concerns using open-ended questions or reflective listening</td>
<td>N/A</td>
</tr>
<tr>
<td>Asked for elaboration about concerns</td>
<td>N/A</td>
</tr>
<tr>
<td>Explored client values as they relate to change</td>
<td>N/A</td>
</tr>
<tr>
<td>Selectively responded to change talk with curiosity, interest</td>
<td>N/A</td>
</tr>
<tr>
<td>Explored pros and cons or decisional balance</td>
<td>N/A</td>
</tr>
<tr>
<td>Used low-threshold questions</td>
<td>N/A</td>
</tr>
<tr>
<td>Promoting internal motivation</td>
<td>106 (20.5)</td>
</tr>
<tr>
<td>Elicited and respected the client’s goals for treatment</td>
<td>N/A</td>
</tr>
<tr>
<td>Explored values underlying the motivation for change</td>
<td>N/A</td>
</tr>
<tr>
<td>Supported autonomy in decision making</td>
<td>N/A</td>
</tr>
<tr>
<td>Assessing motivation</td>
<td>78 (15.1)</td>
</tr>
<tr>
<td>Identified a target behavior</td>
<td>N/A</td>
</tr>
<tr>
<td>Identified stage of change</td>
<td>N/A</td>
</tr>
<tr>
<td>Used importance, confidence, and readiness ruler</td>
<td>N/A</td>
</tr>
<tr>
<td>Differentiated between different areas of motivation (eg, substance use vs mental health; treatment vs change)</td>
<td>N/A</td>
</tr>
<tr>
<td>Addressing ambivalence</td>
<td>72 (13.9)</td>
</tr>
<tr>
<td>Normalized ambivalence</td>
<td>N/A</td>
</tr>
<tr>
<td>Explored ambivalence</td>
<td>N/A</td>
</tr>
<tr>
<td>Reframed ambivalence</td>
<td>N/A</td>
</tr>
<tr>
<td>Used a decisional balance</td>
<td>N/A</td>
</tr>
<tr>
<td>Avoided direct persuasion</td>
<td>N/A</td>
</tr>
<tr>
<td>Explored pros and cons of change</td>
<td>N/A</td>
</tr>
<tr>
<td>Rolling with resistance</td>
<td>48 (9.3)</td>
</tr>
<tr>
<td>Affirmation (external reframe)</td>
<td>N/A</td>
</tr>
<tr>
<td>Empathic response</td>
<td>N/A</td>
</tr>
<tr>
<td>Reflective listening</td>
<td>N/A</td>
</tr>
<tr>
<td>Providing choice</td>
<td>N/A</td>
</tr>
<tr>
<td>Nondefensive response</td>
<td>N/A</td>
</tr>
</tbody>
</table>

Smoking Cessation Counseling Scale
Scale, category of codes, and codes | Messages, n (%)  
--- | ---
**Basic counseling** |   
If willing to quit, provide assistance | 247 (47.8)  
Ask if willing to quit | 26 (5.0)  
If not quitting, help identify barriers | 23 (4.4)  
**Advanced counseling** |   
Helping smokers prepare to quit \(^b\) | 206 (39.8)  
Helping smokers anticipate barriers \(^c\) | 197 (38.1)  
Managing relapses \(^d\) | 73 (14.1)  
Advising smokers to set a quit date | 47 (9.2)  
Getting social support \(^e\) | 46 (8.9)  

\(^a\)N/A: not applicable.  
\(^b\)Helping smokers prepare to quit codes include identify reasons and benefits for quitting; provide information for follow-up visits with doctor; and recommend over-the-counter nicotine patch, other medications.  
\(^c\)Helping smokers anticipate barriers codes include anticipate challenges in the beginning; anticipate nicotine withdrawal; alcohol is associated with relapse; and review past quit attempts, what helped, and what led to relapse.  
\(^d\)Manage relapses codes include if relapse occurs, review and learn from experience; if relapse occurs, repeat quit attempts; if relapse occurs, reassess problems; and total abstinence is essential.  
\(^e\)Getting social support codes include get support from family, friends, and coworkers; and other smokers in house are not helpful.

**Smoking Cessation Counseling Scale**

SCC Scale code analysis showed that the TTS messages provided assistance to smokers if they were willing to quit (247/517, 47.8%; Table 2). For example, a TTS message that included this code was *When you feel you are ready, I am here to help you.* The TTS messages also included the use of advanced counseling strategies to help the smokers prepare to quit (206/517, 39.8%) and anticipate barriers (197/517, 38.1%), such as *Have you thought about ways other than smoking that can help you deal with stress after you quit? Perhaps this is an important first step. It helps to plan as much as possible before you quit to avoid slips.*

**Topical Content Codes: Comparison of Tobacco Treatment Specialist and Smoker Messages**

TTS messages and smoker messages differed in their content (Figure 1). The majority of smoker messages discussed motivations to quit (234/565, 41.4%) and current and past treatments, including their previous use of nicotine replacement therapy and medications (201/565, 35.6%). An example smoker message is as follows:

*I just lost my mom and step father, both from smoking related disease’s. I don’t want to die like that, so i will use all help, and support i can get.*

The majority of TTS messages used behavioral strategies (233/517, 45.1%), offered advice on treatments (189/517, 36.5%), and highlighted motivations to quit (171/517, 33.1%).
In the following example, a TTS response established the importance of general behavioral strategy:

Most importantly, you should ask your husband to not smoke around you. Your friends and family can be a big help during your quit attempt if you let them know what you need and they support you in quitting. Talk to them about what you will be experiencing during your quit attempt. For example, you may find you have a shorter temper during your quit process. Let your friends or family know this and not to take it personal if you are grumpy.

Association Between the Point Prevalence Cessation Rate Assessed at 6 Months Using a 30-Day Window and the Selected Tobacco Treatment Specialist, the Content of Tobacco Treatment Specialist Motivational Messages, and Amount of Tobacco Treatment Specialist Use

After adjusting for gender, age, race, education, readiness at baseline, and number of cigarettes smoked per day at baseline, compared with TTS 1, the odds of quitting were lower for TTS 2 (OR 0.4; 95% CI 0.1-1.3) and TTS 3 (OR 0.9 95% CI 0.4-2.4), but not significant. There was no association between the codes in the TTS messages and smoking cessation (Table 3). There was also no association between the total SCC score and smoking cessation (OR 1.02; 95% CI 0.96-1.08).

The amount of TTS use (ie, the total number of messages sent to the TTS by each smoker) ranged from 0 to 42. In all, 66.2% (480/725) of smokers had never used the TTS, 26.1% (189/725) of smokers had used the TTS one or two times, and 7.7% (56/725) of smokers had used it more than two times. There was no association between the amount of TTS use and cessation. In the multivariable model after adjusting for gender, age, race, education, readiness at baseline, number of cigarettes smoked per day at baseline, and the selected TTS, compared with smokers who did not message the TTS, smokers messaging the TTS one or two times had a smoking cessation OR of 0.8 (95% CI 0.4-1.4), and those that messaged the TTS more than two times had a smoking cessation OR of 1.0 (95% CI 0.4-2.3; \(P=0.50\) for trend across categories). In the inverse probability weighted model, the smokers messaging the TTS one or two times had a smoking cessation OR of 0.7 (95% CI 0.4-1.3), and those that messaged the TTS more than two times had a smoking cessation OR of 0.7 (95% CI 0.3-1.7; \(P=0.20\) for trend across categories).
Table 3. Association between smoking cessation and the frequency of codes.

<table>
<thead>
<tr>
<th>Scale, category of codes, and codes</th>
<th>Odds ratio (95% CI) using separate logistic regression models for each code</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Motivational Interviewing Scale</strong></td>
<td></td>
</tr>
<tr>
<td><strong>Supporting client strengths</strong></td>
<td></td>
</tr>
<tr>
<td>Explored previous successes</td>
<td>1.12 (0.98-1.32)</td>
</tr>
<tr>
<td>Explored positive qualities</td>
<td></td>
</tr>
<tr>
<td>Accentuated any motivation for change</td>
<td></td>
</tr>
<tr>
<td>Highlighted any efforts towards change</td>
<td></td>
</tr>
<tr>
<td>Used affirmations to highlight strengths, motivation</td>
<td></td>
</tr>
<tr>
<td><strong>Engagement</strong></td>
<td></td>
</tr>
<tr>
<td>Worked to fully understand the problem and the client’s perspective before moving toward change</td>
<td>1.06 (0.88-1.27)</td>
</tr>
<tr>
<td>Focused on engagement before change</td>
<td></td>
</tr>
<tr>
<td>Used reflective listening to convey empathy and understanding</td>
<td></td>
</tr>
<tr>
<td>Used affirmations to build a positive relationship</td>
<td></td>
</tr>
<tr>
<td><strong>Eliciting change talk</strong></td>
<td></td>
</tr>
<tr>
<td>Asked about concerns using open-ended questions or reflective listening</td>
<td>1.10 (0.74-1.62)</td>
</tr>
<tr>
<td>Asked for elaboration about concerns</td>
<td></td>
</tr>
<tr>
<td>Explored client values as they relate to change</td>
<td></td>
</tr>
<tr>
<td>Selectively responded to change talk with curiosity, interest</td>
<td></td>
</tr>
<tr>
<td>Explored pros and cons or decisional balance</td>
<td></td>
</tr>
<tr>
<td>Used low-threshold questions</td>
<td></td>
</tr>
<tr>
<td><strong>Promoting internal motivation</strong></td>
<td></td>
</tr>
<tr>
<td>Elicited and respected the client’s goals for treatment</td>
<td>1.20 (0.74-1.82)</td>
</tr>
<tr>
<td>Explored values underlying the motivation for change</td>
<td></td>
</tr>
<tr>
<td>Supported autonomy in decision making</td>
<td></td>
</tr>
<tr>
<td><strong>Assessing motivation</strong></td>
<td></td>
</tr>
<tr>
<td>Identified a target behavior</td>
<td>1.05 (0.52-2.09)</td>
</tr>
<tr>
<td>Identified stage of change</td>
<td></td>
</tr>
<tr>
<td>Used importance, confidence, and readiness ruler</td>
<td></td>
</tr>
<tr>
<td>Differentiated between different areas of motivation (eg, substance use vs mental health; treatment vs change)</td>
<td></td>
</tr>
<tr>
<td><strong>Addressing ambivalence</strong></td>
<td></td>
</tr>
<tr>
<td>Normalized ambivalence</td>
<td>0.94 (0.55-1.63)</td>
</tr>
<tr>
<td>Explored ambivalence</td>
<td></td>
</tr>
<tr>
<td>Reframed ambivalence</td>
<td></td>
</tr>
<tr>
<td>Used a decisional balance</td>
<td></td>
</tr>
<tr>
<td>Avoided direct persuasion</td>
<td></td>
</tr>
<tr>
<td>Explored pros and cons of change</td>
<td></td>
</tr>
<tr>
<td><strong>Rolling with resistance</strong></td>
<td></td>
</tr>
<tr>
<td>Affirmation (external reframe)</td>
<td>0.82 (0.35-1.92)</td>
</tr>
<tr>
<td>Empathic response</td>
<td></td>
</tr>
<tr>
<td>Reflective listening</td>
<td></td>
</tr>
<tr>
<td>Providing choice</td>
<td></td>
</tr>
</tbody>
</table>
## Discussion

### Principal Findings

Our discussion focuses on three topics: (1) approximately, one-third of the smokers who were offered an opportunity to asynchronously communicate with the TTS over the web chose to use the service, suggesting some level of interest in the service; (2) the coding analysis demonstrated that the TTSs were able to deliver best practice–based counseling on this asynchronous medium; and (3) the finding of no association between the amount of TTS use and smoking cessation has important implications.

Previous interventions with web-based counseling for a variety of behavioral and mental health conditions have had inconsistent results, with negative studies being a common finding. However, as these studies did not explore the message content, we cannot say whether these interventions delivered counseling that included evidence-based communication patterns. Thus, one goal was to understand the content of the messages. In our previous publication, we have qualitatively analyzed the communication between the smoker and the TTS and identified seven basic themes in the communication—talk about the process of quitting, barriers to quitting, reasons to quit, quit history, support and strategies for quitting, quitting with medication, and quit progress [15]. This paper adds to this evaluation by conducting a semiquantitative coding analysis and evaluating the association between the codes and the number of messages and smoking cessation. We also evaluated whether the content and volume of messages were related to the cessation outcomes at 6 months.

As noted, a third of our participants chose to message the TTS without actively prompting them. Please note that we did not require the smoker to message the TTS. In a study with smokers from Arkansas Children’s Hospital, 21% of smokers participated following a fax referral [38]. Fax referral is a process in which smokers are referred to a quit line by simply faxing a referral form to the quit line. Quitline TTS, then, proactively calls the smoker to setup the counseling sessions. In an observational study of faxed referrals to the Ohio Tobacco Quit Line, 23% (n=1616) of smokers were able to be enrolled out of a total of 6951 faxed referrals [39]. These results may suggest that there is some merit to our assumption that asynchronous counseling offers a lower barrier to access, acknowledging that the participants in our study may be more motivated to quit than the general population of smokers, as indicated by their registration on WATI. Furthermore, among those who communicated with the TTS, the majority (32/45, 71%) indicated the communication was helpful.

We used the Motivational Interviewing Self-Evaluation Checklist and the SCC Scale for developing our codes to evaluate the TTS messaging. As noted above, the Motivational Interviewing Self-Evaluation Checklist was originally developed as a self-evaluation tool to improve motivational interviewing skills [28-32], while the SCC Scale was originally developed to help in assessing, improving, or testing evidence-based methodologies for SCC [33]. A contribution of our work is adapting these to code messages between TTSS and smokers.

### Scale, category of codes, and codes

<table>
<thead>
<tr>
<th>Scale, category of codes, and codes</th>
<th>Odds ratio (95% CI) using separate logistic regression models for each code</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nondefensive response</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Smoking Cessation Counseling Scale</strong></td>
<td></td>
</tr>
<tr>
<td><strong>Basic counseling</strong></td>
<td></td>
</tr>
<tr>
<td>If willing to quit, provide assistance</td>
<td>1.0 (0.69-1.42)</td>
</tr>
<tr>
<td>Ask if willing to quit</td>
<td>0.72 (0.18-2.97)</td>
</tr>
<tr>
<td>If not quitting, help identify barriers</td>
<td>1.44 (0.60-3.41)</td>
</tr>
<tr>
<td><strong>Advanced counseling</strong></td>
<td></td>
</tr>
<tr>
<td>Helping smokers prepare to quit(^b)</td>
<td>1.0 (0.82-1.21)</td>
</tr>
<tr>
<td>Helping smokers anticipate barriers(^c)</td>
<td>1.07 (0.88-1.31)</td>
</tr>
<tr>
<td>Managing relapses(^d)</td>
<td>0.88 (0.54-1.45)</td>
</tr>
<tr>
<td>Advising smokers to set a quit date</td>
<td>1.24 (0.66-2.35)</td>
</tr>
<tr>
<td>Getting social support(^e)</td>
<td>1.04 (0.6-1.80)</td>
</tr>
</tbody>
</table>

\(^a\)N/A: not applicable.
\(^b\)Helping smokers prepare to quit codes include identify reasons and benefits for quitting; provide information for follow-up visits with doctor; and recommend over-the-counter nicotine patch, other medications.
\(^c\)Help smokers anticipate barriers codes include anticipate challenges in the beginning; anticipate nicotine withdrawal; alcohol is associated with relapse; and review past quit attempts, what helped, and what led to relapse.
\(^d\)Manage relapses codes include if relapse occurs, review and learn from experience; if relapse occurs, repeat quit attempts; if relapse occurs, reassess problems; and total abstinence is essential.
\(^e\)Getting social support codes include get support from family, friends, and coworkers; and other smokers in house are not helpful.
on the web. Some of the messages included motivational interviewing and other behavioral strategies. The techniques used included supporting client strengths and promoting engagement, among others. TTSs were able to include messaging to help smokers prepare to quit and anticipate barriers.

In our content analysis of the smokers’ messages, we found that smokers’ messages most often discussed motivations to quit and current and past treatments used for smoking cessation, including their previous use of nicotine replacement therapy and medications. This suggested that smokers were able to express their motivations to quit, as well as the challenges they face while quitting. In addition, smokers were also able to express what worked or did not work in their past treatment. This ability of the smokers to include these concepts in their messages is important as it allows the TTSs to tailor their messaging to the smokers. This was evident in our analysis of the TTS messaging, during which TTSs were able to incorporate behavioral strategies, offer advice on treatments, and highlight motivations to quit.

We did not find any association between smoking cessation and the codes in the TTS messages, the selected TTS, and the amount of TTS use. As noted above, only a third of our participants chose to message the TTS and even among these participants, the mean number of messages sent was 2.6. This may have contributed to our inability to detect an effect. The tobacco treatment guidelines recommend four or more sessions to increase the effectiveness of counseling [1]. A previous meta-analysis has also indicated that the session length is an important factor in the effectiveness of counseling [1]. For the light-touch, low-intensity approach of asynchronous counseling, the number of interactions may need to be higher. In future work, we plan to explore approaches to increase engagement, both in terms of overall use of asynchronous counseling and the number of interactions between TTSs and smokers. First, accessing the TTS by logging into the web interface may be a barrier. Future studies could test whether text messaging and mobile phone–based access further reduce barriers to access. Second, users may need tailored and proactive messaging to continually motivate and encourage them to participate in asynchronous counseling. As noted, our study identified certain characteristics that were significantly associated with participation; compared with those who did not message the TTS, smokers who messaged the TTS were those who allowed smoking at home and who had visited a WAI1 before this study. These characteristics could potentially be used to tailor messages to motivate the smokers to engage in asynchronous counseling with the TTS.

Future trials should test asynchronous counseling in combination with synchronous counseling, as asynchronous counseling may be most beneficial when used as an augmentation to synchronous counseling. For example, the asynchronous counseling could be used in between synchronous counseling sessions to continually support the smoker. The timing (whether the synchronous counseling session precedes or follows the start of the asynchronous counseling) and the number of synchronous counseling sessions need to be tested. Furthermore, it is difficult to find an overall impact of TTS use because the content of the messages varied considerably.

Limitations
This was an observational study. Furthermore, not all smokers who participated in the larger randomized clinical trials participated in this study. Although this circumstance helped identify those who are likely to use the service, this may have caused some selection bias. The number of interactions between the TTSs and the smokers were also low. As this was a secondary, exploratory analysis, our study had limited power. Comparing TTS use=0 with TTS use=top quartile, we found a difference in cessation of 3% (top quartile: 9/56, 16%; 0 use: 62/480, 12.9%). With the sample available, we were powered to detect a difference of 11%.

Conclusions
Asynchronous counseling may be able to augment synchronous counseling, providing smokers the ability to connect with counselors at their convenience. We did not find an association between asynchronous counseling and smoking cessation. There are several potential explanations for this finding, including a lack of intervention engagement by participants, a lack of intervention fidelity (the counselors did not deliver evidence-based support), and a lack of power. We have now demonstrated that evidence-based cessation counseling did occur. Our discussion outlines several approaches to potentially increasing the effectiveness of asynchronous counseling, including a discussion of approaches to increase participant engagement, and testing the asynchronous counseling in combination with synchronous counseling. Future studies are needed to address the best ways to use asynchronous counseling for helping smokers.
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Abstract

Background: The advancement of health care information technology and the emergence of artificial intelligence has yielded tools to improve the quality of various health care processes. Few studies have investigated employee perceptions of artificial intelligence implementation in Saudi Arabia and the Arabian world. In addition, limited studies investigated the effect of employee knowledge and job title on the perception of artificial intelligence implementation in the workplace.

Objective: The aim of this study was to explore health care employee perceptions and attitudes toward the implementation of artificial intelligence technologies in health care institutions in Saudi Arabia.

Methods: An online questionnaire was published, and responses were collected from 250 employees, including doctors, nurses, and technicians at 4 of the largest hospitals in Riyadh, Saudi Arabia.

Results: The results of this study showed that 3.11 of 4 respondents feared artificial intelligence would replace employees and had a general lack of knowledge regarding artificial intelligence. In addition, most respondents were unaware of the advantages and most common challenges to artificial intelligence applications in the health sector, indicating a need for training. The results also showed that technicians were the most frequently impacted by artificial intelligence applications due to the nature of their jobs, which do not require much direct human interaction.

Conclusions: The Saudi health care sector presents an advantageous market potential that should be attractive to researchers and developers of artificial intelligence solutions.

(J Med Internet Res 2020;22(5):e17620) doi:10.2196/17620
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Introduction

Overview

Recently, health care systems in several countries have begun to rely on storage of patient information to provide the best quality of health care. Due to rapid technological developments, health care information technology solutions provide the capacity to store enormous volumes of patient data; however, appropriate utilization of this data is essential to enhance health care quality, improve decision making, and reduce costs [1,2].

Over the last decade, artificial intelligence (AI) has provided significant advancements in this regard [3]. Artificial intelligence technologies were developed to offer practical benefits in different areas including health care applications [4,5]. A common feature of AI is the replication of human intellectual functions. From the health care perspective, AI brings a “paradigm shift to health care, powered by increasing availability of health care data and rapid progress of analytics techniques” [6].

Despite its promise, health sector employees have mixed attitudes and feelings regarding the implementation of AI
technologies [7,8]. This study investigated the attitudes and perceptions of the emergence of AI technologies among health care employees in Saudi Arabia.

Related Studies

Sarwar et al [9] used a questionnaire distributed to 487 pathologist respondents from 54 countries to explore perspectives of AI implementation in clinical practice. Their findings revealed generally positive attitudes toward AI, with approximately 75% reporting excitement or interest in AI as a diagnostic tool for improving quality and efficiency in pathology workflows. About 80% of the participants predicted the introduction of AI technology into the pathology laboratory in the coming years [9].

According to Brougham and Haar [10], futurists expect that nearly one-third of all existing jobs could be replaced by AI, smart technology algorithms (STARA), and robotics by the year 2025. There is limited information, however, about how employees perceive these technological innovations within the scope of their own careers and how they are being prepared for these possible changes. STARA awareness was created as a new measure for this research, capturing the degree to which employees feel their job might be replaced by technology. As career progression and associated technology knowledge increase with age, age was also tested as a STARA moderator. By employing a mixed methods approach with 120 employees, STARA awareness was tested on a range of jobs and well-being. STARA awareness was inversely correlated with career satisfaction and organizational commitment, and directly correlated with depression, cynicism, and turnover intentions [10].

Alamanova [11] investigated the perceptions of AI among human resource (HR) professionals in the fields of leadership, consultancy, and recruitment. The results showed that HR professionals have different feelings about AI than they do about other new technologies, as they were excited about reducing manual workloads while remaining cautious about adding excessive functionality to computing machines. In addition to electronic human resource management applications, HR professionals had concerns regarding technology interfaces and pricing [11].

Zande [12] explored workforce perspectives on Robotic Process Automation (RPA) implementation by conducting 8 interviews with staff whose jobs are automated by RPA. The study concluded that employees perceived the implementation of RPA as positive before and after its implementation. Because of the simple nature of the automated processes, employees believed that RPA implantation reduced their workload. The employees also expected their jobs to become more diverse and interesting. They continued to feel positive after implementation while also expressing concerns about the occurrence of process errors and how to handle those errors when the availability of technology expertise is limited [12].

Maskara et al [13] investigated current and future applications as well as employee acceptance of AI in the medical field. The sample included 73 cardiologists, dentists, ophthalmologists, and surgeons. Phone-based and face-to-face interviews were conducted to understand respondents’ perception and awareness of AI solutions. Most respondents were aware of AI interventions in use in their field and some were already harnessing AI themselves; however, while doctors were aware of the advantages of AI advantages, they also perceived disadvantages in the high cost and lack of human touch [14].

Oh et al [8] explored AI awareness among doctors and assessed their attitudes toward medical AI applications. An online questionnaire conducted and distributed to 669 participants showed that doctors have positive attitudes toward AI implementation in the medical field. Most of the surveyed physicians assumed that their roles will not be replaced by AI [8].

Van Ittersum et al [13] sought to understand technology acceptance through review study and qualitative model development. They found that several variables influence technology acceptance, including the technology itself, characteristics of the individual user, and features of the organization of technologies used in the work environment. Individual user characteristics and technology characteristics interact to influence acceptance in terms of attitudes, intentions, and behaviors. Other variables such as technophobia, knowledge, or prior experience can be changed through exposure or training and instruction. Companies therefore have an opportunity to influence acceptance. A similar logic applies to organizational user characteristics. Opportunities to influence acceptance are provided when the variables affecting that acceptance are understood, such as ease of use, complexity, and fun/enjoyment, which can also be influenced through marketing activities. Other factors such as privacy, risk, and compatibility can be considered during the design process to maximize acceptance by at least some user groups [13].

Although these studies concentrated on the employee perceptions of AI implementation in their fields, the influence of different job types was not considered, nor did these studies consider respondents’ knowledge of AI, although such knowledge could significantly influence perception. Finally, there is a clear lack of research on this subject in the Arabian and Saudi context despite the revolution that this area is witnessing in this field. This study was intended to fill this gap and find answers to the following questions:

1. What is the level of employees’ knowledge about AI in the health care sector?
2. What is the perception of AI implementation among employees in the health care sector in Saudi Arabia?
3. Does job type influences perceptions of AI implementation of?

Table 1 summarizes prior studies on the subject.
Table 1. Summary of related studies.

<table>
<thead>
<tr>
<th>Author</th>
<th>Year</th>
<th>Country</th>
<th>Field</th>
<th>Study type</th>
<th>Sample size</th>
<th>Main results</th>
</tr>
</thead>
<tbody>
<tr>
<td>Alamanova [11]</td>
<td>2018</td>
<td>Estonia</td>
<td>Human resources</td>
<td>Qualitative</td>
<td>5</td>
<td>• Varying feelings about AI&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>• Focus on technology price and interface</td>
</tr>
<tr>
<td>Zande [12]</td>
<td>2018</td>
<td>Netherlands</td>
<td>Jobs automated by RPA&lt;sup&gt;b&lt;/sup&gt;</td>
<td>Qualitative</td>
<td>8</td>
<td>• Positive attitudes toward technology implementation</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>• Participants showed little concern</td>
</tr>
<tr>
<td>Maskara et al [14]</td>
<td>2017</td>
<td>India</td>
<td>Medical field</td>
<td>Qualitative</td>
<td>73</td>
<td>• Most respondents aware of AI interventions</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>• Some perceived disadvantages of AI</td>
</tr>
<tr>
<td>Oh et al [8]</td>
<td>2019</td>
<td>South Korea</td>
<td>Medical field</td>
<td>Quantitative</td>
<td>669</td>
<td>• Positive attitudes toward AI implementation in the medical field</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>• Assumption that roles will not be replaced by AI</td>
</tr>
</tbody>
</table>

<sup>a</sup>AI: artificial intelligence.
<sup>b</sup>RPA: robotic process automation.

Methods

This study employed a descriptive analytical method and relied on a quantitative approach to collect primary data. The study was conducted from September 2018 to April 2019 at 4 of the main hospitals in Riyadh, Saudi Arabia. Figure 1 illustrates the study workflow. Each phase of the study will be discussed in detail in the following sections.

Figure 1. Survey workflow.

Population and Sample

The study population included all employees in public health care institutions in Saudi Arabia in the years 2018 and 2019, with a total of 300,699 working staff including physicians, nurses, pharmacists, and support staff [15]. The study sample consisted of 250 employees in the 4 largest hospitals in Riyadh, Saudi Arabia, which is home to 618 health institutions [16]. The sample included three types of employee: doctors, nurses, and technicians. Adequate sample size was met by convenience [17] and snowball sampling [18]. We employed Cohen’s formula, which suggests that the effect size is low when the r value varies around 0.1, medium when the r value varies around 0.3, and large when the r value varies more than 0.5 [19]. The power analysis showed that a sample of 250 would provide an 80% chance of detecting correlations of ±0.223 at P≤.05.

Questionnaire

The questionnaire was adapted from Oh et al [8] with revision, including changing the questions from multiple choice to a Likert scale and omitting questions related to pure medicine, as the original questionnaire targeted doctors. The questionnaire in its final form consisted of two main parts. The first part comprised a set of demographic questions to capture gender, age, job type, and level of educational attained. The second part of the questionnaire consisted of three sections. The first section (perceptions of AI) included four items: “I have a good knowledge about AI”, “AI abilities are superior to the experience of humans”, “AI could replace me in my job”, “I have high hopes about AI applications in the health care sector”. The second section (the advantages of using AI) included five items: “AI can speed up the process in health care”; “AI can help reduce medical errors”; “AI can deliver clinically relevant, vast amounts of high-quality data in real time”; “AI has no space-time constraint”; “AI suffers no emotional exhaustion or physical limitation”. The final section (problems for AI application in health care) included five items: “AI cannot be used to provide opinions in unexpected situations”, “AI is not flexible enough to be applied to every patient”, “AI is difficult
to apply to controversial subjects”, “AI has low ability to sympathize and consider the emotional well-being of the patient”, “AI was developed by a specialist with little clinical experience in medical practice”.

The questionnaire was validated by introducing it to a panel of experts in the medical and AI fields and circulated to a pilot sample of 15 employees from outside the sample population. Participants at this stage were asked to assess the clarity of the questions. Questionnaire reliability was established through the test-retest method, which is used to test changes when measuring a stable individual characteristic on different occasions [20]. The pilot study was resent to the same pilot sample of 15 employees after a 3-week period.

Data Analysis
Data were collected, categorized, and coded using Microsoft Excel (Microsoft Corporation) and then analyzed using Statistical Package for the Social Sciences (IBM Corporation). The mean, standard deviation, frequencies, and percentages were calculated for each question, while analysis of variance (ANOVA) was used to test for significant differences between the different demographic variables. Likert scores of 1-2.60 were considered low, 2.61-3.40 were considered moderate, and 3.41-5 were considered high.

Results
Table 2 shows the distribution of demographic variables among the questionnaire sample. Most of the sample (187/250, 74.8%) were female, as the majority of the sample were nurses (121/250, 48.4%) and between 20 and 40 years old (186/250, 74.8%). Moreover, nearly half of the respondents had a bachelor’s degree (138/250, 55.2%).

Table 3 lists the respondents’ answers regarding perception of AI technologies. The overall perception toward AI was moderate, with a mean of 3.01 (SD 1.13). More specifically, the item “AI could replace me in my job” ranked first with a mean of 3.11 (SD 1.17) or moderate on the Likert scale, while the least-applicable item was “I have good knowledge of AI” with a mean of 2.95 (SD 1.14) or moderate on the Likert scale.
Table 3. Perceptions of AI (N=250).

<table>
<thead>
<tr>
<th>Rank</th>
<th>Question</th>
<th>Mean (SD)</th>
<th>n</th>
<th>Approximate agree rate</th>
<th>Level</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>I have good knowledge of AI</td>
<td>2.95 (1.14)</td>
<td>185</td>
<td>74%</td>
<td>Moderate</td>
</tr>
<tr>
<td>2</td>
<td>AI abilities are superior to human experience</td>
<td>3.01 (1.17)</td>
<td>187</td>
<td>75%</td>
<td>Moderate</td>
</tr>
<tr>
<td>1</td>
<td>AI could replace me in my job</td>
<td>3.11 (1.13)</td>
<td>195</td>
<td>78%</td>
<td>Moderate</td>
</tr>
<tr>
<td>3</td>
<td>I have high hopes about AI applications in the health care sector</td>
<td>2.96 (1.11)</td>
<td>185</td>
<td>74%</td>
<td>Moderate</td>
</tr>
<tr>
<td>N/A</td>
<td>Overall perception of AI</td>
<td>3.01 (1.13)</td>
<td>187</td>
<td>75%</td>
<td>Moderate</td>
</tr>
</tbody>
</table>

aAI: artificial intelligence.  
bN/A: not applicable.

Table 4 lists respondents’ answers regarding the advantages of using AI. Overall, the response was moderate with a mean of 3.36 (SD 1.16). The belief that “AI can speed up the process in health care” ranked first with a high level of acceptance (mean 3.50, SD 1.23). The lowest-ranked item was “AI can deliver clinically relevant, vast amounts of high-quality data in real time” with a mean of 3.24 (SD 1.17), a moderate level on the Likert scale.

Table 4. The advantages of using AI (N=250).

<table>
<thead>
<tr>
<th>Rank</th>
<th>Question</th>
<th>Mean (SD)</th>
<th>n</th>
<th>Approximate agree rate</th>
<th>Level</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>AI can speed up the process in health care</td>
<td>3.50 (1.23)</td>
<td>175</td>
<td>70%</td>
<td>High</td>
</tr>
<tr>
<td>3</td>
<td>AI can help reduce the number of medical errors</td>
<td>3.36 (1.08)</td>
<td>167</td>
<td>67%</td>
<td>Moderate</td>
</tr>
<tr>
<td>5</td>
<td>AI can deliver clinically relevant, vast amounts of high-quality data in real time</td>
<td>3.24 (1.17)</td>
<td>162</td>
<td>65%</td>
<td>Moderate</td>
</tr>
<tr>
<td>2</td>
<td>AI has no space-time constraint</td>
<td>3.45 (1.17)</td>
<td>172</td>
<td>69%</td>
<td>High</td>
</tr>
<tr>
<td>4</td>
<td>AI has no emotional exhaustion or physical limitation</td>
<td>3.27 (1.16)</td>
<td>162</td>
<td>65%</td>
<td>Moderate</td>
</tr>
<tr>
<td>N/A</td>
<td>The advantages of using AI overall perception</td>
<td>3.36 (1.16)</td>
<td>167</td>
<td>67%</td>
<td>Moderate</td>
</tr>
</tbody>
</table>

aN/A: not applicable.

Table 5 lists respondents’ perceptions of problems in applying AI in health care. Generally, a moderate response was observed with a mean of 3.37 (SD 1.16). The response “AI is difficult to apply to controversial subjects” ranked first with a high mean of 3.62 (SD 1.17). The lowest-ranked item was a moderate response to “AI cannot be used to provide opinions in unexpected situations” with a mean of 3.20 (SD 1.14).

Table 5. The application of AI in health care (N=250).

<table>
<thead>
<tr>
<th>Rank</th>
<th>Question</th>
<th>Mean (SD)</th>
<th>n</th>
<th>Approximate agree rate</th>
<th>Level</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>AI cannot be used to provide opinions in unexpected situations</td>
<td>3.20 (1.14)</td>
<td>160</td>
<td>64%</td>
<td>Moderate</td>
</tr>
<tr>
<td>4</td>
<td>AI is not flexible enough to be applied to every patient</td>
<td>3.28 (1.19)</td>
<td>165</td>
<td>66%</td>
<td>Moderate</td>
</tr>
<tr>
<td>1</td>
<td>AI is difficult to apply to controversial subjects</td>
<td>3.62 (1.17)</td>
<td>180</td>
<td>72%</td>
<td>High</td>
</tr>
<tr>
<td>3</td>
<td>AI has low ability to sympathize and consider the emotional well-being of the patient</td>
<td>3.34 (1.15)</td>
<td>167</td>
<td>67%</td>
<td>Moderate</td>
</tr>
<tr>
<td>2</td>
<td>AI was developed by a specialist with little clinical experience in medical practice</td>
<td>3.41 (1.17)</td>
<td>170</td>
<td>68%</td>
<td>High</td>
</tr>
<tr>
<td>N/A</td>
<td>Problems regarding the application of AI in health care, overall perception</td>
<td>3.37 (1.16)</td>
<td>167</td>
<td>67%</td>
<td>Moderate</td>
</tr>
</tbody>
</table>

aN/A: not applicable.

Table 6 shows the results of the ANOVA test to find the statistically significant differences between the respondents’ answers based on the demographic variables. There was no statistical difference by gender, age, or educational attainment; however, there were significant differences by job type (P=.007), with significance defined as .05. Overall, IT technicians in hospitals tended to have the most favorable opinions of AI, followed by doctors.
Table 6. ANOVA test of significance.

<table>
<thead>
<tr>
<th>Variable</th>
<th>F value (df)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender</td>
<td>0.942 (1, 248)</td>
<td>.341</td>
</tr>
<tr>
<td>Age</td>
<td>1.51 (3, 246)</td>
<td>.37</td>
</tr>
<tr>
<td>Job type</td>
<td>8.680 (2, 247)</td>
<td>.007a</td>
</tr>
<tr>
<td>Educational level</td>
<td>0.94 (2, 247)</td>
<td>.43</td>
</tr>
</tbody>
</table>

*aStatistically significant difference.

Discussion

Principal Findings

The results of this study showed that employees in the Saudi health care sector have a moderate level of acceptance of AI applications, with most respondents indicating concern that their jobs would be replaced by AI. The results here are inconsistent with the study by Oh et al [8], who indicated that doctors do not believe they will be replaced by AI. The difference between these study findings may be attributed to the low level of knowledge claimed by the respondents in our study versus those in the prior study.

Speeding up health care processes was the main advantage identified by respondents in this study, consistent with prior studies that indicate AI can process a vast amount of data in an accurate, rapid, and efficient way by using complex statistical and computing algorithms [21,22]. In contrast, 163/250 (65%) of respondents did not believe AI can deliver clinically relevant, vast amounts of high-quality data in real time.

The most commonly perceived problem of AI in health care was difficulty in applying AI to controversial subjects and the least commonly identified problem was the inability of AI to provide opinions in unexpected situations, consistent with the findings of Oh et al [8]. The results of this study showed no significant differences in respondents’ answers by gender, age, or educational level. There were significant differences by job type, as technicians were most likely to be exposed to the technological advances of AI, unlike nurses and doctors, who require direct human interaction with patients. This result is consistent with prior studies in which respondents expressed that in the future, computers and robots can do human jobs [23], although doctors feel they are not easily replaced [24].

This study had several limitations: only three job types in the health care sector were polled and the sample included only the largest hospitals in Riyadh. Other limitations include a limited sample size and the descriptive nature of the study. This study could be followed by additional studies including management-level job roles and smaller health care centers. Moreover, experimental studies may provide more realistic and comprehensive results.

Conclusion

This study assessed employee attitudes toward and perceptions of AI implementation in the health care sector. The study was conducted in 4 hospitals in Riyadh, the capital of Saudi Arabia. The results were mixed between fear of job replacement by AI and a lack of knowledge about AI technologies. Therefore, the results of this study indicate a need for training on the advantages, challenges, and issues surrounding the implementation of AI in health care and the potentials of these technologies to improve health care processes and efficiencies. Training would expand employees’ knowledge of AI and their appreciation of its potential in the health care sector. Governments and universities can play significant roles in advancing health care toward utilizing AI technologies. In addition, the current status of AI use in health care in Saudi Arabia provides an attractive market for AI solution developers.
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Abstract

Background: The emergence of chatbots in health care is fast approaching. Data on the feasibility of chatbots for chronic disease management are scarce.

Objective: This study aimed to explore the feasibility of utilizing natural language processing (NLP) for the categorization of electronic dialog data of patients with inflammatory bowel diseases (IBD) for use in the development of a chatbot.

Methods: Electronic dialog data collected between 2013 and 2018 from a care management platform (UCLA eIBD) at a tertiary referral center for IBD at the University of California, Los Angeles, were used. Part of the data was manually reviewed, and an algorithm for categorization was created. The algorithm categorized all relevant dialogs into a set number of categories using NLP. In addition, 3 independent physicians evaluated the appropriateness of the categorization.

Results: A total of 16,453 lines of dialog were collected and analyzed. We categorized 8324 messages from 424 patients into seven categories. As there was an overlap in these categories, their frequencies were measured independently as symptoms (2033/6193, 32.83%), medications (2397/6193, 38.70%), appointments (1518/6193, 24.51%), laboratory investigations (2106/6193, 34.01%), finance or insurance (447/6193, 7.22%), communications (2161/6193, 34.89%), procedures (617/6193, 9.96%), and miscellaneous (624/6193, 10.08%). Furthermore, in 95.0% (285/300) of cases, there were minor or no differences in categorization between the algorithm and the three independent physicians.

Conclusions: With increased adaptation of electronic health technologies, chatbots could have great potential in interacting with patients, collecting data, and increasing efficiency. Our categorization showcases the feasibility of using NLP in large amounts of electronic dialog for the development of a chatbot algorithm. Chatbots could allow for the monitoring of patients beyond consultations and potentially empower and educate patients and improve clinical outcomes.

(J Med Internet Res 2020;22(5):e15589) doi:10.2196/15589
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Introduction

Background

Recent technological advances have allowed for artificial intelligence (AI) to successfully integrate itself into many aspects of daily life. Besides implementation in voice bots such as Amazon’s Alexa and Apple’s Siri, AI is also utilized to predict financial stock market changes and answer student questions in educational settings [1]. In health care, AI is expected to disrupt the role of physicians as well; however, experts predict that AI will support the intelligence and knowledge base of physicians rather than replace them entirely [2]. For instance, AI can utilize deep-learning algorithms, which function like the neural networks of the brain and distinguish patterns, to recognize certain types of brain tumors, vascular conditions, or pneumonia on imaging scans and prioritize these cases in the workflow of a radiologist [2,3]. In addition, AI can be used to quickly review patient scans and rule out certain diagnoses, thereby increasing the efficiency and accuracy of a radiologist [2].

Another significant way AI can augment health care delivery is through medical chatbots. A chatbot, or chatterbot, attempts to simulate a natural conversation with a human user [4]. Medical chatbots are already being implemented into regular practice: the Insomnobot-3000 helps insomniacs get through the night, and the Endurance bot acts as a companion for dementia patients [5]. In addition, there are significant efforts toward the development of diagnostic chatbots. Some popular ones include Your.MD, Buoy Health, Sensely, Infermedica, and Florence (Table 1) [6].

Although there are limited data on these general medical chatbots in clinical practice, some independent bodies have provided preliminary and positive results in tests with more specific medical chatbots [7,8].

Most chatbots utilize natural language processing (NLP), which can be simply defined as the use of computers for analyzing human language [9]. One application of NLP relies on human identification of key elements within an event or situation that might constitute a useful summary of a given document or dataset [10]. Recently, there have been growing trends toward the use of electronic health records (EHRs). Multiple studies have attempted to use NLP to extract useful information from EHRs. In one study, researchers used NLP to identify patients with ulcerative colitis and Crohn disease from EHR data collected from Massachusetts General Hospital and Brigham and Women’s Hospital [11]. The study developed an algorithm that partly relied on recognizing keywords associated with ulcerative colitis or Crohn disease to analyze the narrative texts and was verified via comparison to a physician’s review and classification of the same narrative texts [11]. Ultimately, the study determined that NLP of patient narrative texts provided a more accurate means of identifying patients who had ulcerative colitis and Crohn disease than previous models that had relied on reviewing billing codes [11].

In another study by the University of Alabama, researchers developed an algorithm that analyzed the EHRs of patients collected over 3 years and organized the EHRs into pathology clusters based on key terms [12]. This team also concluded that electronic text mining of health records, or NLP, is an effective method for analyzing large health care datasets [12]. More recent studies have even attempted to use NLP models to study the semantics and sentence flows found in clinical narrative data [13,14]. The literature shows that it is common to perform exploratory analysis on natural language data to understand the topics and vocabulary of a specific domain in health care [9-14]. This exploration is often done by grouping keywords and categorizing topics or using open-source technology such as clinical Text Analysis and Knowledge Extraction [13]. A deep initial understanding facilitates the creation and comparison of more complex, health care-focused NLP models. However, it is worth noting that certain aspects of patient consultations in clinical settings, such as electronic record style, patient behavior, and physician experience, can vary from clinic to clinic [9,14]. This variability found within patient data puts limits on what NLP can do without a large and diverse sample.

In addition, despite the extensive literature on the topic, there seems to be a lack of research into the use of NLP to analyze raw consultation dialog data of patients with specific chronic conditions such as inflammatory bowel diseases (IBD). The organization of the patient with IBD to health care provider (HCP) dialog is likely to be distinct from a general patient population due to the complex nature of the disease. Understanding how these dialogs can be organized is an important first step in assessing the feasibility of a chatbot for this population.

Chatbots that utilize NLP can help to improve the way health care is delivered in multiple ways. For one, they improve accessibility to health care for patients outside of clinics and hospitals. From kids to the elderly, patients often need care outside of inpatient consultations; lack of such support is associated with inefficiency, high health care costs, and burdened HCPs [15]. With a chatbot, these patients would have immediate and autonomous support at home.
Table 1. Overview of current medical chatbots.

<table>
<thead>
<tr>
<th>Name</th>
<th>Disease area</th>
<th>Objective</th>
<th>What does it do</th>
</tr>
</thead>
<tbody>
<tr>
<td>Your.MD (UK(^a))</td>
<td>General</td>
<td>Provide reliable information for common symptoms, recommends relevant resources</td>
<td>Safely advises patients based on symptoms described in an app-based messaging system</td>
</tr>
<tr>
<td>Endurance (Russia)</td>
<td>Dementia</td>
<td>Act as a companion for patients with short-term memory loss and help to identify signs of worsening patient condition</td>
<td>It works via voice recognition to ask questions and react to answers. It can speak on a variety of topics and pull interesting news from Google</td>
</tr>
<tr>
<td>Insomnobot-3000 (US(^b))</td>
<td>Insomnia</td>
<td>Acts as a companion for insomniacs when they are awake at night.</td>
<td>Has conversations with patients via text</td>
</tr>
<tr>
<td>Pharmabot (Philippines)</td>
<td>Pediatrics</td>
<td>Designed to help pediatric patients get appropriate generic medicine for certain ailments</td>
<td>The system works in a software application that sets particular guidelines for interaction with the chatbot</td>
</tr>
<tr>
<td>Text-based healthcare chatbots on Mobile Coach (Switzerland)</td>
<td>Childhood obesity</td>
<td>Provide a peer character for obese teenagers and keep them engaged. In addition, sought to show the benefit of text-based chatbot interventions in health care</td>
<td>Works in a text channel within an app interface. Also, has predefined answer options for more efficient chat interactions</td>
</tr>
<tr>
<td>Molly by Sensely (US)</td>
<td>General</td>
<td>Diagnose patients with common ailments appropriately based on symptoms</td>
<td>Advises patients based on symptoms described in an app-based messaging system</td>
</tr>
<tr>
<td>Buoy Health (US)</td>
<td>General</td>
<td>Diagnose patients accurately based on symptoms. Harvard team developed the algorithm for this bot using 18,000 medical papers for data</td>
<td>Program asks a series of questions—for which there are predefined choices to choose from—to appropriately advise patient. Found on a Web-based software</td>
</tr>
<tr>
<td>Symptomate by Infermedica (Poland)</td>
<td>General</td>
<td>Attempt to increase health care provider efficiency, reduce costs, and improve patient flow by acting as a general symptom checker</td>
<td>Online software that collects and analyzes symptom data via predefined questions with answers to provide appropriate response</td>
</tr>
<tr>
<td>Florence (Germany)</td>
<td>General</td>
<td>Acts as a personal nurse that can remind patients to take prescriptions and keep track of user’s health (weight, mood, etc)</td>
<td>Advises patients based on symptoms described in an app via Facebook messenger</td>
</tr>
<tr>
<td>Ada (international)</td>
<td>General</td>
<td>Help patients actively manage health based on common symptoms</td>
<td>Ada poses simple and relevant questions to patients and then compares their symptoms with thousands of similar cases to help provide possible explanations</td>
</tr>
<tr>
<td>Holly by Nimblr (US)</td>
<td>N/A(^c)</td>
<td>Helps patients schedule and reschedule appointments to help prevent no shows or cancellations and improve patient experience</td>
<td>Interacts with patients via text and Amazon’s Alexa to update electronic health records</td>
</tr>
<tr>
<td>Woebot (US)</td>
<td>Psychiatry</td>
<td>Make mental health care more accessible to people around the world</td>
<td>Uses methods from cognitive behavioral therapy to help patients think through situations. It also includes intelligent mood tracking</td>
</tr>
</tbody>
</table>

\(^a\)UK: United Kingdom.  
\(^b\)US: United States.  
\(^c\)N/A: not applicable.

**Objectives**

The primary objective of this study was to accurately categorize large datasets of electronic messages between patients with IBD and HCPs using natural language processing (NLP) to assess the feasibility of developing a medical chatbot for patients with IBD.

**Methods**

**Design and Population**

In this study, we aimed to assess the feasibility of utilizing NLP on historical electronic messaging data of patients with IBD for use in the development of a medical chatbot. As IBD is a chronic illness characterized by severe and recurring abdominal pain and diarrhea, patients require frequent contact with their physicians and care team to monitor these alternating disease states and potential relapses [16]. There is great potential here for a chatbot as patients need frequent monitoring beyond regular consultations, which is often troublesome due to the complex nature of the disease and a busy care team.

Patients enrolled in the University of California, Los Angeles (UCLA) Center for IBD electronic care management platform (UCLA eIBD) were retrospectively assessed. The UCLA eIBD platform is a care management software as a service with a Web-based platform for providers that includes treatment decision support, business intelligence, messaging functionality, and performance improvement tools. On the patient's side, there
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is a mobile app that includes care management insight, educational modules, surveys, and messaging (Figure 1) [16]. Retrospective dialog data between patients and their care team from 2013 until 2018 was extracted and the feasibility of applying NLP categorization algorithms was assessed.

Figure 1. Overview of UCLA eIBD platform. AI: artificial intelligence; API: application programming interface.

All patients gave informed consent to participate. This study was approved by the Institutional Review Board (IRB) at UCLA with IRB protocol number 17-001208.

Data Collection and Anonymization
The dialogs were extracted from the UCLA eIBD database. The data consisted of the following: (1) a unique identifier, (2) first name, (3) last name, (4) date and time of message, (5) direction of message (HCP to patient or vice versa), (6) message content, (7) potential attachments, (8) HCP classification (urgent and nonurgent), (9) HCP action (responded yes or no), and (10) HCP response message content (Multimedia Appendix 1). The data were anonymized by removing the first and last names; for identification, we made use of the unique identifier in our analysis.

Categorization Method: Use of Natural Language Processing
Once the patient to HCP dialogs were stored in a Microsoft Excel sheet, the first 400 lines within the sheet were manually analyzed to identify relevant categories for use in our NLP algorithm. To clarify that the first 400 lines were representative, an additional 400 lines were randomly generated and manually reviewed as well (by AS and ZS). The analysis consisted of reading over each line to find an intent; if a particular intent was seen to occur frequently in these first lines, it was noted as a relevant category. The rationale behind using only categories observed in the sample was to make sure that the categories coded for were relevant to what the patient sample was discussing with their HCPs. Furthermore, 2 IBD gastroenterologists reviewed the categories found from the sample and reaffirmed that each category was representative of the IBD patient conversations they had encountered through electronic channels such as email. The same first 400 lines were then used to identify which keywords could assign a given dialog to a certain category (Multimedia Appendix 2). If a term appeared roughly 10 or more times in a given category, it was noted as a potential keyword; 2 physicians then reviewed and approved our list terms. Using these keywords, we employed a simplified, rule-based bag-of-words model to assign each line of dialog to the appropriate categories (Figure 2). The bag-of-words model essentially allows one to extract particular features of a text, that is, keywords, and score them with relevant numbers for modeling, or in our case, categorization [17]. To be certain, each line was converted into a standard bag-of-words with a score for each word in the form of a count of the number of times it appears within the line. With stop words removed, we extract the score of each keyword from all lines and assign to each line all categories for which any one keyword has a positive score.
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Enhancement and Correlation Assessment

On the basis of the preliminary results, the keywords of our initial categorization algorithm were refined, and new categories were created if necessary. If the categorization was not logical, we analyzed which keywords in the model miscategorized the dialog and made the necessary improvements. In addition, any uncategorized lines of dialog were assigned a category, and their keywords were identified. The categorization algorithm was updated with the new, physician-approved keywords extracted from the uncategorized lines of dialog and the improvements of the existing categorization.

Once the code was refined to capture all the lines of dialog, a heat map was generated to showcase the overlap in categories, which refers to one line of dialog from a patient falling into two categories. It is worth noting that more than two categories could overlap, but there was no way to represent the higher levels of overlap in a relevant and concise diagram such as a
heat map. The goal was to paint a picture of what types of questions or concerns popped up together, which is instrumental in the actual development of a chatbot and creation of multicategory scenarios.

**Validation of Accuracy**

The accuracy of our categorization algorithm was tested by having 3 independent physicians from the UCLA Division of Digestive Diseases (AZ, CR, and DH) evaluate the appropriateness of the categorization. Each physician was assigned to categorize 100 randomly collected lines of dialog using the defined corresponding category number. In addition, the physicians categorized each line in the same style as the algorithm: numerical order with no spaces.

Once each of the doctors had finished categorizing the lines, the results were compared with the algorithm’s categorization. We showcased the extent to which the algorithm and the doctors agreed or disagreed. To do this, the number of underclassifications and overclassifications the categorization algorithm made relative to the doctors’ categories was calculated. For instance, if the algorithm missed a category that the doctor had, it would be counted as an underclassification of 1; if the category code had an extra category compared with the doctor, it would be counted as an overclassification of 1. We then created a bar chart plot based on this data. In addition, to understand the practicality of treating the doctors’ assessments as ground truth, we computed the level of agreement between the three raters using Krippendorf alpha. This is a standard estimate of inter-rater reliability across ratings on a nominal scale.

To calculate a metric for the accuracy of the algorithm itself, we opted to use a nonstandard method of computing the success of the classification algorithm in an attempt to incorporate expert knowledge about the severity of misclassifications. As standard reliability measures such as Krippendorf alpha treat all disagreements between the raters and the algorithm with equal weight, we would not get a realistic view of the algorithm’s strength across the spectrum of categories by following this approach. This was also done in an attempt to avoid aggregating our multiclass labels from the raters as doing so would put us at risk of destroying the variability in the ratings and inflating performance.

**Software**

Excel 2010 and R studio programming tool (R 3.4.0) were used for our analysis and algorithm creation (Multimedia Appendix 3).

**Results**

**Data and Population Characteristics**

Our sample consisted of 424 patients, 3 physicians, 3 nurses, and 2 administrative assistants with 16,453 lines of electronic dialog. Of the dialogs, 8324 lines were sent by 424 patients to their HCP (patient to HCP). Our analyzed patient cohort is 51.9% (220/424) female, 50.7% (215/424) have Crohn disease, and 46.9% (199/424) have ulcerative colitis with a mean disease duration of 13.4 (SD 10.4) years. The majority of the population is of the white (284/424, 67.0%) race and not of Hispanic or Latino ethnicity (386/424, 91.0%). Furthermore, most of the patients are employed (283/424, 66.7%) and have been enrolled in the care program for a mean of 4.6 (SD 1.3) years (Table 2).
Table 2. Characteristics of the inclusion cohort (N=424).

<table>
<thead>
<tr>
<th>Variable</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>42 (14)</td>
</tr>
<tr>
<td>Gender, n (%)</td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>220 (51.9)</td>
</tr>
<tr>
<td>Male</td>
<td>204 (48.1)</td>
</tr>
<tr>
<td>Disease type, n (%)</td>
<td></td>
</tr>
<tr>
<td>Crohn disease</td>
<td>215 (50.7)</td>
</tr>
<tr>
<td>Ulcerative colitis</td>
<td>199 (46.9)</td>
</tr>
<tr>
<td>Indeterminate colitis</td>
<td>10 (2.4)</td>
</tr>
<tr>
<td>Disease duration (years), mean (SD)</td>
<td>13.4 (10.4)</td>
</tr>
<tr>
<td>Race, n (%)</td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>284 (67.0)</td>
</tr>
<tr>
<td>Unknown</td>
<td>97 (22.9)</td>
</tr>
<tr>
<td>Asian</td>
<td>26 (6.1)</td>
</tr>
<tr>
<td>Black or African American</td>
<td>12 (2.8)</td>
</tr>
<tr>
<td>American Indian or Alaska Native</td>
<td>4 (0.9)</td>
</tr>
<tr>
<td>Native Hawaiian</td>
<td>1 (0.2)</td>
</tr>
<tr>
<td>Ethnicity, n (%)</td>
<td></td>
</tr>
<tr>
<td>Not Hispanic or Latino</td>
<td>386 (91.0)</td>
</tr>
<tr>
<td>Hispanic or Latino</td>
<td>29 (6.8)</td>
</tr>
<tr>
<td>Unknown</td>
<td>9 (2.1)</td>
</tr>
<tr>
<td>Employment, n (%)</td>
<td></td>
</tr>
<tr>
<td>Employed</td>
<td>283 (66.7)</td>
</tr>
<tr>
<td>Unemployed or unknown</td>
<td>141 (33.2)</td>
</tr>
<tr>
<td>Duration in program (years), mean (SD)</td>
<td>4.6 (1.3)</td>
</tr>
</tbody>
</table>

Algorithm Development and Initial Results

In our manual run-through of the first 400 out of the 8324 lines of dialog, we categorized them in six newly created and distinct categories: (1) medications, (2) symptoms, (3) appointments, (4) laboratory investigations, (5) finance/insurance, and (6) miscellaneous (lines that did not fall into any of the other categories). When the additional randomly generated 400 lines were reviewed for clarification, the same five relevant categories were found. At this point, we also kept a not applicable (N/A) section for automated responses produced by the mobile app itself that were in the dataset. For instance, “Patient has indicated there are no changes to medications.”

We identified what keywords were relevant to each of the categories (Multimedia Appendix 2). A categorization algorithm (bags-of-words model) was created based on the keywords extracted from the dialogs in the categories and applied to categorize the remaining lines of dialog.

Out of the 8324 lines of dialogs, the algorithm initially returned symptoms (1781/8324, 21.40% lines), medications (2114/8324, 25.40% lines), appointments (1781/8324, 21.40% lines), laboratory investigations (1648/8324, 19.80% lines), finance or insurance (358/8324, 4.30% lines), miscellaneous (2830/8324, 34.00% lines), and N/A (666/8324, 8.00% lines).

Enhancement of Natural Language Processing Categorization Algorithm

The miscellaneous section (2828/8317, 34.00% lines) was manually reviewed for 200 lines. The miscellaneous section was essentially randomly generated in that it was not organized by any dialog identifier, such as medical record number or patient name; it was simply the arbitrarily leftover dialogs from our initial run of the algorithm. As the dialogs here were short and not dominated by any one patient, we found it appropriate to review the first 200 lines as an accurate representation of the larger section. On review, two additional categories were identified within it: communications and procedures. In addition, the miscellaneous category was analyzed for keywords that would improve the scope of our initial categories. For instance, there were some medications we missed in our first test, such as Tylenol, that we were able to find upon review of the miscellaneous section and add as a keyword for medications. Furthermore, we removed keywords from the algorithm that were too general and inflated certain categories, such as the keyword take for the medications category.
Finally, the categorization algorithm was enhanced to remove dialog that only contained generic greetings, such as Thank you or Hello, and the automated responses from the N/A section from the dataset so that they did not affect the final counts. After this enhancement, 2131 lines were excluded and 6193 lines of dialog were left for categorization.

**Final Natural Language Processing Categorization Results**

These refinements ultimately led to the algorithm yielding 32.83% (2033/6193) of the dialog relating to symptoms, 38.70% (2397/6193) to medications, 24.51% (1518/6193) to appointments, 34.01% (2106/6193) to laboratory investigations, 7.22% (447/6193) to finance or insurance, 34.89% (2161/6193) to communications, 7.22% (447/6193) to procedures, and 10.08% (624/6193) being miscellaneous (Table 3). The frequency of this overlap was measured for each possible pair combination of the categories and is displayed in a heat map (Figure 3). For instance, medications and symptoms appeared more together than they did on their own, as did communications and symptoms. Similarly, procedures and finance were very rarely brought up on their own (Figure 3).

**Table 3. Final categorization results (N=6193).**

<table>
<thead>
<tr>
<th>Category</th>
<th>Percentage of total sample, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Symptoms</td>
<td>2033 (32.83)</td>
</tr>
<tr>
<td>Medications</td>
<td>2397 (38.70)</td>
</tr>
<tr>
<td>Appointments</td>
<td>1518 (24.51)</td>
</tr>
<tr>
<td>Laboratory investigations</td>
<td>2106 (34.01)</td>
</tr>
<tr>
<td>Finance or insurance</td>
<td>447 (7.22)</td>
</tr>
<tr>
<td>Communications</td>
<td>2161 (34.89)</td>
</tr>
<tr>
<td>Procedures</td>
<td>617 (9.96)</td>
</tr>
<tr>
<td>Miscellaneous</td>
<td>624 (10.08)</td>
</tr>
</tbody>
</table>

*These percentages represent how frequently these categories occur in the sample of dialogs. As the categories mostly overlap in the dialogs, the percentages do not add up to 100%.

**Figure 3.** Heat map of category overlaps in dialog. This map shows the frequency of category overlap in pairs and how often the categories occurred by themselves out of the 6193 dialogs. Note: across the diagonal, the map is a mirror of itself.

**Validation of Natural Language Processing Accuracy**

Three independent raters (AZ, DH, and CR) categorized 100 random lines of dialog, and their categorization was compared with our algorithms. The raters categorized in the exact style of the algorithm, so if the categories were symptoms, appointments, and medications, they would write 123. Applying Krippendorf alpha to these assessment ratings, we get an
In our underclassification and overclassification representation of the chatbot’s accuracy, we found that most of the errors were pooled at one difference, suggesting that the code and the doctors had a high level of agreement on most of the dialogs. Furthermore, the graph we constructed shows that the category code tended to over classify rather than under classify the subjects of the dialogs (Table 4). As one can see from the table, there is a significant drop in the instances of two or more underclassifications, with four to five missed categories having a frequency of 0 (Table 4). When we accounted for the 1 to 2 overclassification differences and the one category underclassification differences as minor, we found that 285 of the 300 tests had the program and physicians reasonably agreeing on categories. This meant that our code showed minor to no differences in 95% (285/300) of cases.

### Table 4. Accuracy test results.

<table>
<thead>
<tr>
<th>Number of categories added or missed by the algorithm in a given line</th>
<th>Instances in sample for overclassification, n</th>
<th>Instances in sample for underclassification</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>71</td>
<td>47</td>
</tr>
<tr>
<td>2</td>
<td>29</td>
<td>5</td>
</tr>
<tr>
<td>3</td>
<td>5</td>
<td>1</td>
</tr>
<tr>
<td>4</td>
<td>3</td>
<td>0</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>0</td>
</tr>
</tbody>
</table>

### Discussion

#### Principal Findings

We were successful in categorizing large amounts of electronic messages between patients and providers into a reasonable number of categories (<10). Roughly 90.00% (5574/6193) of dialogs that came from patients fell into only seven categories, which shows potential for developing a chatbot with an NLP algorithm that can handle most IBD patient’s questions and concerns. In addition, our heat map gave us insight into how these categories correlate with each other in the dialogs. In terms of chatbot development, this map allows a developer to be aware of what categories or topics tend to appear together in patient with IBD to HCP dialogs. This insight would allow the developer to better prepare the chatbot's NLP algorithm to identify topic transitions in a patient conversation and respond appropriately. In addition, our accuracy test supported the reliability of this result. Most of the differences recorded in our test (100/162, 61.0%) were simply due to code over classifying with one or two categories, but it rarely missed the primary intent (Table 4). Even when it did miss a category relative to the physician, the program was not necessarily incorrect upon review. For instance, one of the dialogs in the accuracy sample had a patient describing their symptoms or medications and subtly mentioning their laboratory investigations as their previous averages. Although the doctors recognized this and appropriately categorized the line as symptoms, medications, and laboratory investigations, the algorithm categorized it as symptoms and medications only, as averages was not a keyword we had programmed for laboratory investigations. Despite this, the program correctly identified the primary intent of the dialog, which is why we considered these types of differences minor in measuring the accuracy of our program.

#### Limitations

One limitation of this study is that our patient sample is fairly homogenous, consisting of mostly young (mean age 42 years) and white patients, which limits the generalizability of our results to other populations. In addition, most of the patients in the study are employed, which could have potentially changed the types of questions or concerns they expressed and the overall category distribution relative to other patient populations. It is also worth noting that we used the expert opinions of 2 IBD gastroenterologists to support the validity of the categories chosen and the selected keywords. This may affect the reproducibility of our results.

#### Comparisons With Prior Work

The next step from collecting data to developing a chatbot is to use machine learning methods to model the relationship between questions and responses [18]. Many chatbot knowledge bases (the database from which a chatbot draws its responses from) are hand constructed, which is time consuming and reduces the algorithm’s versatility [19]. For instance, Artificial Linguistic Internet Computer Entity and ELIZA, two classic chatbots, utilize hand-constructed databases to generate a response that matches a given human input [20]. As an alternative, some developers have attempted to extract high-quality dialog data from online discussion forums to efficiently create a knowledge base for specific domain chatbots [19]. The purpose of collecting these dialog datasets is to give the chatbot a training ground to learn how to accurately respond to a specific domain of human input responses with minimal human fine tuning, or simply put: machine learning [18,21]. This machine learning approach also allows for the chatbot to continue learning through its interactions and improve its accuracy. Microsoft’s Xiaoice chatbot has successfully applied this model and has already amassed a following of about 660 million online users [22]. When assessing the appropriateness of our data for actual chatbot development, our code could be distributed and tested in other centers with the same historical data without requiring much customization and would eliminate the need for hand-constructed databases.

#### Conclusions

Looking at the global trends of technology in health care, usage of smartphones and electronic health apps is on the rise [2,4,6].
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Patient-provider communication through electronic messaging apps is becoming the standard. In our population, 25.0% (1518/6193) of messages were related to appointments. A chatbot could effectively automate requests regarding booking and cancellations or even play an instrumental part of triage, following the same guidelines as nurses, saving the provider team valuable time that could be redistributed to better patient care. The benefit is that a chatbot is available at all times, can handle tremendous amounts of conversation, and has no wait times.

Through the UCLA eIBD platform, we have already created a high-quality knowledge base of human dialogs that can be used to train an IBD chatbot using NLP. We showcased that it is feasible to categorize large amounts of electronic messaging data in one of the most complex chronic conditions into a reasonable number of categories. Given the feasibility of this categorization and the potential benefits of a chatbot, the next step would be to develop a chatbot and test it in a patient population with IBD. Further studies are required to showcase the effect on patients, providers, and costs and potential extrapolation to other chronic conditions.
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Abstract

Background: The usability and effectiveness of conversational agents (chatbots) that deliver psychological therapies is under-researched.

Objective: This study aimed to compare the system usability, acceptability, and effectiveness in older adults of 2 Web-based conversational agents that differ in theoretical orientation and approach.

Methods: In a randomized study, 112 older adults were allocated to 1 of the following 2 fully automated interventions: Manage Your Life Online (MYLO; ie, a chatbot that mimics a therapist using a method of levels approach) and ELIZA (a chatbot that mimics a therapist using a humanistic counseling approach). The primary outcome was problem distress and resolution, with secondary outcome measures of system usability and clinical outcome.

Results: MYLO participants spent significantly longer interacting with the conversational agent. Posthoc tests indicated that MYLO participants had significantly lower problem distress at follow-up. There were no differences between MYLO and ELIZA in terms of problem resolution. MYLO was rated as significantly more helpful and likely to be used again. System usability of both the conversational agents was associated with helpfulness of the agents and the willingness of the participants to reuse. Adherence was high. A total of 12% (7/59) of the MYLO group did not carry out their conversation with the chatbot.

Conclusions: Controlled studies of chatbots need to be conducted in clinical populations across different age groups. The potential integration of chatbots into psychological care in routine services is discussed.

(J Med Internet Res 2020;22(5):e16794) doi:10.2196/16794
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Introduction

Background

The developers of psychological interventions have harnessed the internet as a delivery medium to enable increased access to evidence-based psychological therapies [1,2]. Psychological electronic therapies (e-therapies) have been defined and categorized in multiple ways that refer to properties, such as the type of technology being used or the level of therapeutic guidance involved [3]. E-therapies are typically grounded in cognitive behavioral therapy (CBT), as the protocol-driven format of CBT makes it a better fit for automation in comparison
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with unstructured dynamic psychotherapies [4]. There is
growing evidence indicating that e-therapies are clinically
equivalent to traditional face-to-face therapies in reducing the
symptoms of both common mental health problems and somatic
disorders [5]. This evidence is based on the outcomes achieved
with working-age adults. Therefore, this leaves older adults at
risk of both digital and research exclusion. For example,
although older participants are rarely excluded from clinical
trials of e-therapies, they account for only 3% of participants
[6]. Feasibility and pilot study evidence indicate that older adults
are willing to use e-therapies [7] and do find the use of
e-therapies a satisfying experience [8-10]. When tested, the
evidence suggests that e-therapies can be clinically effective
for older adults with symptoms of depression and anxiety
[11-14].

An important consideration when designing e-therapies for older
adults is the user experience of the technology. User experience
research typically consists of assessments of the acceptability,
usability, and satisfaction of the technology being used. User
experience is defined as a “person’s perceptions and responses
resulting from the use and/or anticipated use of a product, system
or service” [15] and usability as “the extent to which a product
can be used by specified users to achieve specific goals with
effectiveness, efficiency and satisfaction in a specified context
of use” [15].

However, measuring the acceptability of e-therapies has
typically been limited to only asking older adults to rate the
acceptability of the technology before, during, and/or after using
a program. Researchers have also assessed the user experience
e-therapies through measuring treatment satisfaction, but
they have often used unvalidated questionnaires, thus bringing
the results found into question [16].

Therefore, despite partially considering aspects of acceptability,
usability, and satisfaction, it is rare for e-therapy studies to use
the full array of international standards and associated validated
instruments of usability, but there are some examples of good
practice [17,18]. To maximize the reach and uptake of
e-therapies for the older adults, adaptation of the methods for
assessing user experience and system usability developed in
engineering and computer science appears fit-for-purpose [19].
This is particularly important given the evidence that the older
adults experience difficulty using e-therapies when instructions
overload working memory, making it harder to effectively
engage with the program [20]. Therefore, the older adults need
to continually relearn how to use an e-therapy program, and
on-going feelings of frustration would reduce the ratings of
acceptability of the technology and risk disengagement [20].

Thus far, attempts to fully automate psychological therapies
have been plagued with difficulties of low initial uptake and
subsequent low adherence [21,22]. One method that has shown
potential benefit for potentially increasing adherence to
e-therapies is the use of conversational agents that deliver the
content of e-therapies [23]. In this approach, software programs
interpret and reply to lines of everyday normal language, and a
therapeutic interaction is, therefore, created (ie, a conversation
takes place between the client and chatbot, mirroring the
conversation between the client and therapist). Therefore, the
process of engaging with e-therapy is more personalized,
dynamic, and bespoke, rather than simply following the
psychoeducational exercises and self-monitoring that comprise
most e-therapies.

In total, 2 conversational agents have subsequently been the
focus of most research attention: ELIZA and Manage Your Life
Online (MYLO), and these represent 2 differing theories and
associated approaches to the treatment of emotional distress.
The earliest attempt to develop a chatbot was by Joseph
Weizenbaum in 1966. His program (ELIZA) was designed to
mimic Rogerian counseling, a form of person-centered
psychotherapy based on humanistic principles [24]. ELIZA
applies simple natural language processing rules to the user’s
typed inputs to respond and generate text responses in the form of
subsequent questions and responses appropriately. Despite
its technical simplicity and the relative transparency of its
therapeutic model, ELIZA can generate convincing dialogues,
and there is anecdotal evidence of therapeutic effectiveness
[25]. Despite the initial interest, little progress has been made
to evolve and evaluate ELIZA into a fully automatic approach
for treating mental health problems [4]. Another chatbot called
MYLO has subsequently emerged. This is an attempt to
implement a fully automated technique for treating mental health
problems based on the principles of method of levels (MOL)
therapy [26]. MOL is a transdiagnostic form of psychological
therapy grounded in perceptual control theory [27]. MYLO uses
open questions to encourage users to reflect on their thoughts,
feelings, and behaviors, in a way that helps users to become
more psychologically flexible, and thus, more adept at reducing
distress [26]. MYLO simulates an MOL-style therapeutic
conversation through an automated messaging interface.

There have been 2 previous trials with student populations
comparing the outcomes achieved by MYLO and ELIZA from
short single-session conversations. In a pilot trial (N=48) in a
student population [28], MYLO was rated as more helpful and
led to greater problem resolution, but there were no differences
between the conversational agents with regard to any clinical
outcomes (ie, depression, anxiety, and stress). In another student
study (N=213), participants were randomized in a trial to either
MYLO or ELIZA before completing poststudy and 2-week
follow-up measures [29]. MYLO was again rated as significantly
more helpful than ELIZA, but there were again similarly no
differences between the conversational agents in terms of
problem resolution and clinical outcomes.

To summarize, despite developments in the reliability of system
usability testing in computer science and engineering, these
approaches have not been consistently adopted in the context
of the development and delivery of e-therapies. In addition,
where e-therapies have been developed as conversational agents,
any outcome evidence has also been unfortunately limited to
working-age adults’ samples. Therefore, more research is needed
to investigate the clinical potential of conversational agents in
the older adults.

Objectives

This study sought to compare and contrast the system usability
of 2 chatbots (MYLO and ELIZA) in an older adult sample and
to evaluate outcomes using a randomized and controlled
outcome methodology. We hypothesized that MYLO would be more acceptable, helpful, and usable than ELIZA, based on previous research [28,29], but there would be no difference in terms of clinical outcome. A secondary aim was to examine the relationship between the system usability and acceptability of the chatbots, particularly as Bird et al [29] specifically called for greater knowledge concerning the usability of MYLO in different groups.

**Methods**

**Participants**

Ethical approval was granted for the study (ref: 007599) by the University of Sheffield’s Department of Psychology Ethics Committee. A study sample was recruited from the University of the Third Age (U3A), and participation was not monetarily incentivized. The U3A is a movement that aims to educationally stimulate members who have retired from work [30]. The study was advertised over the Web via U3A websites and offline via recruitment posters placed within U3A meeting places. Inclusion criteria for the study were (1) being older than 50 years, (2) being able to read and hear clearly (with glasses or hearing aids if necessary), (3) having no medically or professionally diagnosed current mental health disorder, and (4) currently experiencing a problem causing emotional distress.

**Measures**

The time points at which self-assessed measures were administered are summarized in a Standard Protocol Items: Recommendations for Interventional Trials diagram (Multimedia Appendix 1) and Table 1.

Participants provided a brief qualitative description of their personal problems and stated how long those problems had been occurring. Problem distress was measured on an 11-point Likert scale (from 0—not distressing at all to 10—highly distressing). Problem distress was measured at baseline, postintervention, and 2-week follow-up. Problem solvability was measured on an 11-point Likert scale (from 0—cannot be resolved to 10—easily resolved) at baseline. To measure problem resolution, participants rated on a Likert scale, at postintervention and 2-week follow-up, to what degree the problem had resolved (from 0—not resolved at all to 10—completely resolved).

Table 1. Summary and timeframe of measure administration.

<table>
<thead>
<tr>
<th>Measure</th>
<th>Baseline</th>
<th>Postintervention</th>
<th>2-week follow-up</th>
</tr>
</thead>
<tbody>
<tr>
<td>Problem distress</td>
<td>Xa</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Depression, anxiety, and stress scales 21</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Problem solvability</td>
<td>X</td>
<td>_b</td>
<td>—</td>
</tr>
<tr>
<td>Problem resolution</td>
<td>—</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Helpfulness</td>
<td>—</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Use again</td>
<td>—</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>System usability scale</td>
<td>—</td>
<td>X</td>
<td>—</td>
</tr>
</tbody>
</table>

aThe measure was taken at this time point.
bThe measure was not taken at this time point.

**Time**

The time difference in minutes between the first and last timestamp of conversation logs was used to measure the duration of using the conversational agent.

**Helpfulness**

Participants rated how helpful the conversational agent was on an 11-point Likert scale (from 0—not helpful at all to 10—extremely helpful) at postintervention and at 2-week follow-up.

**Use Again**

Participants rated on an 11-point scale (from 0—most definitely not to 10—most definitely yes) the degree to which they would use the conversational agents again, but for a different problem, at postintervention and at 2-week follow-up.

**The System Usability Scale**

The system usability scale (SUS) measures perceptions of system technology and consists of a set of 10 statements scored on a 5-point scale [31]. An example item is “I found the system very cumbersome to use.” SUS has been found to have high internal consistency in a number of large datasets [32,33], and it compares favorably with other usability measures [32]. An SUS score above 68 represents an above-average usability [34]. The SUS was only administered postintervention.

**Depression, Anxiety, and Stress Scales 21**

The depression, anxiety, and stress scales 21 (DASS-21) is a 21-item scale measuring depression, anxiety, and stress over the previous week on a 4-point scale [35]. Scores can range from 0 to 21 in each domain of the scale (depression, anxiety, stress) and are calculated by summing the scores of the representative 7 items. The DASS-21 has high internal consistency (depression: 0.91, anxiety: 0.84, and stress: 0.90[35]). Participants completed the DASS-21 at baseline, postintervention, and 2-week follow-up.

**Procedure**

To be involved, participants were required to either email or phone the lead researcher (MB). The researcher inputted each
potential participant’s email address into a bespoke backend study management system; the system would then send participants emails containing a Web link to view the Web-based information sheet and consent form. Upon consenting, participants were sent a further email containing a set of instructions about each stage of the study, along with a Web link to allow them to begin interacting with the conversational agent (ie, participants were free to withdraw at this or any subsequent stage). Upon clicking the link, participants were taken to a set of self-assessment baseline measures within a Web-based questionnaire. After completion, the backend study management system randomly allocated, with equal probability, participants to either MYLO or ELIZA and generated the accompanying usernames, passwords, and program Web links to enable participants to access their allocated program.

The backend study management system would then email these details to the participants along with Web links to a user-guide video and usage tips Web page. The participants were given 24 hours in which they had to click the link in the email and log in to converse with their allocated conversational agent. Conversations were suggested to have a maximum duration of 20 min. After participants ended their conversation, the software presented a set of postintervention self-assessment measures within a Web-based questionnaire. Two weeks after completion, the backend study management system sent participants an email with a link to a Web-based questionnaire that contained the self-assessment follow-up measures.

Electronic Therapy Conversational Agents
To ensure that both systems were judged on the conversation they generated and not their respective user interfaces, the visual layout and input method of ELIZA were altered to mirror that of MYLO.

ELIZA
The implementation of ELIZA used in this study was based on a version by cyberpsych [36], which is accessible through the Web via a website hosted by the University of Sheffield. Conversations with ELIZA mimicked Rogerian client-centered counseling and aimed to facilitate problem solving by applying the core conditions for change during Rogerian counseling [24] (ie, congruence, empathy, and unconditional positive regard). ELIZA opens the session with Hello, let’s talk and then adopts a consistent nondirective approach. The participants progress the conversation by typing their problems into a text input box and pressing the return key. ELIZA then responds with a question intended to maintain the conversation.

Manage Your Life Online
MYLO was accessed through the Web via a website hosted by the University of Sheffield. MYLO is an automated computer-based self-help program that mimics a therapeutic conversation between a client and a therapist using MOL as the change method. MYLO works by analyzing the participant’s text input for key terms/themes and responds with questions aimed at encouraging conflict awareness and facilitating higher levels of awareness [28]. MYLO opens the session with Please, tell me what’s on your mind. The participant progresses the conversation by typing their problem into a text input box and then clicking 1 of the response rating buttons. MYLO was developed by Warren Mansell at the University of Manchester.

Statistical Analysis
The study uses sample size calculations from Bird et al’s study [29], which was a continuation of the work carried out by Gaffney et al [28]. A Cohen d of 0.79 was found for the baseline and postintervention comparison of distress scores of those in the MYLO group; a power analysis indicated that the minimum group size required was 19 with adequate power (0.8). Bird et al [29] found little differentiation in improvement in distress between groups (d=0.31). On the basis of this, the 2 conditions would, therefore, require a minimum sample size of 104. The study aimed to achieve the minimal power requirement, and a target to recruit 120 participants was set, which would result in 60 participants per group.

Data were analyzed using IBM SPSS for Microsoft Windows (version 24). The primary measure for the study was problem-related distress. DASS-21, problem resolution, time, use again, helpfulness, and system usability were secondary outcome measures.

The study used a mixed 2 × 3 analysis of variance (ANOVA), with the group (ELIZA or MYLO) as a between-participant factor and time (baseline, postintervention, and 2-week follow-up) as a within-participant variable for the primary outcome variable problem-related distress and secondary outcome measure DASS-21. Posthoc 2-tailed t tests were run to explore group differences using Bonferroni CI adjustment. Secondary outcome measures problem resolution, helpfulness, and use again were compared at postintervention and 2-week follow-up using ANOVA. Secondary outcome measures time and system usability were compared at postintervention using independent t tests that applied Bonferroni CI adjustment. To investigate the extent to which system usability was a predictor of problem resolution, helpfulness, and use again, a series of Pearson correlation coefficients were computed to assess the relationships between postintervention system usability, problem resolution, helpfulness, and use again. Simple linear regression was then carried out to determine the effect of postintervention system usability on postintervention helpfulness, use again, and problem resolution scores.

Results
Sample Characteristics
Age of the participants ranged from 51 to 90 years, with a mean of 69.21 (SD 6.76) years, and the study sample comprised 73.2% (82/112) females and 26.8% (30/112) males. A participant flow diagram is provided in Figure 1. In total, 112 participants completed baseline measures, were randomized, and then used the conversational agents, with 98 participants providing postconversational outcomes. Of the 59 participants allocated to MYLO, 52 completed the session with a dropout rate of 12% (7/59). Of the 53 participants allocated to ELIZA, 50 completed the session with a dropout rate 6% (3/53). Across both chatbots, 92.2% (94/102) participants completed the intervention. Of those who completed the intervention, 94 (MYLO: n=47 and ELIZA: n=47) provided outcomes across all 3 time points (ie,
baseline, postintervention, and 2-week follow-up). Those who completed the intervention had an average age of 68.4 (SD 6.49) years; 73% (69/94) of them were female and 27% (25/94) were male.

**Figure 1.** Participant flow diagram. MYLO: Manage Your Life Online.

### Time Spent Using the Conversational Agents

The average amount of time spent engaged in conversation with MYLO was mean 24.17 min (SD 16.46), and the time spent in conversation engaged with ELIZA was mean 15.17 min (SD 8.77). On average, MYLO was used for 9 min longer than ELIZA ($t_{92}=3.309$; $P<.001$).

### Problem Distress and Resolution

The problem-related distress and problem resolution scores for MYLO and ELIZA are reported in Table 2. There was no difference in reductions in problem-related distress over time between the 2 conversational agents ($F_{1.92}=2.39; P=.13$). There was a significant main effect of time on distress regardless of the conversational agent ($F_{2.84}=55.85; P<.001$). Problem distress significantly reduced between baseline and follow-up ($P<.001$), but there was no significant postintervention to follow-up reduction ($P=.52$). There was a significant interaction effect of the type of conversational agent and time on problem distress ($F_{2.84}=3.21; P=.04$), although this was a weak effect (eta-squared=0.03). This interaction was further investigated using $t$ tests. The analysis showed that there was a significant
difference between interventions at follow-up ($t_{92}=-2.013; P=.05$), but no significant difference was found at baseline ($t_{92}=0.428; P=.67$) or postintervention ($t_{92}=-1.593; P=.12$). There were also no significant differences between the 2 conversational agents regarding their abilities to enable problem resolution ($F_{1,92}=2.32; P=.13$). There was a significant effect of time on problem resolution ($F_{1,92}=15.87; P<.001$).

| Table 2. Mean (SD) for measures at baseline, postintervention, and 2-week follow-up. |
|-----------------------------------------------|-----------------|-----------------|
| Outcome measures                             | Manage Your Life Online (n=47), mean (SD) | ELIZA (n=47), mean (SD) |
| Problem distress                              |                               |                              |
| Baseline                                      | 6.17 (1.55)                 | 6.02 (1.81)                 |
| Postintervention                              | 3.68 (2.14)                 | 4.45 (2.51)                 |
| 2-week follow-up                              | 3.21 (2.23)                 | 4.23 (2.67)                 |
| Problem solvability                           |                               |                              |
| Baseline                                      | 4.09 (2.35)                 | 3.55 (2.25)                 |
| Problem resolution                            |                               |                              |
| Baseline                                      | 2.17 (2.62)                 | 1.51 (2.74)                 |
| Postintervention                              | 3.77 (3.29)                 | 3.04 (2.95)                 |
| 2-week follow-up                              |                               |                              |
| Depression, anxiety, and stress scales 21 total |                               |                              |
| Baseline                                      | 27.06 (16.18)               | 28.51 (19.17)               |
| Postintervention                              | 20.00 (14.59)               | 20.64 (15.04)               |
| 2-week follow-up                              | 16.13 (13.91)               | 17.19 (14.71)               |
| Helpfulness                                   |                               |                              |
| Postintervention                              | 2.94 (2.89)                 | 1.43 (1.86)                 |
| 2-week follow-up                              | 3.23 (2.81)                 | 1.91 (2.21)                 |
| Use again                                     |                               |                              |
| Postintervention                              | 4.21 (3.14)                 | 2.45 (2.79)                 |
| 2-week follow-up                              | 4.43 (3.48)                 | 2.70 (3.04)                 |
| System usability scale score                  |                               |                              |
| Postintervention                              | 63.56 (17.90)               | 56.97 (19.46)               |

Helpfulness, Use Again, and System Usability

There was a significant difference in helpfulness ratings over time between MYLO and ELIZA ($F_{1,92}=8.801; P=.004$). At postintervention, MYLO (mean 2.94, SD 2.89) was rated as significantly more helpful ($t_{78.661}=3.016; P=.003$) than ELIZA (mean 1.43, SD 1.86). There was a significant main effect of time on system helpfulness ratings ($F_{1,92}=4.627; P=.03$). In terms of use again ratings, there was a significant difference between the conversational agents ($F_{1,92}=8.772; P=.004$), with MYLO users postintervention more likely to use the conversational agent again for a future problem ($t_{92}=2.882; P=.005$). There was no main effect of time regarding the use again ratings ($F_{1,92}=0.816; P=.37$). There were no significant differences in the postintervention system usability ratings between MYLO and ELIZA ($t_{92}=1.710; P=.09$). It is worth noting that the system usability scores for both MYLO (mean 63.56, SD 17.90) and ELIZA (mean 56.97, SD 19.46) were below the cut-off for an acceptable program (ie, <68).

Clinical Outcome

There was no statistically significant difference in DASS-21 scores over time between the conversational agents ($F_{1,92}=0.139; P=.71$). There was a significant main effect of time on total DASS-21 scores ($F_{1,830,168.368}=33.538; P<.001$). Total DASS-21 scores reduced significantly between baseline and postconversation ($P<.001$), between postconversation and follow-up ($P=.02$), and between baseline and follow-up ($P<.001$).

Usability and Acceptability of the Two Conversation Agents

There were statistically significant, moderate positive correlations between MYLO system usability ratings and postintervention ratings of helpfulness ($r_{45}=0.546, P<.001$) and interest in reusing MYLO ($r_{45}=0.542, P<.001$), and there was a statistically significant weak positive correlation between MYLO system usability ratings and problem resolution ($r_{45}=0.420; P<.001$; see Table 3 for details).

There was a statistically significant, weak positive correlation between the ELIZA system usability ratings and helpfulness...
($r_{45}=0.344; \ P<.001$) and interest in reusing ELIZA ($r_{45}=0.387; \ P<.001$) see Table 4 for details). Table 4 contains the helpfulness, use again, and SUS scores for MYLO and ELIZA.

There were statistically significant, moderate positive correlations between combined MYLO and ELIZA system usability ratings and postintervention ratings of the helpfulness of MYLO/ELIZA ($r_{92}=0.473; \ P<.001$) and interest in reusing MYLO/ELIZA ($r_{92}=0.487; \ P<.001$; see Table 5 for details).

Table 3. Pearson Correlations for postintervention Manage Your Life Online ratings of system usability, problem resolution, helpfulness, and willingness to use Manage Your Life Online again.

<table>
<thead>
<tr>
<th>Variables</th>
<th>System usability scale score</th>
<th>Problem resolution</th>
<th>Helpfulness</th>
<th>Use again</th>
</tr>
</thead>
<tbody>
<tr>
<td>System usability scale score</td>
<td>1</td>
<td>0.42$^a$</td>
<td>0.55$^a$</td>
<td>0.54$^a$</td>
</tr>
<tr>
<td>Problem resolution</td>
<td>0.42$^a$</td>
<td>1</td>
<td>0.78$^a$</td>
<td>0.58$^a$</td>
</tr>
<tr>
<td>Helpfulness</td>
<td>0.55$^a$</td>
<td>0.78$^a$</td>
<td>1</td>
<td>0.79$^a$</td>
</tr>
<tr>
<td>Use again</td>
<td>0.54$^a$</td>
<td>0.58$^a$</td>
<td>0.79$^a$</td>
<td>1</td>
</tr>
</tbody>
</table>

$^a$Correlation is significant at the .01 level.

Table 4. Pearson Correlations for postintervention ELIZA ratings of system usability, problem resolution, helpfulness, and willingness to use ELIZA again.

<table>
<thead>
<tr>
<th>Variables</th>
<th>System usability scale score</th>
<th>Problem resolution</th>
<th>Helpfulness</th>
<th>Use again</th>
</tr>
</thead>
<tbody>
<tr>
<td>System usability scale score</td>
<td>1</td>
<td>0.11</td>
<td>0.34$^a$</td>
<td>0.39$^b$</td>
</tr>
<tr>
<td>Problem resolution</td>
<td>0.11</td>
<td>1</td>
<td>0.39$^b$</td>
<td>0.26</td>
</tr>
<tr>
<td>Helpfulness</td>
<td>0.34$^a$</td>
<td>0.39$^b$</td>
<td>1</td>
<td>0.72$^b$</td>
</tr>
<tr>
<td>Use again</td>
<td>0.39$^b$</td>
<td>0.26</td>
<td>0.72$^b$</td>
<td>1</td>
</tr>
</tbody>
</table>

$^a$Correlation is significant at the .01 level. $^b$Correlation is significant at the .05 level.

Table 5. Pearson Correlations for postintervention Manage Your Life Online and ELIZA ratings of system usability, problem resolution, helpfulness, and willingness to use Manage Your Life Online/ELIZA again.

<table>
<thead>
<tr>
<th>Variables</th>
<th>System usability scale score</th>
<th>Problem resolution</th>
<th>Helpfulness</th>
<th>Use again</th>
</tr>
</thead>
<tbody>
<tr>
<td>System usability scale score</td>
<td>1</td>
<td>0.27$^a$</td>
<td>0.47$^a$</td>
<td>0.49$^a$</td>
</tr>
<tr>
<td>Problem resolution</td>
<td>0.27$^a$</td>
<td>1</td>
<td>0.61$^a$</td>
<td>0.44$^a$</td>
</tr>
<tr>
<td>Helpfulness</td>
<td>0.47$^a$</td>
<td>0.61$^a$</td>
<td>1</td>
<td>0.78$^a$</td>
</tr>
<tr>
<td>Use again</td>
<td>0.49$^a$</td>
<td>0.44$^a$</td>
<td>0.78$^a$</td>
<td>1</td>
</tr>
</tbody>
</table>

$^a$Correlation is significant at the .01 level.

Further tests of MYLO using simple linear regression investigated the relationship between system usability score, helpfulness, use again, and problem resolution, with system usability scores as the predictor variable.

This revealed a significant relationship between the MYLO system usability score and helpfulness ($P<.001$). The slope coefficient for system usability was 0.088, so the resolution increased by 0.088 for each extra resolution point. The $R^2=0.299$ indicated that 29.9% of the variation in helpfulness was explained by the model containing only the system usability score. A significant relationship between the MYLO system usability score and use again ($P<.001$). The slope coefficient for system usability was 0.095, so the resolution increased by 0.095 for each extra resolution point. The $R^2=0.176$ indicated that 17.6% of the variation in problem resolution was explained by the model containing only the system usability score.

Tests of ELIZA using simple linear regression investigated the relationship between system usability score, helpfulness, use again, and problem resolution, with system usability scores as the predictor variable. This revealed a significant relationship between the ELIZA system usability score and helpfulness ($P=.02$). The slope coefficient for system usability was 0.033, so the resolution increased by 0.033 for each extra resolution point. The $R^2=0.118$ indicated that 11.8% of the variation in
helpfulness was explained by the model containing only the system usability score. There was also a significant relationship between the ELIZA system usability score and use again (P=.01). The slope coefficient for system usability was 0.055, so the resolution increased by 0.055 for each extra resolution point. The $R^2=0.150$ indicated that 15.0% of the variation in use again was explained by the model containing only the system usability score.

Finally, tests of MYLO and ELIZA results using simple linear regression investigated the relationship between system usability score, helpfulness, use again, and problem resolution, with system usability scores as the predictor variable. This revealed a significant relationship between system usability score and helpfulness ($P<.001$). The slope coefficient for system usability was 0.063, so the resolution increased by 0.063 for each extra resolution point. The $R^2=0.224$ indicated that 22.4% of the variation in helpfulness was explained by the model containing only the system usability score. A simple linear regression was used again to investigate the relationship between system usability score and use again, with system usability scores as the predictor variable. This revealed a significant relationship between system usability score and use again ($P<.001$). The slope coefficient for system usability was 0.080, so the resolution increased by 0.080 for each extra resolution point. The $R^2=0.238$ indicated that 23.8% of the variation in use again was explained by the model containing only the system usability score. There was also a significant relationship between usability score and problem resolution ($P=.01$). The slope coefficient for system usability was 0.038, so the resolution increased by 0.038 for each extra resolution point. The $R^2=0.072$ indicated that 7.2% of the variation in problem resolution was explained by the model containing only the system usability score.

**Discussion**

**Principal Findings**

The primary aim of this study was to compare the system usability, helpfulness, and effectiveness of 2 conversational agents (MYLO and ELIZA) with regard to problem solving within a nonclinical older adult sample. This study was, therefore, a replication and extension of previous studies [28,29], but this is the first study to compare these 2 conversational agents in an older adult sample. A secondary aim was to examine the relationship between system usability and acceptability of 2 differing chatbots. This is an important research because the ever-increasing demand for rapid access to psychological interventions in public services means that alternative delivery methods need to be considered and tested. Such methods can replace or supplement the traditional high intensity-low throughput approach of traditional one-to-one and face-to-face psychological therapy delivery. The conversational agents were grounded in differing theories and approaches to the resolution of psychological distress: MOL for MYLO [26] and humanistic counseling for ELIZA [24]. However, the conversational agents tended to enable problem resolution and reductions in problem-related distress, with MYLO showing significantly lower levels of problem-related distress at follow-up. In terms of clinical outcomes, each chatbot enabled immediate reductions in DASS-21, with reductions being improved over the follow-up period.

Participants spent significantly more time using MYLO, but it is worth noting that the time spent using the program was brief in either arm (ie, an average of 20 min and this was a prompt in the instructions for using the program). Average time spent using MYLO and ELIZA is just 10-min in working-age participants [29]. These results may indicate that adults aged above 50 years are more willing to try and converse with a program of this nature. The longer MYLO conversations may be a consequence of the program’s more tailored and inquisitive questioning algorithm. In contrast, ELIZA has benefited from only limited improvements to its algorithm since its original implementation in 1966. The helpfulness and use again ratings of ELIZA and MYLO were significantly different, with MYLO being experienced as differentially more helpful and also more likely to be used again by participants. As MYLO was significantly more helpful, this may further explain why participants used MYLO for a significantly longer duration. These results mirror the evidence found in community working-age samples [28,29]. It may be the case that if time was allowed to be at the participant’s discretion, then ELIZA may have been rated just as helpful as MYLO.

The second aim of this study was to investigate if system usability affected the acceptability of MYLO and ELIZA when used by the older adults. Generally, correlations between MYLO system usability and problem resolution, helpfulness, and interest in reusing the system were higher than those for ELIZA. These findings indicate that chatbot system usability has an impact on how users perceive and rate their experience of using a conversational agent. As Web-based delivery systems do not have the benefit of a therapist to explain the rationale for certain interventions, it is essential that system usability ratings are systematically collected over the developmental iterations of the systems. This is so that when a chatbot goes live, it is clear and easy to use. If a system is confusing or frustrating to use, then it is highly likely to be clinically ineffective; this arguably mirrors the evidence base concerning the therapeutic alliance in general psychotherapy [37].

The findings from this study appear consistent with accepted models of system usability (eg, International Organization for Standardization 2018 [38]). Although some previous studies have also used the SUS as a measure of system usability in e-therapies [39,40], it was a strength of this study to use this validated measure and is the first usage with an older adult population using a chatbot. It is worth noting that the theoretical underpinning of the 2 conversational agents (MOL versus humanistic counseling) may have influenced the perceptions of helpfulness and, therefore, the willingness to reuse the system. High rates of attrition are assumed to be a common problem with unsupported Web-based interventions, but a meta-analysis [41] has found that the percentage of completed sessions in face-to-face CBT (83.9%) did not differ from the percentage of completed sessions in internet-delivered CBT (80.8%). The overall session completion found in this study was higher 92.2% (94/102), but this was probably due to the intervention using a single-session approach.
Limitations and Future Directions

The study is limited by the fact that it did not recruit enough participants, and therefore, results should be considered with due caution, due to being somewhat underpowered. It is possible that the positive effects over time were due to either regression to the mean or natural recovery processes, rather than the impact of the chatbots. It is worth noting that, based on the power calculation, sufficient power was achieved for baseline to postintervention comparisons. Future studies comparing chatbots in clinical samples would, therefore, benefit from randomly allocating to a no treatment–passive control, to compare clinical outcomes for conversational agents against any natural recovery rate. Participants were recruited from an organization whereby membership would imply that they were open-minded to new experiences and willing to learn, and therefore, the results may not generalize to other older adults in terms of willingness to interact with a chatbot. It would also be useful to determine the average chatbot session length, when the time of the session is not recommended or limited or when there is a clinical problem being discussed.

The prompt concerning conversations needing to last approximately 20 min may have impeded deeper engagement, thus preventing problem resolution. In terms of high-intensity training, there are no published studies that investigate how the SUS interacts with other dimensions of e-therapy, such as treatment credibility, and further studies should examine this in more depth. Future studies should also assess clinical populations across the age ranges to evaluate if system usability and clinical outcomes differ between diagnoses. If the primary outcome is problem solving, then a conversational agent that follows the principles and stages of problem solving also needs to be developed and tested. The study would have benefited from a longer follow-up period, and future studies should enable short- and long-term follow-up. A possible innovation in future studies would be to adopt a patient preference trial methodology, whereby participants are offered the choice either MYLO or ELIZA (ie, to suit their preference) and those participants that are ambivalent about the choice of chatbot can be randomized.

Due to increasing referral pressure on mental health services, the flexibility of service delivery systems is important in reducing wait times for treatment, particularly in geographically remote regions. Approximately 5% to 15% of the older people also report chronic loneliness [42], and thus, chatbots appear to offer some potential in terms of offering conversational support to isolated older people. Talking with a conversational agent may also be particularly useful for psychological disorders involving high levels of shame and embarrassment. Indeed, the real utility of chatbots may be in supplementing traditional psychotherapies by reducing the number of sessions needed, because the conversational agent can provide between-session support and the therapist can focus on challenging change work during face-to-face treatment sessions. Similar models of augmenting face-to-face therapy with electronic alternatives have been discussed by Broglio et al [43]. The manner in which conversational agents could be usefully integrated into care pathways of routine psychological services needs to be explored.

Conclusions

In conclusion, this study sought to contribute to the evidence base regarding the utility and effectiveness of chatbots for psychological problems. This was achieved by comparing and testing 2 equivalent systems in terms of their acceptability, helpfulness, and effectiveness using a nonclinical older adult sample. The results have proven to be both similar and different from previous studies in working-age adults; MYLO is more helpful, but neither conversational agent differentially enabled problem resolution. Future controlled studies are clearly needed to further evaluate the clinical and health economic utility of conversational agents, but the context needs to be more clinical, outcomes need to be evaluated over longer periods, and system usability needs careful consideration.
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Abstract

Background: Presently, dietary management approaches are mostly oriented toward using calorie-counting and diet-tracking tools that draw our attention away from the nutritional value of our food. To improve individuals’ dietary behavior, primarily that of people with type 2 diabetes, a simple technique is needed to increase their understanding of the nutritional content of their food.

Objective: This study aimed to design, develop, and evaluate a customized nutrient-profiling tool called EasyNutrition. EasyNutrition was built to introduce the new concept of nutrient profiling by applying the Intelligent Nutrition Engine, an algorithm that we developed for ranking different food recipes based on their nutritional value. This study also aimed to investigate the efficacy of EasyNutrition in lowering glycated hemoglobin (HbA1c) levels and improving dietary habits among people with type 2 diabetes.

Methods: We evaluated the utility of EasyNutrition using design science research in three sequential stages. This paper has elaborated on the third stage to investigate the efficacy of EasyNutrition in managing type 2 diabetes. A quasi-experimental study was conducted in a diabetes treatment center (n=28). The intervention group utilized EasyNutrition over 3 months, whereas participants in the control group utilized the standard of care provided by the center. Dietary habits and HbA1c levels were measured to capture any change before and after experimenting with EasyNutrition.

Results: The intervention group (n=9) exhibited a statistically significant change between the pre- and postexposure results of their HbA1c (t(9)=2.427; P=.04). Their HbA1c dropped from 8.13 to 6.72. This provided preliminary evidence of the efficacy of using a customized nutrient-profiling app in reducing HbA1c for people with type 2 diabetes.

Conclusions: This study adds to the evidence base that a nutrient-profiling strategy may be a modern adjunct to diabetes dietary management. In conjunction with reliable dietary education provided by a registered dietician, EasyNutrition may have some beneficial effects to improve the dietary habits of people with type 2 diabetes.

(J Med Internet Res 2020;22(5):e15497) doi:10.2196/15497

KEYWORDS
mHealth; consumer health informatics; diet therapy; nutrient profiling; Hb A1c
Introduction

Problem Domain

Keeping up with a healthy, well-balanced diet is by no means easy. This is primarily challenging for patients with type 2 diabetes because it is related to maintaining a certain metabolic goal. The traditional dietary methods to manage diabetes include carbohydrate intake monitoring and my plate, among many others. Despite their effectiveness when followed strictly by patients, these methods are very cumbersome to deal with on a daily basis. The methods are based on specifying the quantity of certain nutrients. For example, following the my plate method, users must adhere to 25% protein, 25% grain and starchy foods, and 50% nonstarchy vegetables. For certain recipes, it is not practical to calculate those percentages. Dealing with quantities to manage diets is very tedious and time consuming.

Another problem with the current traditional dietary management methods is the focus on single nutrients instead of the overall nutritional value. Carbohydrate-restricted, fat-restricted diets are examples of these kinds of diets. The American Diabetes Association (ADA) released a new statement in 2013 summarizing the nutrition therapy recommendations for people with type 2 diabetes. As people eat food and no single nutrient such as carbohydrates, protein, and fat, this new statement designates a new section on eating patterns or plans. Patients with diabetes can still enjoy the food they like while, at the same time, keeping their diabetes under control. In addition, educating people about nutrition has to be aimed at modifying the factors that influence their dietary behavior rather than being aimed at increasing their knowledge about nutrition. Bader et al [1] found, through their comprehensive literature review, that knowledge-based nutrition education programs alone do not result in dietary behavior change. For instance, stating the recommended carbohydrate intake might increase one’s knowledge about nutrition but not influence his or her dietary behavior to consume fewer carbohydrates. When this piece of information is applied in recipes and presented in a practical way, the chances are that patients would apply these tips and keep using them. This is the rationale behind behavioral nutrition, which is to change the target of nutrition education from the goal of increasing knowledge to that of modifying factors that influence dietary behaviors.

In addition, one more issue concerning the current dietary management tools is identified by the ADA in their new position statement on nutrition therapy recommendations. The ADA states that there is no single eating pattern that is best for everyone [2]. In their 2013 report, individualization is highlighted as a key element, as different people eat different food. When it comes to food choice, no solution is universal. Individual preferences contribute to one’s eating plan. Not considering this aspect of individualization might result in individuals abandoning the dietary management tool.

Motivated by the aforementioned issues, we have developed a customized easy-to-follow dietary tool called EasyNutrition. EasyNutrition applies the concept of nutrient profiling in a mobile-based dietary app and aims to focus individuals’ attention toward nutrition and raise their awareness about the nutritional value of the food recipes they choose. The engine behind EasyNutrition is a second artifact that we built to rank different food recipes, the Intelligent Nutrition Engine. This algorithm considers the 3 major macronutrients (ie, fat, protein, and carbohydrates), 2 micronutrients (ie, sodium and dietary fibers), and the number of calories the consumer needs daily. To present the nutritional value of a particular food recipe in a simple, easy-to-understand fashion, we adopted the notion of the traffic-light diet. The nutritional information is not given as a strict tricolor output. Rather, it is by analogy a color-coded food rating scale of eight values that rates the food recipe based on its nutrition from red (for extremely non-nutritious choices) to green (for optimal nutritious choices).

Background

Although genetics are an important consideration in health, during the past half-century, our genes have not measurably altered, and yet, we are significantly more overweight, obese, and prone to lifestyle-related diseases. As of 2014, more than one-third (36.5%) of US adults have obesity, according to the National Health and Nutrition Examination Survey data (2011-2014) [3]; 70.7% are overweight [4]; and 29.1 million Americans (9.3% of the population) are diabetics (as of 2012) [5]. The root of the problem of all these conditions is a poor diet. Tackling this problem is by no means easy and requires complex lifestyle changes. However, a healthy diet is a key component of a healthy lifestyle that can prevent the onset of chronic diseases or mitigate their severity [6].

Dietary Management

Managing diets is essential when it comes to diet-related chronic diseases. For healthy individuals, it is a preventative measure to maintain a healthy weight and facilitate overall well-being. Essentially, there are 4 different approaches to manage diets, summarized in a study by Arens-Volland et al [6]. These approaches encompass dietary recall, food records, self-management, and menu planning. In the first approach, the patient is asked over the phone about the amount of food and drinks typically consumed in a 24-hour period, along with the method of preparation and the brand of the food items. Using food records, patients will have the chance to do the same by writing down this information. In the self-management approach, a personal digital assistant software is used. The patient will set some predefined goals on what quantities of food to consume. In this case, patients are in charge of how to keep their diet under control no matter what kind of food is consumed. The last approach is menu planning where patients will have their meals planned based on previously identified food preferences. As the first 3 approaches are prone to the tediousness of counting and recording multiple times a day, the focus in this study was to utilize the last approach, which is menu planning.

Many studies have been conducted to develop and evaluate computerized dietary management approaches that are based on diet recall and food records [7,8]. These two methods are designed to both keep track of food intake and count calories or carbohydrates. These apps are promising to assist patients to better manage their diet. However, the notion of calorie counting is very tedious and entails many issues from the patients’ perspective.
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First, the underlying method, where users have to log their daily food intake, can suffer from the issue of recall. Examples of these food and calorie tracker apps include MyFitnessPal, Lose It!, and Calorie Count, among many others. These apps allow users to log their food daily, define personal weight loss goals, and review and analyze the gathered data against these goals. In this context, the second issue stems from a realistic limitation, which is the food database where users get to pick recipes from. The quality of the food tracking/dairy app is tightly dependent on this underlying database. However, even the largest current food databases are still far from being complete and often contain only country-specific products [9]. The notion of nutrition education or nutrition profiling helps alleviate these issues as it aims to educate patients about the underlying nutrients that constitute a good or bad food choice.

Nutrition Education

To better manage diets and sustain a healthy lifestyle, one has to be aware and knowledgeable about the nutritional content of the food consumed. Being educated and aware of macronutrition and micronutrition would contribute to one’s overall health. This knowledge leads to a healthy behavior, which, in turn, holds the promise of preventing the onset of chronic diseases or mitigating their severity. Individualized diet education is effective to both understand diet requirements and control body weight and blood sugar levels [10]. This is especially true when such educational material is delivered in an easy-to-follow and a convenient-to-understand manner. However, knowledge-based nutrition education alone does not change dietary behavior. Behavioral nutrition education is more effective in changing dietary behavior. The effectiveness of the behavioral nutrition approaches was investigated by Bader et al [1]. They conducted a pilot study where they investigated one of the most preferred diet management approaches: menu planning [11]. The study targeted patients with type 2 diabetes. The authors conducted a single-arm clinical trial to evaluate one of the commercial internet-based menu planning tools. They examined pre- to postintervention changes in body weight, blood pressure, and glycemia among overweight patients with type 2 diabetes mellitus (T2DM; n=33). Nutritional recommendations were operationalized into weekly internet-delivered menu plans. The findings indicated that there was 5% weight reduction in 0.18% of the participants. The study highlighted the effectiveness of the behavioral nutrition approaches that are less structured. These approaches include gaining familiarity with general nutrition principles, acquiring general planning frameworks (eg, carbohydrate exchanges, points), and, finally, planning tools to use meal replacements or help prepare meals [1].

Nutrient Profiling

Nutritional profiling aims to rank food based on their nutritional quality. It is driven by the focus on food quality instead of quantity. Individuals who follow high-score food choices would most likely improve their dietary behavior.

Simplicity is key when it comes to presenting nutritional information. It has been suggested that nutritional information on mobile phones should be easy to read and understand. Arsand et al [12] stated that approximate information is better than accurate facts that are difficult to understand but more precise.

It was further suggested that the food information on phones for T2DM should not be too fine-grained because too much detailed information may result in user discouragement and little user friendliness.

This approach emphasizes the idea that carbohydrate and calorie intake counting has become less preferred in favor of more generalized nutritional information about the quality of food compositions. As noted, nutrient profiling is defined as the science of ranking foods according to their nutritional composition for reasons related to preventing disease and promoting health, as stated by the World Health Organization. This idea has led to the creation of many nutritional rating systems.

Driven by the idea of nutrition profiling, the traffic-light diet was developed by Epstein et al in the 1970s [13]. In this dietary approach, Epstein et al [13] used a tricolor palette to create an easy-to-follow diet for overweight children. The notion of a traffic-light diet had inspired new research for two decades because of its groundbreaking nature. The traffic-light diet is a structured eating plan that divides food by the color of the traffic signals. Green (go) is for low-calorie food that can be eaten at any time, orange (caution) is for moderate-calorie food that can be eaten occasionally, and red (stop) is for high-calorie food that should be eaten rarely. Since it was launched, pediatricians have widely used the traffic-light diet to encourage healthy eating habits (EH) among their patients.

Many studies have been conducted utilizing the traffic-light dietary approach and have shown promising results. The traffic-light diet is used as a part of a comprehensive treatment, and the results show a significant decrease in obesity in preadolescent children [14,15]. Significant changes in eating patterns have been reported when comprehensive obesity treatment has been combined with the traffic-light diet [7,13]. Reductions in red foods have been observed after treatment, with significant associations between changes in intake of red foods and weight loss [7] or a decrease in the overweight percentage [13].

In this study, we adopted the presentation approach of the traffic-light diet to present the nutrients contained in a food recipe. However, it was not a strict tricolor output. Rather, it was a color-coded food rating scale of eight values as it takes into consideration five different nutrients and not only the caloric count. It scales food based on its nutritional quality from red, for extremely unhealthy choices, to green, for optimal healthy choices, through intermediate colors.

This study aimed to provide a nutrition educational tool to help people with type 2 diabetes learn about the nutritional content of the food they eat and, hence, improve their dietary behavior by choosing healthier, more nutritional recipes.

Research Approach

This study followed the design science research (DSR) approach suggested by Hevner and Chatterjee [8]. Hevner et al [16] presented design science as a legitimate research paradigm to be employed in the Information Systems research projects, where the goal was to solve practical problems. DSR aims to build and evaluate technology artifacts in an iterative process.
This process can be seen as the embodiment of 3 related cycles of activities: the relevance cycle, the rigor cycle, and the design cycle. The relevance cycle initiates the DSR project by addressing the contextual environment of the research project. The rigor cycle defines the knowledge base of the scientific foundations in the form of theoretical models/theories, experience, and expertise. It aims to ground the DSR artifact to the knowledge base and define its novelty. The design cycle iterates between the essential activities of build and evaluate. The 3 main cycles of DSR are illustrated in Figure 1.

**Figure 1.** Design science research methodology.

---

**First Design Artifact: EasyNutrition**

*EasyNutrition* is a customized dietary tool. This means that each user will get cuisine-driven recipes based on his/her own food preference. Once users download the *EasyNutrition* app, they are prompted to sign in or sign up (Figure 2). For new users, *EasyNutrition* will calculate their basal metabolic rate (BMR) based on age, gender, height, and weight. BMR is an estimate of how many calories the user would burn if he/she were to do nothing but rest for 24 hours. In other words, BMR is an estimation of the daily needed calories. In the profile, the user can edit favorite cuisines. These preferences will be saved in the user’s profile and can be easily updated every time the user uses *EasyNutrition*.

Using *EasyNutrition*’s Home page, users can find web-based recipes (tailored to their food preferences as well as their individual nutritional needs), browse the nutritional value of a variety of food recipes, or plan weekly meals. This meal plan can be based on either their favorite recipes (chosen earlier) or their favorite cuisine (Figure 3). In both cases, the resulting recipe will be displayed along with its overall nutritional value. The nutritional value is presented in a traffic-light scale, as can be seen in Figure 4, ranging from red (for a relatively poor nutrition choice) to green (for a relatively excellent nutrition choice) through some intermediate colors.

This scale will give the user an initial indication of how nutritious the chosen recipe is. If the user is interested to know more about the nutrients that lower the overall nutritional quality, he/she can click on the *nutrition* tab to find out which nutrient is beyond the recommended range, as can be seen in Figure 5. Apart from the nutritional quality, the pertinent information for each recipe is presented. This includes the ingredients, instructions, and some healthy tips on how to maximize the nutritional value of the selected recipe.

As the user saves and adds food recipes to his/her meal plan, he/she will be given either a gold, silver, or bronze trophy based on how active they are with the app. The app will categorize the user into one of the three different groups based on the number of recipes he/she adds to his/her meal plan.
Figure 2. EasyNutrition Sign up screen.
Figure 3. EasyNutrition Home page.

Figure 4. The overall nutritional value of the “Falafel salad” recipe.
Second Design Artifact: The Intelligent Nutrition Engine

We developed the Intelligent Nutrition Engine, which is a food-ranking algorithm that encompasses 5 different nutrients: the 3 major macronutrients that derive calories (i.e., fat, protein, and carbohydrates) and 2 micronutrients (i.e., dietary fibers and sodium). The algorithm checks the calories, the percentage of macronutrients, and also the number of micronutrients in a selected recipe. These nutrients determine a healthy or an unhealthy choice. For people with diabetes, we consulted the nutrition therapy recommendations by the ADA [2] to find the important nutrients that have to be considered, along with the appropriate limit for each nutrient. Some of these criteria have slightly different specifications for comorbid type 2 diabetes and hypertension. For example, the sodium recommendation for the general population is less than 2300 mg/day. However, for individuals with both diabetes and hypertension, a further reduction in sodium intake should be individualized (no more than 1500 mg/day). In addition, for comorbid T2DM and hypertension, no more than 7% of fat should come from saturated fat. These criteria were reviewed and validated by the registered dietician from Loma Linda University Medical Center. A list of these nutrients is outlined in Table 1.

Harris-Benedict Equation

All these nutrients’ amounts/percentages are based on one’s daily calorie intake. As the recommended calorie intake differs based on age, gender, height, and weight, we applied the Harris-Benedict equation to determine the recommended calorie intake or the BMR based on these factors [17]. The final formula encompassing all these nutrients as well as the calories will produce a single holistic number that represents the overall nutritional quality of a particular recipe. The detailed steps of the algorithm can be seen in Textbox 1. For the sake of simplicity, we presented this number in a traffic-light scale that ranges from red to green through some intermediate colors.

The cursor would start right in the middle of the traffic-light scale as an initial score for any given food recipe, as can be seen in Figure 6. The cursor would move to the right if a certain nutrient is within the recommended percentage/amount. The cursor would move to the left if a certain nutrient exceeds the maximum limit or fails to meet the minimum limit of the recommended range. This algorithm was applied to Spoonacular, the largest web-based food Application Programming Interface (API), to rank different food recipes accordingly.
Table 1. The nutrition limits per daily recommended percentages/amounts of total calorie intake.

<table>
<thead>
<tr>
<th>Intake</th>
<th>Nutrients</th>
<th>Macronutrients</th>
<th>Micronutrients</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Carbohydrates</td>
<td>Fats</td>
</tr>
<tr>
<td></td>
<td></td>
<td>45%-65%</td>
<td>25%-35%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>For those with hypertension, no more than 7% of this percentage should come from saturated fat</td>
</tr>
</tbody>
</table>

Textbox 1. The algorithm logic to rank food recipes.

- Calculate the basal metabolic rate (BMR) based on gender, age, height, and weight based on the Harris-Benedict equation
- Divide the number by 3 assuming 3 meals a day, to get the ideal recipe calories for a particular user
- Recommended recipe calories (RRC)=BMR/3
- Obtain the chosen recipe calories (CRC) and compare the value with RRC

If CRC≤RRC, and is within the recommended range, CRC_w=1, otherwise CRC_w=−1

- Obtain the amount of carbs in grams
- Convert this amount into calories (1 gram of carbs provides 4 calories)

0.45% R_C≤C≤0.65% R_C, where C is carbs

If it is within the recommended range, C_w=1, otherwise C_w=−1; if C<0.45%, C_w=0

- Obtain the amount of fats in grams
- Convert this amount into calories (1 gram of fat provides 9 calories)

0.25% R_F≤F≤0.35% R_F, where F is fat

If it is within the recommended range, F_w=1, otherwise F_w=−1; if F<0.25%, F_w=0, show the message: Good job. This choice is low in fat.

If the patient with diabetes has hypertension, then another test for saturated fat will be conducted: fat sugars should not exceed 0.07% of the total fat

- Obtain the amount of protein in grams
- Convert this amount into calories (1 gram of protein provides 4 calories)

0.15% R_P≤P≤0.20% R_P, where P is protein

If it is within the recommended range, P_w=2, otherwise P_w=−2; if P<0.15% R_P, P_w=0

- Obtain the amount of sodium in milligrams

S≤450, where S is sodium

If S≤450, S_w=1; if S≥450, S_w=−1

- If the patient with diabetes has hypertension, then the amount has a lower cut-off value (<1500/3 mg)
- Obtain the amount of dietary fibers in grams

6 g≤D_f≤10 g, where D_f is dietary fibers

If D_f is within the recommended range, D_f_w=2; if D_f>10, D_f_w=3; if D_f<6, D_f_w=0
Methods

Evaluation Plan

During this study, we evaluated the utility, efficacy, and quality of the app, EasyNutrition, from a sociotechnical perspective in three sequential stages (Figure 7). The first stage was a pilot study to test the usability and understandability of EasyNutrition’s interfaces. The results can be found in a published paper by Alrige et al [11]. Once we established that the technology is sufficient to use (usable and understandable), we tested the full version of EasyNutrition on a wider population in the second stage. The goal was to evaluate EasyNutrition for its functionality and quality as a customized dietary tool, and the results were published in a paper by Alrige and Chatterjee [18]. Once we established the usability, quality, and content validity of EasyNutrition as a customized dietary tool to help users improve their food choices, we implemented the third stage to test EasyNutrition’s efficacy in managing type 2 diabetes. Details about the subjects, study type, measurements, and analysis can be seen in this paper that elaborates on the third stage of the evaluation where we conducted a quasi-experimental field study. In particular, we employed the two-group pretest-posttest design recommended for medical informatics studies to introduce a new intervention [19]. A pre-post intervention study allowed us to capture any change in participants’ dietary behavior/attitude before and after experimenting with Easy Nutrition. Both Claremont Graduate University (Institutional Review Board [IRB] number 2964) and Loma Linda University (IRB number 5170397) provided an IRB approval, as we conducted subject recruitment in one of Loma Linda University’s health facilities.

Figure 6. The nutritional score presented behind a traffic-light scale.

Figure 7. The evaluation plan (subjects, measures, and analysis).
Setting and Sampling
Subjects were recruited from the diabetes treatment center (DTC), Loma Linda University Health. The center offers classes on diabetes education in 4 different sessions: the first and second sessions are on nutrition, the third one is on physical activity, and the last one is after 2 to 3 months of follow-up with the patients to provide a plan for them to move forward and live with diabetes. Diabetes educators and registered dieticians facilitate those sessions. We attended the sessions to introduce EasyNutrition and recruit patients after obtaining their consent. We attended seven classes in the DTC for recruitment, starting from December 20, 2017, and ending on January 10, 2018. The classes were offered during the morning (9 AM-11 AM), afternoon (1:30 PM-3:30 PM), and evening (5:30 PM-7:30 PM) sessions. We followed up with these cohorts of patients during the study course of 3 months before their fourth and last class at the end of their DTC session. The patients were in five different cohorts. The total number of participants was 28, with 5 patients with prediabetes and 23 patients with type 2 diabetes. In total, 12 patients were signed up for the intervention group (group number 1), and 16 patients were signed up for the control group (group number 2). The sample size (n=28) was determined for a two-group, pretest, posttest intervention based on the following test parameters: statistical power=0.80, (medium) effect size=0.5, and significance level=.05.

Procedures and Measures
In the first class, we started the recruitment by introducing ourselves and our study and explained how relevant it is to their diabetes education session. This included playing a 2-min short demo about EasyNutrition. Upon their agreement to participate, subjects completed the following activities.

First, as part of the DTC standard of care (SOC), subjects’ blood was drawn to measure their blood sugar (glycated hemoglobin, HbA1c), and this was self-reported to the research personnel. The HbA1c is measured in units of mmol/mol. The HbA1c test measures how much hemoglobin in the blood has become glycated (chemically bonded with glucose).

Second, researchers assigned participants either to the intervention group (group number 1) or to the control group (group number 2), based on the kind of smartphone he/she had (patients with an Android-based smartphone were assigned to group number 1).

Third, participants answered a quick questionnaire about their EH using the Health-Promoting Lifestyle Profile (HPLP) nutrition subscale. The administered questionnaire was adapted from the HPLP, a 48-item questionnaire of self-reported health-promoting lifestyle habits. HPLP consists of 6 scales: self-actualization, health-responsibility, exercise, nutrition, interpersonal support, and stress management. The final structure of the 48-item HPLP was found to have high internal consistency with an alpha coefficient of .922. Sets of items assigned to each of the 6 factors were examined for their reliability as subscales. The nutrition subscale is found reliable with an alpha coefficient equal to .757.

We utilized the Nutrition subscale, a 10-item, 4-point Likert scale that ranges from Never (1), Sometimes (2), Often (3), to Routinely (4) to indicate how often an individual engages in each behavior. The minimum score was 10, and the maximum score was 40 [20].

On the basis of participants’ answers to these questions, we generated a score reflecting their EH. This score was used as a baseline for postcomparison for both groups. An increase in this score suggests improvement in the patient’s dietary behavior. This can establish a potential association between the intervention (interacting with EasyNutrition) and health outcomes.

Intervention
If the patient was assigned to the intervention group, he/she was asked to download the app, EasyNutrition, on his/her Android-based phone or tablet. We trained the patients to use the app. Patients were shown how to sign up by entering their basic demographic information (age, height, weight, and gender). They were introduced to the concept of BMR, which is the daily calories their bodies need. They were told that all the nutritional value of the recipes would be based on this BMR value. This is the first form of customization. The second and more important form of customization has been presented by suggesting recipes tailored to the individuals’ favorite cuisines. They were shown how to find web-based recipes and learn about their nutrition breakdown and the quality of ingredients. They were taught how to add the recipes to their meal plan and how to track their usage in their profiles. Every 2 weeks, they received either a text message or a phone call to ask questions about their app usage. Over 3 months, patients in the intervention group used EasyNutrition every other week to learn about the nutrition breakdown as well as the nutritional value of a variety of food recipes tailored to their food preferences. Patients in the control group continued receiving the SOC treatment offered by the DTC.

Fourth, at the end of the study, all subjects filled in the same questionnaire about their EH. In addition, their HbA1c was measured again to compare it with the benchmark data from the presurvey data. The follow-up classes at the DTC we attended were at the following dates/times: Monday, February 26, 2018 (5:30-7:30 PM); Wednesday, February 28, 2018 (9 AM-11 AM); Monday, March 26, 2018 (1:30 PM-3:30 PM); and Wednesday, March 28, 2018 (5:30 PM-7:30 PM). One class was designated for only those with prediabetes, and it was offered under the diabetes prevention program. This was on Wednesday, March 14, 2018 (5:30 PM-7:30 PM).

In addition, all subjects were asked to fill in the nutrition self-efficacy (NSE) questionnaire [21]. On the basis of the health behavior model [21], the self-efficacy construct has an effect on engaging in health-promoting behavior [22]. Self-efficacy is defined as one’s ability or confidence in making a behavior change. The measurement of patients’ NSE was considered to account for habitual unhealthy behaviors, such as overeating, and test any confounding factors that might have affected their postmeasurement data.

Analysis
We compared the mean of both eating habit composite scores and HbA1c before and after the study for both groups.
Results

Participants Characteristics

Subjects are patients with either type 2 diabetes or prediabetes. Out of the 28 patients who signed up in the third stage, 21 (75%) completed their participation. Of these, 9 patients were men and 12 were women, with the majority being white (11 out of 21). To measure EasyNutrition efficacy, we evaluated the subjects’ EH as well as their HbA$_{1c}$ before and after the experiment for both groups.

Pre-Exposure Analysis

Participants in both groups (9 subjects in the intervention group and 12 subjects in the control group) were administered the presurvey to determine the pre-exposure composite scores of their EH and, hence, establish a benchmark healthy score. The mean composite score for EH was 23.33 for the intervention group and 25.83 for the control group. As for the HbA$_{1c}$, the mean was 8.13 for the intervention group and 7.13 for the control group (Table 2). To ensure that the means of the 2 groups were not significantly different at the start, an independent samples $t$ test was conducted on both the composite EH score ($t_{21}=1.27; P=.22$) and HbA$_{1c}$ ($t_{21}=-0.967; P=.31$). The results in Table 3 show that there is no statistically significant difference between the 2 groups. This illustrates that, before the beginning of the intervention, the difference of the mean between the 2 groups was indeed not significantly different.

Table 2. Descriptive statistics on the eating habits composite score and glycated hemoglobin before and after the experiment.

<table>
<thead>
<tr>
<th>Group</th>
<th>Values</th>
<th>SE mean</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean (SD)</td>
<td></td>
</tr>
<tr>
<td>Intervention (n=9)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>HbA$_{1c}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pre-HbA$_{1c}$</td>
<td>8.13 (2.83)</td>
<td>0.94</td>
</tr>
<tr>
<td>Post-HbA$_{1c}$</td>
<td>6.72 (1.27)</td>
<td>0.42</td>
</tr>
<tr>
<td>EH</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pre-EH</td>
<td>23.33 (3.08)</td>
<td>1.02</td>
</tr>
<tr>
<td>Post-EH</td>
<td>24.33 (3.54)</td>
<td>1.18</td>
</tr>
<tr>
<td>Control (n=12)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>HbA$_{1c}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pre-HbA$_{1c}$</td>
<td>7.13 (1.49)</td>
<td>0.43</td>
</tr>
<tr>
<td>Post-HbA$_{1c}$</td>
<td>6.90 (1.64)</td>
<td>0.47</td>
</tr>
<tr>
<td>Pair 2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pre-EH</td>
<td>25.83 (5.27)</td>
<td>1.52</td>
</tr>
<tr>
<td>Post-EH</td>
<td>26.08 (2.94)</td>
<td>0.85</td>
</tr>
</tbody>
</table>

$^a$HbA$_{1c}$: glycated hemoglobin.

$^b$EH: eating habits.

Table 3. Pre-exposure independent $t$ test.

<table>
<thead>
<tr>
<th>Group</th>
<th>Levene test</th>
<th>$t$ test for equality of means</th>
<th>$t$ test (df=19)</th>
<th>Significance (two-tailed; $P$ value)</th>
<th>Mean difference</th>
<th>SE difference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Eating habits</td>
<td>3.39</td>
<td>.08</td>
<td>1.27</td>
<td>.22</td>
<td>2.50</td>
<td>1.98</td>
</tr>
<tr>
<td>Glycated hemoglobin</td>
<td>6.39</td>
<td>.02</td>
<td>−1.05</td>
<td>.31</td>
<td>−1.00</td>
<td>.95</td>
</tr>
</tbody>
</table>
Postexposure Analysis

Both groups exhibited an increase in their composite dietary habits score in the postexposure results and a decrease in HbA1c (Table 4). To objectively measure the changes in the means of the 2 groups, an assessment of statistical significance was conducted through a series of dependent and independent samples t tests.

First, a paired samples t test was conducted to assess if the changes within the groups are considered statistically significant. The first analysis consisted of two dependent t tests that were conducted for each group, individually. The dependent variables are HbA1c and the composite score of EH. As for HbA1c in the control group (n=12), the HbA1c mean dropped from 7.13 to 6.90. This change in the HbA1c was very minimal and not statistically significant (t12=1.30; P=.22). The intervention group (n=9), however, exhibited a statistically significant change between the pre- and postexposure results of their HbA1c (t9=2.42; P=.04). Their HbA1c had dropped from 8.13 to 6.72 (Table 5).

In addition, the second analysis consists of two independent samples t tests to assess the change between the 2 groups after the experiment in terms of both their EH composite score (EH) and HbA1c. The results of the independent samples t tests showed a statistically significant difference in the postresults between the control and intervention groups in terms of their HbA1c (t21=1.94; P=.04). However, the difference between the 2 groups in terms of their EH was not statistically significant (t21=−.456; P=.65; Table 6).

Table 4. Changes in both eating habits composite score and glycated hemoglobin.

<table>
<thead>
<tr>
<th>Group</th>
<th>Before</th>
<th>After</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intervention</td>
<td></td>
<td></td>
</tr>
<tr>
<td>HbA1c</td>
<td>8.10</td>
<td>6.60</td>
</tr>
<tr>
<td>EH</td>
<td>23.3</td>
<td>24.4</td>
</tr>
<tr>
<td>Control</td>
<td></td>
<td></td>
</tr>
<tr>
<td>HbA1c</td>
<td>7.10</td>
<td>6.90</td>
</tr>
<tr>
<td>EH</td>
<td>25.9</td>
<td>26.10</td>
</tr>
</tbody>
</table>

*aHbA1c: glycated hemoglobin.
*bEH: eating habits.

Table 5. Dependent samples t test on both glycated hemoglobin and eating habits for both groups.

<table>
<thead>
<tr>
<th>Group</th>
<th>Values</th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Mean (SD)</td>
<td>SE mean</td>
<td>t test (df)</td>
<td>Significance (P value)</td>
</tr>
<tr>
<td>Intervention group (n=9)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pre-HbA1c to post-HbA1c</td>
<td>1.41 (1.75)</td>
<td>0.58</td>
<td>2.42 (8)</td>
<td>.04</td>
<td></td>
</tr>
<tr>
<td>Pre-EH to post-EH</td>
<td>−1.00 (2.74)</td>
<td>0.91</td>
<td>−1.09 (8)</td>
<td>.31</td>
<td></td>
</tr>
<tr>
<td>Control group (n=12)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pre-HbA1c to post-HbA1c</td>
<td>0.23167 (0.62)</td>
<td>0.18</td>
<td>1.30 (11)</td>
<td>.22</td>
<td></td>
</tr>
<tr>
<td>Pre-EH to post-EH</td>
<td>−0.25000 (4.31)</td>
<td>1.24</td>
<td>−0.20 (11)</td>
<td>.84</td>
<td></td>
</tr>
</tbody>
</table>

*aHbA1c: glycated hemoglobin.
*bEH: eating habits.

Table 6. Between-group differences for both glycated hemoglobin and eating habits.

<table>
<thead>
<tr>
<th>Group</th>
<th>Levene test</th>
<th>t test for equality of means</th>
<th>Mean difference</th>
<th>SE difference</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>F (df=20)</td>
<td>Significance (P value)</td>
<td>t test (df=19)</td>
<td>Significance (two-tailed; P value)</td>
</tr>
<tr>
<td>Glycated hemoglobin</td>
<td>12.67</td>
<td>.002</td>
<td>1.94 (19)</td>
<td>.04</td>
</tr>
<tr>
<td>Eating habits difference</td>
<td>3.30</td>
<td>.09</td>
<td>−0.456 (19)</td>
<td>.65</td>
</tr>
</tbody>
</table>
**Discussion**

**Practical Implications**

The quasi-experiment conducted for this study showed that there is a statistically significant difference within and between subjects in terms of their HbA1c. This provides strong preliminary evidence about the efficacy of using a nutrient profiling–based dietary app to present the nutritional value of different food recipes in a customized meal plan. Combined with the nutrition classes offered by DTC, interacting with *EasyNutrition* was effective in lowering HbA1c in patients with diabetes by focusing their attention on nutrition. This is in line with the findings of Bader et al. [1] that customized menu planning is one of the most effective methods for dietary management compared with other methods. The customized menu plans provided by *EasyNutrition* in this study enable patients with type 2 diabetes to learn about nutrition and nutritional value based on what they normally eat.

One might argue that the nutrition classes offered by DTC do have an effect on patients in lowering their HbA1c. However, we tried to counterbalance this potential effect by having a control group. Obtaining pretest measurements on both the intervention and control groups allows us to assess the initial comparability of the groups. The assumption is that if the intervention and the control groups are similar at pretest, there is a smaller likelihood of important confounding variables differing between the 2 groups [19]. In addition, we measured the NSE for both groups to account for any habitual unhealthy behavior. The mean of the NSE was 15.25 for the control group and 14.67 for the intervention group (Table 7). The difference was negligible ($t_{12}$=0.49; $P$=.63) as can be seen in Table 8 and indicated that there is a little chance that NSE would have been a confounding factor in this study.

**Table 7.** Nutrition self-efficacy descriptive statistics.

<table>
<thead>
<tr>
<th>Type</th>
<th>Values</th>
<th>SE mean</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean (SD)</td>
<td></td>
</tr>
<tr>
<td>Nutrition self-efficacy</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control (n=12)</td>
<td>15.25 (3.22)</td>
<td>0.93</td>
</tr>
<tr>
<td>Intervention (n=9)</td>
<td>14.67 (1.66)</td>
<td>0.55</td>
</tr>
</tbody>
</table>

**Table 8.** Nutritional self-efficacy between-group difference.

<table>
<thead>
<tr>
<th>Type</th>
<th>Levene test</th>
<th>$t$ test for equality of means</th>
<th>95% CI of the difference</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$F$ (df=20)</td>
<td>$t$ test (df=19)</td>
<td>$t$ test (df=19)</td>
</tr>
<tr>
<td>Nutritional self-efficacy</td>
<td>2.06</td>
<td>.17</td>
<td>0.49</td>
</tr>
</tbody>
</table>

For patients with diabetes attending the DTC or any other diet management center, keeping up with a healthy nutrient-dense diet has always been a challenge. According to personnel from the DTC, most patients fall back into their old dietary habits as soon as they leave the center. By having a customized dietary app, such as *EasyNutrition*, in hand, the chances are greater that they will stay motivated enough to adhere to a healthy regimen. This is primarily true especially if the dietary app is presenting the nutrition information in a simple manner that does not interfere with day-to-day activities. Nutrient profiling as utilized in *EasyNutrition* has shown to be beneficial in this regard.

**Research Contribution**

This study contributes to the body of knowledge on 2 broad levels: to society and to science. The first level of contribution is a new method for nutrition education. The *Intelligent Nutrition Engine* was developed considering 5 major nutrients (3 major macronutrients and 2 micronutrients) to underpin the nutrient-profiling food rating scale. The *Intelligent Nutrition Engine* classifies different food recipes based on their nutritional value in the form of a traffic-light scale. In fact, nutrition education accounts for a large proportion of diabetes management or the management of any other diet-related chronic disease [6]. Thus, it is important to find a simple, intuitive, easy-to-understand mechanism to present nutritional values. The algorithm developed in this study is based on the notion of behavioral nutrition approaches stressed by Bader et al. [1]. The notion behind behavioral nutrition approaches is to increase the likelihood that participants will implement the strategy learned. *EasyNutrition* does not offer general nutritional information. Rather, the nutritional value of the food recipe is presented in a simple, easy-to-understand manner. This study adds to the evidence base that a nutritional behavior strategy may be a modern adjunct to diabetes dietary management. In conjunction with reliable dietary education provided by a registered dietician, the app may have some beneficial effects to improve the dietary behavior of patients with diabetes.

In addition, the steps of the algorithm can be viewed as a set of design principles. The algorithm can be tailored to tackle different health conditions. Both the nutrients and the criteria for each nutrient can be tailored according to the health condition being treated. For example, cardiovascular diseases (CVDs) have certain nutrition therapy recommendations that are slightly different than those for patients with diabetes.
Diabetes gives priority to carbohydrate consumption, whereas CVDs give special attention to fat consumption.

The artifact, EasyNutrition, signals the second level of contribution. Using DSR, EasyNutrition was rigorously developed as a customized, nutrient-profiling tool. EasyNutrition applies the Intelligent Nutrition Engine to present the nutritional value of different food recipes in a simple manner. This nutritional value is better absorbed if it is tailored to individual preferences. According to Triandis [17] in his interpersonal behavior theory, habits do influence behavior. Thus, including individual habitual preferences would increase the chance to change dietary behavior toward a healthier one. The design process of EasyNutrition was delineated thoroughly through a new DSR framework. This includes design requirement extraction and design feature determination in light of the main design principles followed: customization and simplicity.

Limitations and Future Work

Although the results of this study are promising, there are some limitations that allow room for further improvement and map out new directions for future research. The first set of limitations concerns the design artifact, EasyNutrition, whereas the second set of limitations concerns the Intelligent Nutrition Engine. First, regarding the design of EasyNutrition, the app presents the overall nutritional value in a traffic-light scale to promote simplicity. For people with color blindness, this presents an issue as they cannot see the differences of the gradients of the three main colors of the traffic light. Another presentation mechanism can be added above or below the traffic light to mitigate this issue. A simple presentation mechanism such as numerical values or emoticon representations can be utilized. Second, the nutritional value of every recipe does not allow ingredient substitution, that is, if the user ended up cooking one recipe but chose to substitute, for example, white rice with brown rice or decided to grill the chicken breast instead of frying it, the nutritional value is still the same. Dynamic nutritional value calculation would allow users to substitute ingredients and then adjust the overall nutritional value accordingly.

The second set of limitations concerns the Intelligent Nutrition Engine artifact. This algorithm is inspired by the novel concept of NuVal, a system that has its own dataset and covers almost all the food products-packaged meals. Owing to financial limitations, we were not able to consult the NuVal dataset or API and utilize the NuVal scores. A good research direction would be to utilize NuVal scores that consider about 30 nutrients and apply them to rank different food recipes. This would give a more comprehensive dietary tool that can possibly present the nutritional value not only for food recipes but also for food products, restaurant meals, and many others.

The third set of limitation concerns the study design. In the third stage of this study, we conducted a quasi-experiment to evaluate the effect of using EasyNutrition on managing type 2 diabetes. The sample size was borderline small for the statistics used (n=28). To generalize the results for the effect of using EasyNutrition on reducing HbA1c in patients with type 2 diabetes, further research has to be conducted with a larger sample size.

Conclusions

EasyNutrition was developed to introduce and evaluate the novel concept of nutrient profiling in the domain of dietary management apps and investigate its effect on the EH of people with diabetes by focusing their attention toward nutrition and, hence, helping them make better, healthier food choices. In addition, it was developed with cultural differences in mind, that is, all food recipes suggested by EasyNutrition are tailored to users’ food preferences. Using EasyNutrition, the user can find web-based food recipes tailored to his/her food preferences; learn about their nutrition in a simple, easy-to-understand manner; and plan their weekly meals. EasyNutrition has been evaluated in a rigorous 3-stage step-up plan.

In the third stage, participants in the intervention group exhibited significant changes in their HbA1c. Participants in the control group, however, exhibited minimal and nonstatistically significant changes in their HbA1c. In addition, postresults of the independent samples t test showed a statistically significant difference between the control and intervention groups in terms of their HbA1c. In conclusion, the results from this design research study illustrate the potential efficacy of using a customized nutrient profiling–inspired dietary app to focus individuals’ attention toward nutrition and improve their EH.
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Abstract

Background: Social media use continues to gain momentum in academic neurosurgery. To increase journal impact and broaden engagement, many scholarly publications have turned to social media to disseminate research. The Journal of Neurosurgery Publishing Group (JNSPG) established a dedicated, specialized social media team (SMT) in November 2016 to provide targeted improvement in digital outreach.

Objective: The goal of this study was to examine the impact of the JNSPG SMT as measured by increased engagement.

Methods: We analyzed various metrics, including impressions, engagements, retweets, likes, profile clicks, and URL clicks, from consecutive social media posts from the JNSPG’s Twitter and Facebook platforms between February 1, 2015 and February 28, 2019. Standard descriptive statistics were utilized.

Results: Between February 2015 and October 2016, when a specialized SMT was created, 170 tweets (8.1 tweets/month) were posted compared to 3220 tweets (115.0 tweets/month) between November 2016 and February 2019. All metrics significantly increased, including the impressions per tweet (mean 1646.3, SD 934.9 vs mean 4605.6, SD 65,546.5; \( P < .01 \)), engagements per tweet (mean 35.2, SD 40.6 vs mean 198.2, SD 1037.2; \( P < .001 \)), retweets (mean 2.5, SD 2.8 vs mean 10.5, SD 15.3; \( P < .001 \)), likes (mean 2.5, SD 4.0 vs mean 18.0, SD 37.9; \( P < .001 \)), profile clicks (mean 1.5, SD 2.0 vs mean 5.2, SD 43.3; \( P < .001 \)), and URL clicks (mean 13.1, SD 14.9 vs mean 38.3, SD 67.9; \( P < .001 \)). Tweets that were posted on the weekend compared to weekdays had significantly more retweets (mean 9.2, SD 19.8 vs mean 23.7, SD 25.6; \( P < .001 \)), likes (mean 15.3, SD 17.9 vs mean 23.7, SD 23.7; \( P < .001 \)), and URL clicks (mean 33.4, SD 40.5 vs mean 49.5, SD 117.3; \( P < .001 \)). Between November 2015 and October 2016, 49 Facebook posts (2.3 posts/month) were sent compared to 2282 posts (81.5 posts/month) sent between November 2016 and February 2019. All Facebook metrics significantly increased, including impressions (mean 5475.9, SD 5483.0 vs mean 8506.1, SD 13,113.9; \( P < .001 \)), engagements (mean 119.3, SD 149.2 vs mean 283.8, SD 733.8; \( P < .001 \)), and reach (mean 2266.6, SD 2388.3 vs mean 5344.1, SD 8399.2; \( P < .001 \)). Weekend Facebook posts had significantly more impressions per post (mean 7967.9, SD 9901.0 vs mean 9737.8, SD 19,013.4; \( P < .001 \)) and a higher total reach (mean 4975.8, SD 6309.8 vs mean 6108.2, SD 12,219.7; \( P < .001 \)) than weekday posts.
Conclusions: Social media has been established as a crucial tool for the propagation of neurosurgical research and education. Implementation of the JNSPG specialized SMT had a demonstrable impact on increasing the online visibility of social media content.

KEYWORDS
social media; Twitter; Facebook; research dissemination

Introduction
Social media use continues to gain momentum in both the general public and in academic medicine. When the Pew Research Center began tracking social media statistics in 2005, 5% of Americans were technology adopters, whereas 72% of the public currently uses some variation of social media (eg, Facebook, Twitter, Youtube, LinkedIn, Instagram) [1]. These digital applications are multidimensional tools that—in addition to aiding personal relationships and providing entertainment—can be leveraged to disseminate research to both medical professionals and patient populations, strengthen professional networks, and promote increased connectivity within a professional field. The use of social media to improve literature dissemination, foster a digital presence, and enhance programs’ rankings has been especially prominent for surgical specialties, with many recent publications and digital topic trends in general [2,3], cardiothoracic [4], urology [5], and plastic surgery [6], as well as other subspecialties.

For neurosurgery specifically, there is particular interest in engaging younger surgeons, publicizing literature, and enhancing more global collaborations. The 2018 article “Millennials in neurosurgery: Is there hope?” [7] expressed concern for the traits and opinions of this new generation, but millennials were commended for their increased use and familiarity with communications, media, and technology along with an expectation to use these tools daily to make their work more efficient. Importantly, as social media tools are embraced by all demographics, and the highest adopters are young professionals (88% of 18- to 29-year-olds), social media provides an opportunity to further engage and train the new generation. Furthermore, we are experiencing a shift in the paradigm for evaluating the impact of research. Academic science and biomedicine publications have been historically ranked by citation-based metrics (eg, H-index, impact score); however, altmetrics are gaining prevalence within medicine [8,9]. Altmetrics are an alternative set of quantitative and qualitative scores such as attention, mentions, and retweets that assess public engagement. In 2017, Wang et al [10] conducted a qualitative analysis of the highest trending works in neurosurgery along with a correlation analysis with their social media metrics. In considering altmetrics scores such as attention, mentions, and retweets that assess public engagement. In 2017, Wang et al [10] conducted a qualitative analysis of the highest trending works in neurosurgery along with a correlation analysis with their social media metrics. In considering altmetrics scores, they found an average score of 4.7 (SD 22.4); journals with a social media presence had significantly higher altmetric scores for their articles than journals without such an account (P<.001). The top 100 neurosurgical articles in altmetrics belonged primarily to those with active accounts, with Journal of Neurosurgery ranking the highest (33%), followed by Neurosurgery (29%) [10]. ResearchGate is another digital platform that is widely used to share articles, increase neurosurgical networking, and facilitate research collaboration [9]. These digital partnerships are continuing to grow and influence how we conduct research.

Overall, social media presence for academic journals is important for greater outreach and engagement. The Journal of Neurosurgery Publishing Group (JNSPG) established a dedicated social media team (SMT) to provide targeted improvement of digital outreach. The goal of the present study was to examine the impact of establishing a dedicated SMT and elucidate the characteristics of Twitter and Facebook posts that optimize audience engagement. By providing a clearer understanding of how post timing, images, hashtags, and more influence interaction, these data can inform educational and business strategies for social media influencers and other academic journals.

Methods
The Social Media Team
The JNSPG SMT was created on November 1, 2016 and is comprised of editors who examine both new publications and previously published articles in the core and subtopic journals of the JNSPG. There have been 4-6 social media editors, all of whom are either neurosurgical residents or senior medical students committed to a career in neurosurgery. They identified interesting articles and appealing or representative figures and images, and created a brief headline or summary of the publication with hashtags corresponding to the article type. Each editor was responsible for creating content for 1-3 hashtags for the upcoming week. Post content was checked and verified by a social media manager who was also a neurosurgical resident. The posts were scheduled to be published via Hootsuite software (Hootsuite Inc, Vancouver, BC, Canada) [11] at various times throughout the day. Editors were also responsible for generating visual abstracts on behalf of the journal and microblogging using their personal accounts to comment on occasional articles. Visual abstracts underwent an extra layer of scrutiny before publication. The journal’s editorial and staff teams analyzed the visual abstracts to ensure congruency with the manuscript’s original content and appeal of the visual components of the abstract.

Study Design
We analyzed metrics from consecutive social media posts from the JNSPG’s Twitter and Facebook platforms between February 1, 2015 and February 28, 2019. All data were obtained from the analytics collected by Twitter and Facebook. Since all data used were publicly accessible, Institutional Review Board approval was not needed. Additionally, since no patient information was accessed, no patient consent was sought.

http://www.jmir.org/2020/5/e17741/
Social Media Data

Twitter

The variables collected describing the Twitter posts included the content of the tweet, the date and time the tweet was posted, and the number of impressions (number of times a post was viewed by a user, whether the post was clicked on or not), engagements (number of times a post was clicked on to magnify the image or text or view a video), retweets, likes, profile clicks, and URL clicks each post received. The definitions for each metric were obtained from the Twitter analytics data we received during data abstraction.

Facebook

The variables collected describing the Facebook posts included the content of the post, date and time the content was posted, number of impressions (number of times a post was viewed by a user, whether the post was clicked on or not), number of engagements (number of times a post was clicked on to magnify the image or text or view a video), and total number of unique people who received each post. The definitions for each metric were obtained from the Facebook analytics data we received during data abstraction.

The text of each tweet was searched for hashtags and divided into 14 different categories: #FreeArticle, #HistoricalVignette, #JNS_Classics, #JNS_Edu, #NeurosurgicalAtlas, #OnlineFirst, #OperativeVideo, #VideoAbstract, #VisualAbstract, #JNS_History, #GoogleAlerts, #JNS75th, #NeurosurgicalFocus, and other (see Figure 1 and Multimedia Appendix 1). The date the content was posted was dichotomized into weekdays (Monday through Friday) and weekends (Saturday and Sunday). The time the tweet was posted was also split into content sent during the workday (7 am to 5 pm) and after the workday (5:01 pm to 6:59 am) in Eastern Standard Time/Eastern Daylight Savings Time.

Figure 1. Examples of different types of Journal of Neurosurgery Publishing Group (JNSPG) Twitter posts.
team was initiated (November 1, 2016) as the intervention start time. Standard univariate descriptive statistical analyses, including t tests and one-way analysis of variance, were performed, and the data are summarized as means and SD. P values are based on two-sided tests, and values less than .05 were considered significant. All data were analyzed using SAS 9.4 software (SAS Institute Inc, Cary, NC, USA).

Results

Twitter

Between February 2015 and February 2019, a total of 3390 tweets were posted from the JNSPG Twitter account. In the preintervention period (February 2015 to October 2016), 170 tweets or 8.1 tweets per month were posted. After implementation of the SMT, 3220 tweets or 115.0 tweets per month were posted between November 2016 and February 2019. The impressions per tweet significantly increased following creation of the SMT (Table 1), and interactions with Twitter content also increased significantly, including average engagements, retweets, and likes per tweet. Users were also significantly more likely to click on the JNSPG’s Twitter profile after SMT implementation. Importantly, readers were significantly more likely to click on the URLs included in the tweet, which took the user to the original journal article.

Table 1. Twitter analytics before and after creation of a social media team.

<table>
<thead>
<tr>
<th>Metric</th>
<th>Before social media team, mean (SD)</th>
<th>After social media team, mean (SD)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Impressions per tweet</td>
<td>1646.3 (934.9)</td>
<td>4605.6 (65546.5)</td>
<td>.01</td>
</tr>
<tr>
<td>Engagements per tweet</td>
<td>35.2 (40.6)</td>
<td>198.2 (1037.2)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Retweets per tweet</td>
<td>2.5 (2.8)</td>
<td>10.5 (15.3)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Likes per tweet</td>
<td>2.5 (4.0)</td>
<td>18.0 (37.9)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Profile clicks per tweet</td>
<td>1.5 (2.0)</td>
<td>5.2 (43.3)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>URL clicks per tweet</td>
<td>13.1 (14.9)</td>
<td>38.3 (67.9)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

Interactions between JNSPG tweets varied significantly depending on the content and hashtags used for different tweets. In almost all categories (engagements, retweets, likes, profile clicks, and URL clicks per tweet), tweets with the hashtags #JNS_Edu, #NeurosurgicalAtlas, #OperativeVideo, and #VisualAbstract were significantly more likely to receive high levels of interaction from users (P<.001, Table 2). Content in the #OnlineFirst, #GoogleAlert, #VideoAbstract, or Other categories was less likely to elicit similarly high levels of interactions (Figure 2).

Table 2. Twitter analytics, mean (SD) per tweet, by hashtag.

<table>
<thead>
<tr>
<th>Hashtag</th>
<th>N</th>
<th>Impressions</th>
<th>Engagements</th>
<th>Retweets</th>
<th>Likes</th>
<th>Profile clicks</th>
<th>URL clicks</th>
</tr>
</thead>
<tbody>
<tr>
<td>#FreeArticle</td>
<td>701</td>
<td>3750.6 (2892.6)</td>
<td>215.6 (231.2)</td>
<td>11.7 (9.1)</td>
<td>19.6 (16.7)</td>
<td>4.5 (5.9)</td>
<td>43.8 (37.9)</td>
</tr>
<tr>
<td>#Historical Vignette</td>
<td>60</td>
<td>5157.8 (4489.8)</td>
<td>234.5 (193.9)</td>
<td>14.7 (10.7)</td>
<td>24.5 (16.2)</td>
<td>5.0 (6.0)</td>
<td>30.0 (21.2)</td>
</tr>
<tr>
<td>#JNS_Classics</td>
<td>66</td>
<td>3518.0 (3123.7)</td>
<td>217.4 (385.8)</td>
<td>12.1 (12.0)</td>
<td>22.0 (25.7)</td>
<td>5.1 (9.5)</td>
<td>27.7 (29.5)</td>
</tr>
<tr>
<td>#JNS_Edu</td>
<td>15</td>
<td>6159.1 (2236.1)</td>
<td>503.7 (326.3)</td>
<td>24.1 (7.3)</td>
<td>39.7 (12.8)</td>
<td>9.9 (7.2)</td>
<td>65.7 (46.9)</td>
</tr>
<tr>
<td>#NeurosurgicalAtlas</td>
<td>220</td>
<td>6726.9 (4147.6)</td>
<td>447.7 (385.5)</td>
<td>23.6 (13.8)</td>
<td>48.4 (27.9)</td>
<td>11.5 (13.1)</td>
<td>83.6 (68.0)</td>
</tr>
<tr>
<td>#OnlineFirst</td>
<td>1173</td>
<td>3174.2 (2824.2)</td>
<td>169.3 (214.1)</td>
<td>9.5 (8.3)</td>
<td>15.1 (14.3)</td>
<td>3.9 (5.7)</td>
<td>32.5 (36.5)</td>
</tr>
<tr>
<td>#OperativeVideo</td>
<td>89</td>
<td>4832.3 (22936.4)</td>
<td>724.4 (6080.7)</td>
<td>14.3 (68.9)</td>
<td>34.2 (199.2)</td>
<td>29.8 (257.3)</td>
<td>55.6 (318.5)</td>
</tr>
<tr>
<td>#VideoAbstract</td>
<td>111</td>
<td>1863.1 (1105.7)</td>
<td>35.5 (31.1)</td>
<td>3.5 (1.9)</td>
<td>5.0 (3.6)</td>
<td>1.5 (1.8)</td>
<td>10.0 (8.2)</td>
</tr>
<tr>
<td>#Visual Abstract</td>
<td>12</td>
<td>8049.3 (3555.6)</td>
<td>347.8 (173.5)</td>
<td>25.8 (13.3)</td>
<td>32.3 (16.8)</td>
<td>10.1 (4.4)</td>
<td>43.5 (28.9)</td>
</tr>
<tr>
<td>Other</td>
<td>588</td>
<td>8873.8 (153016.6)</td>
<td>103.1 (171.5)</td>
<td>6.8 (9.9)</td>
<td>9.0 (13.2)</td>
<td>3.7 (6.9)</td>
<td>27.3 (39.7)</td>
</tr>
<tr>
<td>#JNSHistory</td>
<td>15</td>
<td>3611.3 (2406.4)</td>
<td>161.7 (146.0)</td>
<td>10.1 (7.3)</td>
<td>16.5 (15.2)</td>
<td>5.7 (4.9)</td>
<td>7.3 (10.5)</td>
</tr>
<tr>
<td>#GoogleAlerts</td>
<td>405</td>
<td>1620.8 (1848.0)</td>
<td>47.2 (70.3)</td>
<td>4.0 (5.5)</td>
<td>6.2 (8.4)</td>
<td>1.6 (3.7)</td>
<td>27.2 (41.1)</td>
</tr>
<tr>
<td>#JNS75th</td>
<td>15</td>
<td>5277.2 (2087.4)</td>
<td>255.2 (141.2)</td>
<td>16.0 (10.9)</td>
<td>32.1 (18.7)</td>
<td>10.7 (6.4)</td>
<td>23.3 (21.7)</td>
</tr>
<tr>
<td>#NeurosurgicalFocus</td>
<td>20</td>
<td>4435.7 (1860.7)</td>
<td>253.1 (194.3)</td>
<td>13.1 (9.2)</td>
<td>28.9 (18.7)</td>
<td>7.4 (5.2)</td>
<td>39.8 (28.6)</td>
</tr>
<tr>
<td>P value</td>
<td>.98</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>
Users were significantly more likely to retweet content that was posted from the JNSPG Twitter account after work hours (Table 3) compared to content posted during work hours. However, the average number of impressions, engagements, likes, profile clicks, or URL clicks did not significantly vary based on the time of day the tweet was posted. Tweets that were posted on the weekend compared to weekdays had significantly more retweets, likes, and URL clicks per tweet (Table 3). However, there was no significant difference in the average number of impressions, engagements, or profile clicks based on whether a tweet was posted on a weekday or during the weekend.

### Facebook

Between November 2015 and February 2019, a total of 2331 Facebook posts were sent from the JNSPG Facebook account. Between November 2015 and October 2016, when the specialized SMT was created, 49 posts or 2.3 posts per month were sent. Between November 2016 and February 2019, after implementation of the SMT, 2282 posts or 81.5 posts per month were sent.

After implementation of the dedicated SMT, average impressions for Facebook posts, average engagements, and average reach per post increased significantly (Table 4). Mirroring the trend found in the Twitter data, users were most likely to engage with posts with the hashtags #JNS_Edu, #NeurosurgicalAtlas, and #OperativeVideo compared to hashtags such as #OnlineFirst, #VideoAbstract, and #JNS_History ($P<.001$, Table 5). These same post types had significantly more impressions and a greater reach among Facebook users (Figure 2).
There were no significant differences in the number of impressions, engagements, or total reach of Facebook posts based on whether the post was sent during work hours or after work hours (Table 6). However, Facebook posts sent on the weekend compared to weekdays were significantly more likely to have a higher average number of impressions per post and higher total reach. The average number of engagements per post did not vary between weekend and weekday posts (Table 6).

Table 4. Facebook analytics, mean (SD), before and after creation of a social media team.

<table>
<thead>
<tr>
<th>Analytic</th>
<th>Before social media team (n=49)</th>
<th>After social media team (n=2282)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Impressions per post</td>
<td>5475.9 (5483.0)</td>
<td>8506.1 (13,113.9)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Engagements per post</td>
<td>119.3 (194.8)</td>
<td>283.8 (733.8)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Total reach per post</td>
<td>2266.6 (2388.3)</td>
<td>5344.1 (8399.2)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

Table 5. Facebook post analytics, mean (SD), by hashtag.

<table>
<thead>
<tr>
<th>Hashtag</th>
<th>N</th>
<th>Impressions</th>
<th>Engagements</th>
<th>Total reach</th>
</tr>
</thead>
<tbody>
<tr>
<td>#FreeArticle</td>
<td>670</td>
<td>9088.3 (12012.8)</td>
<td>297.8 (501.6)</td>
<td>5644.3 (7379.7)</td>
</tr>
<tr>
<td>#HistoricalVignette</td>
<td>57</td>
<td>7769.6 (6208.1)</td>
<td>203.1 (195.1)</td>
<td>229.1 (389.7)</td>
</tr>
<tr>
<td>#JNS_Classics</td>
<td>62</td>
<td>5644.3 (7379.7)</td>
<td>4862.3 (3600.6)</td>
<td>4849.3 (4894.9)</td>
</tr>
<tr>
<td>#JNS_Edu</td>
<td>17</td>
<td>21131.5 (12633.4)</td>
<td>735.7 (529.5)</td>
<td>12474.6 (7441.6)</td>
</tr>
<tr>
<td>#NeurosurgicalAtlas</td>
<td>220</td>
<td>11997.4 (8087.2)</td>
<td>442.0 (356.6)</td>
<td>7718.1 (4896.9)</td>
</tr>
<tr>
<td>#OnlineFirst</td>
<td>960</td>
<td>6677.1 (6365.1)</td>
<td>196.1 (259.5)</td>
<td>4197.7 (3925.4)</td>
</tr>
<tr>
<td>#OperativeVideo</td>
<td>83</td>
<td>13890.4 (40761.4)</td>
<td>653.4 (2949.7)</td>
<td>8787.3 (26849.9)</td>
</tr>
<tr>
<td>#VideoAbstract</td>
<td>8</td>
<td>4468.6 (2696.0)</td>
<td>141.4 (109.6)</td>
<td>2863.9 (1829.5)</td>
</tr>
<tr>
<td>#VisualAbstract</td>
<td>7</td>
<td>8796.0 (7212.9)</td>
<td>228.0 (296.5)</td>
<td>5402.0 (4650.2)</td>
</tr>
<tr>
<td>Other</td>
<td>208</td>
<td>8360.3 (20484.6)</td>
<td>303.3 (1005.6)</td>
<td>4964.1 (13524.1)</td>
</tr>
<tr>
<td>#JNSHistory</td>
<td>11</td>
<td>4046.7 (2941.9)</td>
<td>128.8 (95.3)</td>
<td>2629.2 (1957.6)</td>
</tr>
<tr>
<td>#JNS75th</td>
<td>8</td>
<td>8146.1 (4647.8)</td>
<td>294.6 (241.4)</td>
<td>5462.6 (3079.1)</td>
</tr>
<tr>
<td>#NeurosurgicalFocus</td>
<td>20</td>
<td>8428.2 (6108)</td>
<td>319.5 (329.0)</td>
<td>5592.9 (3881.2)</td>
</tr>
</tbody>
</table>

| P value | N/A\(^a\) | <.001 | <.001 | <.001 |

Table 6. Facebook post analytics, mean (SD), as a function of time and day.

<table>
<thead>
<tr>
<th>Analytic</th>
<th>Posts sent during work hours (n=1700)</th>
<th>Posts sent after work hours (n=631)</th>
<th>P value</th>
<th>Weekday posts (n=1706)</th>
<th>Weekend posts (n=625)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Impressions per post</td>
<td>8533.0 (12,758.6)</td>
<td>8198.3 (13,659.0)</td>
<td>.59</td>
<td>7967.9 (9901.0)</td>
<td>9737.8 (19,013.4)</td>
<td>.03</td>
</tr>
<tr>
<td>Engagements per post</td>
<td>284.3 (749.5)</td>
<td>269.8 (663.1)</td>
<td>.65</td>
<td>259.2 (456.0)</td>
<td>338.1 (1183.6)</td>
<td>.10</td>
</tr>
<tr>
<td>Total reach per post</td>
<td>5330.5 (8107.4)</td>
<td>5142.0 (8904.7)</td>
<td>.64</td>
<td>4975.8 (6309.8)</td>
<td>6108.2 (12,219.7)</td>
<td>.03</td>
</tr>
</tbody>
</table>

Discussion

Principal Findings

Social media, especially Twitter and Facebook, are increasingly utilized for the dissemination of neurosurgical research. There are many potential strategies for journals to increase their social media presence, including frequent postings, the creation of a general marketing team, and the creation of a specialized SMT. Our study illustrates the success of implementing a specialized SMT for the JNSPG. All key outcomes (the quantity of content published, impressions, likes, retweets, engagements, profile clicks, URL clicks, and total reach) were significantly increased after development of a dedicated, specialized SMT.

Social media use among neurosurgeons, neurosurgical departments, and neurosurgical journals has increased exponentially over the past few years [12-17]. With the rise in social media use among neurosurgeons, there is an increased need for neurosurgical journals to produce regular, high-quality content. Altmetric [18] has been established as a grading mechanism for determining article impact on social media platforms [19]. It has been noted that articles published in journals with a robust social media presence had higher altmetric scores, further demonstrating the meaningful role of a specialized SMT in propagating an article’s online impact [10]. In addition, multiple studies have reported a correlation between an active social media presence and increased research productivity among academic medical institutions [12,13,20,21].
This provides evidence that traditional bibliometrics also benefit when an article has an impact on social media, with the presumption that the article is read, downloaded, and engaged with more due to its greater online reach.

Given the complex and unique knowledge base from which neurosurgery draws, it would be difficult for a general marketing team to develop the expertise necessary to produce content that engages and challenges the neurosurgical community. There is a distinct need for a specialized group of neurosurgical students, trainees, and attending surgeons to help create and moderate the content on the social media platforms of neurosurgical journals. Given the large amount of time needed to manage a major social media presence on top of a busy clinical practice, it is necessary to maintain a fairly large team of volunteers to appropriately divide the workload. For many trainees, the ability to “get their foot in the door” and work directly with a specialized journal in their field is sufficient motivation to provide the enthusiasm needed for sustained teams with necessary longevity. After the JNSPG created their SMT, there was a significant increase in all metrics that indicate greater engagement with the posts.

There was a significant difference in the engagement level based on the different types of posts and hashtags used. Universally, posts with impressive illustrations or videos (#JNS_Edu, #NeurosurgicalAtlas, #OperativeVideo) were significantly more likely to produce high engagement levels compared to other, less visually appealing posts (#OnlineFirst, #GoogleAlert, or Other). Having a specialized, dedicated team that is focused on optimizing the visual presentation of social media content and knowing what specific types of content are most likely to resonate with the neurosurgical community is imperative. Additionally, if feasible, it may benefit journals and institutions to have staff dedicated to medical illustrations.

Overall, there was no significant difference in the average number of impressions, likes, profile clicks, URL clicks, or total reach for Twitter or Facebook content based on whether the post was sent during typical work hours or after hours. There were significantly more retweets for after-hour posts. However, there were significantly more retweets, likes, and URL clicks for Twitter posts, along with more impressions and a higher total reach for Facebook posts if they were posted on the weekend compared to a weekday. While the time of day may not affect the likelihood of a surgeon perusing social media, these results indicate that neurosurgeons are able to take more time to not only quickly like or retweet interesting content on the weekend, but to also spend additional time engaging with the original research articles by clicking on the URLs embedded in the tweets. The time of day that content is posted taking the worldwide viewership into account.

As online resources and social media continue to play a greater role in research dissemination and clinical trainee education, it is important to emphasize the need for free educational sources that can be easily distributed via social media channels. Online educational resources such as The Neurosurgical Atlas have partnered with neurosurgical journals, including Journal of Neurosurgery and Operative Neurosurgery, to create an interactive and comprehensive learning tool for distribution on social media [22]. This educational collaboration has provided access to large amounts of instructive material to learners anywhere in the world without any direct costs. Specialized teams of social media editors can sift through and collate the vast amounts of educational data for optimal distribution.

As the Journal of Neurosurgery SMT continues to grow and develop, further research initiatives will be pursued. The benefits of visual abstracts, specifically in manuscripts without compelling visual figures, will be examined. Further research is needed to determine the benefit of operative videos compared to static operative or illustrated images. Finally, additional work will be pursued to delineate the relationship between the level of engagement and the time of day or day of the week when content is posted taking the worldwide viewership into account.

**Limitations**

The main limitation of this study is that the data are from a single, neurosurgical journal’s experience. In the future, additional studies that compare and contrast the experiences of multiple journals with and without SMTs would strengthen the results presented in this study. Additionally, this study analyzed the JNSPG’s experience with only Twitter and Facebook. Many other journals and neurosurgical departments utilize Instagram and other social media platforms that are not reflected in these analyses. Furthermore, there is currently no strong, accepted method to correlate increased social media visibility with traditional bibliometric data. Altmetrics utilize social media engagement levels to create a score, but it is unclear if higher altmetric scores correlate with more citations in neurological research. We found an association between post timing and post engagement; however, we do not have any data on when the posts were actually viewed by the user. This association is further hindered by the large international following of the JNSPG’s social media platforms, which introduces variability with different time zones. Additionally, we do not have any data on the specific metrics resulting from individual members of the SMT using their personal accounts to comment or boost the visibility of specific posts. Given the relative lack of followers that individual members of the SMT have compared to the Journal of Neurosurgery account, we are relatively confident that these microblogs did not significantly skew the data.

**Conclusions**

Social media is established as a crucial tool for the propagation of neurosurgical research and education. Implementation of a specialized SMT has a demonstrable impact on increasing the online visibility of social media content.
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Abstract

Background: Skin cancer is the most prevalent but also most preventable cancer in Australia. Outdoor workers are at increased risk of developing skin cancer, and improvements in sun protection are needed. Sunscreen, when applied at the recommended concentration (2 mg/cm²), has been shown to block the harmful molecular effects of ultraviolet radiation in vivo. However, sunscreen is often not applied, reapplied sufficiently, or stored adequately to yield protection and reduce sunburns.

Objective: The primary aim of this study was to test an Internet of Things approach by deploying a smart sunscreen station to an outdoor regional mining site.

Methods: We deployed a smart sunscreen station and examined the key technological considerations including connectivity, security, and data management systems.

Results: The smart sunscreen station was deployed for 12 days at a mining workplace (Dalby, Australia). The smart sunscreen station’s electrical components remained operational during field testing, and data were received by the message queuing telemetry transport server automatically at the end of each day of field testing (12/12 days, 100% connectivity).

Conclusions: This study highlights that an Internet of Things technology approach can successfully measure sunscreen usage and temperature storage conditions.

doi:10.2196/17079
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Introduction

Ultraviolet radiation (UVR) is the main environmental risk factor for melanoma and keratinocyte skin cancers. Australia has one of the highest rates of skin cancers in the world, which are at least double those of the United States or United Kingdom [1]. A meta-analysis has shown that outdoor workers are at increased risk of developing skin cancer, with the risk of squamous-cell carcinoma nearly double for outdoor workers than for indoor workers [2], while the risk of basal cell carcinoma is increased by almost 1.5 times [3]. In the Australian population, approximately 23.1% of all workers are estimated to be exposed to UVR at work [4]. Despite continuing educational efforts, a disconnect persists between public understanding of the harmful effects of excessive sun exposure and regular use of sunscreen. The Australian Work Exposures Study reported on 1100 outdoor workers and found that, although sun protection was used by 94.9% of Australian outdoor workers, only 8.7% of workers were classified as fully protected, with the most frequently used methods being...
protective clothing and hats [4]. In an Australian outdoor workers study (n=162), 93% of workers reported sunscreen was provided by their workplace; however, sunscreen was the least frequently used personal protective equipment (PPE), with only 40% of workers self-reporting usually or always using sunscreen during work hours [5]. There was also a high percentage of outdoor workers (56.9%) exposed to UVR at work for more than 4 hours per day, with occupations such as mining, farming, and animal and horticultural workers [4]. Skin cancer has been listed as a work-related condition requiring priority for prevention activities in the Australian Work Health and Safety Strategy 2012-2022, and PPE is required to be provided by the workplace [6].

Regular sunscreen application has been shown to reduce the incidence of squamous cell carcinomas and melanoma [7] and block the harmful molecular effects of UVR on skin cells in vivo [8]. Health interventions to improve sun protection behaviors often assess sunscreen usage through self-report, which can be subject to social desirability bias and inaccurate memory recall [9,10]. Questionnaires or interviews can also be burdensome to complete, participants may miss questions, and they do not allow for real-time monitoring of compliance. Objective measurements of sunscreen usage are possible by using standardized scales and weighing bottles to determine the amount used. Limitations of the weighing method include the lack of a time stamp on usage data, reliance on the return of the sunscreen bottle for weighing, and inability to account for how many people may be using the sunscreen. Armstrong and colleagues [11] previously developed an electronic monitoring device to measure sunscreen usage, which involved a mobile phone being strapped to a sunscreen bottle. Each time the cap on the sunscreen tube was removed, the electronic monitor sent an SMS message in real time to a database where the dates and times of openings were recorded. However, the device was bulky to carry, and the database interface was limited [11].

The Internet of Things (IoT) is a concept where ordinary items are upgraded to include internet connectivity, allowing them to transmit information. In the health system, IoT-enabled smart devices have been used for preventative health in a US hospital to measure how often hospital workers were washing their hands [12]. The system had a ceiling-mounted sensor to monitor the flow of people as well as soap and hand sanitizer electronic monitoring dispensers to track usage. This provided hospital managers with a compliance rate of how many people washed their hands upon entering certain areas.

To improve sunscreen application in the workplace, this study aimed to leverage IoT-enabled smart devices by developing a smart sunscreen station that can stream data to an online management system to assist health and safety managers in determining the frequency of sunscreen use, measuring the temperature where the sunscreen is kept, and being alerted when sunscreen containers need replacing.

**Methods**

**Smart Sunscreen Station Development**

This study developed an IoT smart sunscreen station that objectively measures the use of a commercially available 1-L pump sunscreen product. The commercially available sunscreen product was retrofitted with magnets and flexible printed circuit board sensors to measure the pushing of the pump mechanism and dispensing of sunscreen (Figure 1). The sunscreen sensor assembly was then connected via a flat flex cable to a printed circuit board inside the smart sunscreen station housing that contained batteries, a main microcontroller (ESP32, Espressif, Shanghai, China), a cellular Cat-NB1 radio (BG96, Quectel Wireless Solutions Co Ltd, Shanghai, China), and processing electronics. The housing was constructed from plastic to allow the cellular antennas to be mounted internally to protect them from exposure to the environment (Figure 2). Cellular connectivity was provided via a Cat-NB1 network (Telstra Corporation Limited, Melbourne, Australia). An open-source message queuing telemetry transport broker/server (Mosquitto, Eclipse Foundation, Ottawa, Canada) was used to collect the data from the device over the internet (Figure 3), and all communication between the device and server was encrypted using Transaction Layer Security (TLS) version 1.2 (Figure 4). Data were stored in a SQL database and served using a small web application written in Python v3.
Figure 1. Smart sunscreen station measuring sunscreen dispensing with (A) retrofitted sunscreen sensor assembly and (B) pump mechanism and sensor detection concept. PCB: printed circuit board.
Figure 2. Smart sunscreen station housing with electrical components housed within the bottom of the stand and stainless steel strapping to secure the bottle in place. PCB: printed circuit board.

Figure 3. Smart sunscreen station electronic components; the battery housing was protected from water and dust using rubber seals (A), and the BG96 module was connected to a narrowband Internet of Things subscriber identification module (SIM) card and located underneath the battery platform with one NB1 radio antenna attached to the wall of the housing (B).
Observational Laboratory Testing

To check the smart sunscreen station was connecting and recording data to the server correctly, observational testing was performed in Brisbane, Australia (approximate latitude 27°S, 153°E). A full 1-L sunscreen bottle was pumped 10 times, and the bottle was weighed to confirm the volume of sunscreen dispensed. A half-empty 1-L sunscreen bottle with a net weight of 500 g was pumped 10 times and weighed. A nearly empty 1-L sunscreen bottle with a net weight of 200 g was pumped 10 times and weighed. The time-stamped data on the server were then compared with the observed time-recorded pumps and weight of the bottle.

The smart sunscreen station underwent heat testing by placing the unit in an oven at 35°C for 1 hour. The temperature of the smart sunscreen station was recorded using an infrared handheld thermometer (ThermaTwin TN410LCE Infrared Thermometer, OneTemp, Adelaide, Australia). The smart sunscreen station was further heat tested by placing it in an oven at 45°C for 30 minutes, and data were recorded for an additional 12 days.

Smart Sunscreen Station Deployment

The field study was conducted during November 2018 to December 2018 (summer in Australia) when the UV Index in Queensland is consistently above 9 and can reach 14+, requiring sun protection every day. One smart sunscreen station was deployed to an outdoor workplace located in Dalby, Australia (latitude 27°S, 151°E). The smart sunscreen station was taken out to drilling rig sites located between Dalby and Chinchilla during the testing period of November 25, 2018 to December 6, 2018. The site was an operational gas mining venture that had worker activity in a high UV environment and no underground workforce. The smart sunscreen station was placed in the air-conditioned meeting and lunch room, which is a high traffic area that is accessed by all workers at the start of the day and during breaks. This is where existing safety talks are held before commencing outdoor work. The sunscreen used in this study was commercially available SPF 50+ (the highest SPF level available in Australia). The smart sunscreen station did not monitor personal use of sunscreen or who had used it. It measured the number of times the sunscreen was pumped and the storage temperature, and it sent notifications to the database when it required sunscreen replacement.

Feedback was obtained from end users including health and safety officers, purchasing officers, and health officers to design and refine the software dashboard. Questions surrounding the dashboard infographics were asked to assist with communicating the data collected on the IoT smart sunscreen station. In addition, email and phone contact details of the researchers were provided to the workers for complaints, technical issues, or further information during the deployment. The deployment of the smart sunscreen station was to assess the functionality and not human subjects’ research; therefore, we obtained institutional ethics review board exemption.

Statistical Analysis

Sunscreen usage variables were dichotomized to categorical data: Sunscreen usage data were coded “yes” if the timestamped data of sunscreen use were recorded to the server and coded “no” if the sunscreen bottle was pumped but data were not recorded to the server. The Cohen kappa score was calculated to determine if there was agreement between categorical variables for sunscreen usage. Sunscreen weight data were recorded in grams, and the observed weight per pump was calculated and compared to the server-predicted weight. Spearman’s rank correlation coefficient was used to determine correlations between server-predicted and observed weight. Values >0.4-0.6 were considered moderate, >0.6-0.8 substantial, and >0.8-1.0 almost perfect agreement. Prism graph-pad (version 7, GraphPad Software, San Diego, CA) and SPSS software (version 25.0, IBM Corp, Armonk, NY) were used for analyses.

Results

Laboratory Testing and Connectivity

Laboratory testing of the smart sunscreen station demonstrated there was perfect agreement between observed sunscreen use and server-recorded sunscreen use (κ=1.0, 95% CI 1.00-1.00; Table 1). There was almost perfect agreement between the observed weight of the sunscreen bottle and predicted weight based off server usage data (r=0.95, 95% CI 1.00-1.00, P<.001; Table 1). The smart sunscreen station temperature sensor recorded to the server that the temperature exceeded the maximum storage temperature of 30°C following a 1-hour oven incubation at 35°C. The unit was tested further with a 1-hour oven incubation at 45°C, and the unit continued to be operational and connect to the server and send data during the post-heat stress measurement period (100% connectivity, 12/12 days).
Table 1. Agreement between observed sunscreen usage and server-recorded measurements.

<table>
<thead>
<tr>
<th>Sunscreen bottle status</th>
<th>Sunscreen pump recorded in the server</th>
<th>Observed average weight per pump (g)</th>
<th>Server-predicted weight per pump (g)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Yes, n (%)</td>
<td>No, n (%)</td>
<td></td>
</tr>
<tr>
<td>Full bottle weighing 1000 g bottle (n=10 pumps)</td>
<td>0 (0%)</td>
<td>1.73</td>
<td>1.60</td>
</tr>
<tr>
<td>Half-empty bottle weighing 500 g (n=10 pumps)</td>
<td>0 (0%)</td>
<td>1.56</td>
<td>1.55</td>
</tr>
<tr>
<td>Nearly empty bottle weighing 200 g (n=10 pumps)</td>
<td>0 (0%)</td>
<td>1.52</td>
<td>1.50</td>
</tr>
</tbody>
</table>

Field Testing and Connectivity

The smart sunscreen station uploaded data each day to the message queuing telemetry transport server during the outdoor workplace deployment (Figure 5). No complaints nor concerns were logged from the workforce during the 12 days the smart sunscreen station was deployed. The smart sunscreen station was kept in an air-conditioned site meeting and lunch room at a drill rig site and did not exceed the maximum storage temperature of 30°C during the field test. The network coverage for the region where the smart sunscreen station was located illustrated good reception as shown by the green areas in the map (Figure 6). The smart sunscreen station recorded data locally each day, and data were uploaded to the server once each evening as programmed by the software, with data received for 12 of the 12 days (100% connectivity). The smart sunscreen station did not require continuous connectivity and stored data locally, only transmitting data once a day. The data transmission took approximately 10 seconds, with a 70-mA average transmit current as measured on the device. Sleep current was measured at approximately 10-20 uA. As a result, in normal conditions, the system battery life is expected to be predominantly limited by self-discharge of the lithium iron phosphate (LiFePO₄) batteries.

Figure 5. Data received each day from the smart sunscreen station, including number of pumps and temperature status.
Security
All communications over the internet were protected using TLS v1.2 with a preshared certificate in the firmware of the device. Encryption was performed on the microcontroller itself to prevent the data being read or modified using a man-in-the-middle attack between the microcontroller and the cellular radio. In addition, the microcontroller utilized flash encryption and secure boot to prevent any unauthorized readout or modification of the firmware.

Data Management Systems
In consultation with stakeholders from health and safety roles at outdoor workplaces (n=5), dashboard infographics were developed to assist with communicating the data collected on the smart sunscreen station (Figures 7-9). Sunscreen usage data were converted into consumer-friendly infographics with the number of sunscreen pumps plotted over time using the time-stamp information collected. Historical data for previous months can be displayed and overlaid with color-coded UV Index weather information to illustrate trends in sunscreen usage (Figure 7). The level of sunscreen remaining in each bottle can be estimated using the number of pumps multiplied by the weight dispensed, which is calculated by the data management system and converted into an infographic (Figure 8). The level of sunscreen can then be plotted over time to assist with maintenance scheduling, and notifications are sent to alert users when sunscreen bottles need to be changed (Figures 8 and 9).
Figure 7. Dashboard infographics communicating smart sunscreen station data, including the daily sunscreen usage per person and the monthly sunscreen usage overlaid with UV index weather data.
Figure 8. Smart sunscreen station dashboard data showing the current sunscreen bottle level and the level of sunscreen in the bottle over time.
Figure 9. Smart sunscreen station dashboard showing notifications and alerts.

### Discussion

#### Principal Findings

Our data demonstrated that this IoT smart sunscreen station can accurately record time-stamped sunscreen use from a 1-L bottle in an outdoor worker setting. During the 12-day field testing deployment in an outdoor workplace in regional Australia, the station’s electrical components remained operational, and data were received at the server each day, resulting in 100% connectivity. In addition, we reported a high correlation between observed sunscreen use and data recorded in the server as well as the observed weight of the sunscreen bottle and the predicted weight generated by the software based from the server usage data. Based on the study settings and results, we suggest that the smart sunscreen station may become a valuable tool to help optimize sunscreen supply and maintenance in an outdoor workplace.

Outdoor workers are at risk of developing skin cancer and are typically not using adequate sun protection, with studies showing that workers who perceived sun protection as valued in their workplace had higher levels of sun protection [14,15]. Uptake of sun protection by outdoor workers is affected by both workplace and personal factors, and strategies should target the workplace environment and workers' attitudes and behaviors [5]. The provision of PPE by the workplace has been suggested to improve sun protection in outdoor workers by providing broader support to promote positive behaviors [16]. The smart sunscreen station shows significant promise to generate relevant data for workplace health and safety legislative requirements by illustrating that appropriate PPE is being supplied to workers. The real-time monitoring and inventory management of sunscreen would ensure appropriate levels of sunscreen are...
always available to workers, allow targeted training as part of health and safety programs in low usage areas, and ensure the sunscreen provided has not been overheated leading to reduced effectiveness.

Previous research has found low usage of sunscreen stations in public settings [17]. Kirby et al [17] implemented a free sunscreen station (which did not have IoT technology) at an amusement park, and the researchers observed usage from a distance by counting the number of people who passed, approached, or interacted with the sunscreen station. During the 3 observation periods, 879 people passed the sunscreen station, 2.6%-5.1% of visitors showed interest in the station, and even fewer visitors (0%-2.9%) used the sunscreen station. This study by Kirby et al [17] reported that members of the public had trouble recognizing the sunscreen station and suggested increased signage. In the outdoor workplace setting, sunscreen forms an important PPE measure, and data on sunscreen usage could be used to inform workforce PPE compliance and practices. A British study of outdoor workers reported that sun protection education was associated with workers' use of sun protective measures [18]. Other barriers to sunscreen use include that it is time-consuming and wearing it may be uncomfortable due to greasiness or increased sweatiness. Testing a variety of sunscreens using the smart sunscreen station to determine a preferred type could increase sunscreen use.

The IoT technology would also enable objective data collection rather than relying on self-report or conducting observational research in settings evaluating health promotion programs targeted to increase sun protection habits. Future studies will enable not only outdoor workplaces but also other high UV environments such as recreational venues and schools to evaluate sunscreen usage.

Ensuring secure and reliable network connectivity is an important consideration in IoT deployments, particularly in rural or regional areas. Unlike streaming applications, the IoT smart sunscreen station does not require continuous connectivity, as the device only needs to transmit data once per day; therefore, battery life can be conserved, and the servicing requirements of the IoT device are minimal. However, the data transmission is versatile and can be adjusted to range from seconds to days. For example, in public spaces or workplaces with a high volume of passing traffic, 5-minute data transmission intervals could be programmed, and this would allow replacement of sunscreen in a timely manner.

The narrowband IoT network was able to provide wide coverage when compared to other network alternatives. During this study, we demonstrated reliable connectivity in diverse areas from city centers to regional districts. The advancements in publicly available cloud-based services such as Amazon Web Services and Microsoft Azure for IoT devices also provide a cost-competitive alternative to traditional, on-premise hosting environments. These platforms allow users to connect their assets using industry standard security systems (such as TLS) to safely and securely gather data and undertake bidirectional communication.

The backend data management system processed the data received from the IoT device and was an important part of the design and crucial in allowing the data to be interpreted by the end user. This study found the use of infographics to convey IoT data to end users was acceptable and preferred over tables. These results are similar to other reports in health care communication, which show that engaging methods of visually communicating information in a colorful and concise manner are preferred [19]. The smart sunscreen device may utilize a lease arrangement with the options of 12-month or 24-month subscriptions, which include servicing and maintenance of the units and monthly scheduling of fees. This reduces the upfront prohibitive cost for the workplace to purchase the smart sunscreen station outright.

IoT has the potential to collect and integrate data in real time to improve operational efficiencies. However, to our knowledge, no previous studies have investigated the effective integration and application of IoT for sunscreen monitoring in an outdoor workplace. Previous work by Wu and colleagues [20] using an IoT wearable body sensor measured body temperature, heart rate, and environmental conditions such as temperature, carbon dioxide, UV Index, and humidity, and the data collected were used to trigger an alert if any emergency situation occurred. The body sensor data were connected using a low-power wide-area network, and data transmission was restricted to occur only within the gateway network area, which was reported to be 520 m indoors and 926 m when outdoors. The study was based on construction workers, reported high UVR exposure, and demonstrated the potential to gather safety monitoring information to assist workplace health and safety programs [20].

IoT technology has also previously been deployed as a notification system to measure restroom cleanliness in hospitals, whereby public users press the button when the restroom requires cleaning [21]. Chai and colleagues [21] reported this was a feasible method to streamline maintenance activities like restroom cleaning and would be further extended to include critical supply restocking tasks. Unlocking the potential for IoT technologies to assist and lead to evidence-based improvements requires evaluation of the impact of devices as well as strategies to engage end users and communicate the benefits yielded from the data collected. Key technical considerations for a successful deployment include ensuring appropriate network connectivity, designing a product with a robust management system that operates with current organizational platforms, planning for storage in high UV environments, and carefully considering the configuration to minimize privacy and security risks.

The aim of this study was to assess the proof of concept of a smart sunscreen station in a regional outdoor workplace. Limitations of the study include that we did not analyze the software data nor capture data on health behavior change such as the sun protection habit index or employee engagement; in addition, the duration of field testing was only 12 days. The interview analysis was limited by a small sample size (n=5), and future research could expand on additional enablers and barriers to sunscreen use by outdoor workers. Future projects deploying IoT devices could also explore further implementation factors including human aspects such as attitudes, behavior, and capacity as well as organizational, financial, and legislative processes.
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Conclusion

Consistent use of sunscreen is recommended to prevent sunburn and reduce the risk of developing skin cancers. Sunscreen is an essential PPE for outdoor workers, particularly on the face, neck, and hands. To assist workplaces to protect their workers from UVR, the smart sunscreen station could help streamline supply, restocking, and storage requirements, especially in high-temperature environments, as well as benefit health and safety programs with targeted training. This study provides evidence for the technical feasibility of IoT smart sunscreen stations in outdoor workplaces including regional and remote areas of Australia.
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- **API:** application programming interface.
- **IoT:** Internet of Things.
- **MQTT:** message queuing telemetry transport.
- **NB-IoT:** narrowband Internet of Things.
- **PCB:** printed circuit board.
- **PPE:** personal protective equipment.
- **TLS:** Transaction Layer Security.
- **UVR:** ultraviolet radiation.

© Helen Ford, Jeremy Herbert, Caitlin Horsham, Alexander Wall, Elke Hacker. Originally published in the Journal of Medical Internet Research (http://www.jmir.org), 28.05.2020. This is an open-access article distributed under the terms of the Creative Commons Attribution License (https://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution, and reproduction in any medium, provided the original work, first published in the Journal of Medical Internet Research, is properly cited. The complete bibliographic information, a link to the original publication on http://www.jmir.org/, as well as this copyright and license information must be included.
Corrigenda and Addenda

Correction: The Effect of Narrative on Physical Activity via Immersion During Active Video Game Play in Children: Mediation Analysis

Caio Victor Sousa¹, PhD; Austin Fernandez¹, BSc; Jungyun Hwang², PhD; Amy Shirong Lu¹, PhD

¹College of Arts, Media, and Design, Bouvé College of Health Sciences, Health Technology Lab, Northeastern University, Boston, MA, United States
²Stanford University Medical Center, Department of Medicine, Palo Alto, CA, United States

Corresponding Author:
Amy Shirong Lu, PhD
College of Arts, Media, and Design, Bouvé College of Health Sciences
Health Technology Lab
Northeastern University
360 Huntington Ave
212A Lake Hall
Boston, MA, 02115
United States
Phone: 1 6173735795
Email: a.lu@northeastern.edu

Related Article:
Correction of: https://www.jmir.org/2020/3/e17994/
doi:10.2196/20134

In the original published paper “The Effect of Narrative on Physical Activity via Immersion During Active Video Game Play in Children: Mediation Analysis” (J Med Internet Res 2020;22(3):e17994), the authors noticed an error in the Abstract and Table 2. This was caused by an updated analysis not being accurately reflected in the manuscript. The Abstract and Table 2 listed incorrect values of moderate-to-vigorous physical activity (MVPA) for the narrative (NV) group.

The value in the original Abstract section was initially listed as:

The NV group had significantly higher narrative immersion (mean 3.50, SD 0.55 vs mean 2.91, SD 0.59; P=.03) and MVPA than the NNV group (mean 20.11, SD 13.75 vs mean 7.85, SD 5.83; P=.02).

The correct value is:

The NV group had significantly higher narrative immersion (mean 3.50, SD 0.55 vs mean 2.91, SD 0.59; P=.03) and MVPA (mean 19.46, SD 13.31 vs mean 7.85, SD 5.83; P=.02) than the NNV group.

Furthermore, in Table 2, the “Narrative (n=12), mean (SD)” value for “Moderate-to-vigorous physical activity (minutes)” was originally listed as:

19.4 (13.3)

The correct “Narrative (n=12), mean (SD)” value for “Moderate-to-vigorous physical activity (minutes)” in Table 2 is:

19.5 (13.3)
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Abstract

Background: Since the coronavirus disease (COVID-19) epidemic in China in December 2019, information and discussions about COVID-19 have spread rapidly on the internet and have quickly become the focus of worldwide attention, especially on social media.

Objective: This study aims to investigate and analyze the public’s attention to events related to COVID-19 in China at the beginning of the COVID-19 epidemic (December 31, 2019, to February 20, 2020) through the Sina Microblog hot search list.

Methods: We collected topics related to the COVID-19 epidemic on the Sina Microblog hot search list from December 31, 2019, to February 20, 2020, and described the trend of public attention on COVID-19 epidemic-related topics. ROST Content Mining System version 6.0 was used to analyze the collected text for word segmentation, word frequency, and sentiment analysis. We further described the hot topic keywords and sentiment trends of public attention. We used VOSviewer to implement a visual cluster analysis of hot keywords and build a social network of public opinion content.

Results: The study has four main findings. First, we analyzed the changing trend of the public’s attention to the COVID-19 epidemic, which can be divided into three stages. Second, the hot topic keywords of public attention at each stage were slightly different. Third, the emotional tendency of the public toward the COVID-19 epidemic-related hot topics changed from negative to neutral, with negative emotions weakening and positive emotions increasing as a whole. Fourth, we divided the COVID-19 topics with the most public concern into five categories: the situation of the new cases of COVID-19 and its impact, frontline reporting of the epidemic and the measures of prevention and control, expert interpretation and discussion on the source of infection, medical services on the frontline of the epidemic, and focus on the worldwide epidemic and the search for suspected cases.

Conclusions: Our study found that social media (eg, Sina Microblog) can be used to measure public attention toward public health emergencies. During the epidemic of the novel coronavirus, a large amount of information about the COVID-19 epidemic was disseminated on Sina Microblog and received widespread public attention. We have learned about the hotspots of public concern regarding the COVID-19 epidemic. These findings can help the government and health departments better communicate with the public on health and translate public health needs into practice to create targeted measures to prevent and control the spread of COVID-19.

(J Med Internet Res 2020;22(5):e18825) doi:10.2196/18825
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Introduction

The coronavirus disease (COVID-19) is a new infectious disease that is mainly transmitted by respiratory droplets and contact, and is generally infectious to human beings [1]. On January 11, 2020, after pathogenic nucleic acid testing, China reported 41 cases of pneumonia that were infected with the novel coronavirus [2]. On January 30, 2020, the World Health Organization (WHO) listed the novel coronavirus epidemic as a Public Health Emergency of International Concern [3]. As of February 20, 2020, a total of 75,465 confirmed cases and 2236 deaths have been reported in mainland China [4]. The novel coronavirus has caused great challenges and threats to public health in China and has quickly become the focus of worldwide attention. Information and discussions about COVID-19 have spread rapidly online, especially on social media.

To fight against COVID-19 and promote the prevention and control of the epidemic, researchers have recently made efforts in various aspects. The research has involved topics such as epidemiological research [5-7], diagnostic methods for COVID-19 [8-11], clinical characteristics of the disease [12-16], characteristics of disease transmission [17-19], development of candidate therapies [20-22], and the identification of animal hosts [22-26]. However, there has been no research conducted on the public’s attention to COVID-19. Since public participation is required to prevent and control the epidemic spread of infectious diseases, it is extremely important to learn about the public’s attention toward COVID-19 during the current epidemic. Such knowledge is of great significance when guiding people to respond appropriately to the epidemic and helping them learn how to cope with the sudden infectious diseases such as COVID-19, and it also supports social stability [27].

Social media has developed rapidly in recent years. Increasing numbers of public health departments and individuals are using social media platforms to communicate and share information during public health emergencies. Social media has become an important channel for promoting risk communication during the crisis [28,29]. The use of social media to measure public attention has also been gradually applied to research on infectious diseases such as COVID-19, and it also supports social stability [27].

Sina Microblog (“Weibo” for short) is one of the most popular social media platforms in China and is the equivalent of Twitter in China. As of the fourth quarter of 2018, the number of monthly active users had reached 462 million, and approximately 200 million people are using Sina Microblog every day [42]. The Sina Microblog hot search list is the ranking of the most followed and hottest information on Sina Microblog, and is the most popular functional module in Sina Microblog apps [43,44]. This ranking is sorted according to the search volume of the hot topics that users searched for within a certain period. The higher the search volume is, the higher the ranking is, which directly reflects the public attention and attitude toward the topic.

This paper studies the public attention given to COVID-19 on Sina Microblog by searching for and analyzing topics related to the COVID-19 epidemic on the Sina Microblog hot search list from December 31, 2019, to February 20, 2020. We use a Chinese social media platform, Sina Weibo, to study the public attention of COVID-19 [45]. In this study, we describe the trend of public attention given to topics related to the COVID-19 epidemic and the hot topic keywords of public concern, analyze the emotional tendencies and trends of hot topics related to the COVID-19 epidemic, and conduct a visual cluster analysis of the hot topic content. This approach is used to obtain timely access to public responses so that the government and the health department can better communicate with the public on health issues and take appropriate measures to prevent and control the epidemic [35,39].

Methods

Research Overview

The research process mainly included five steps: (1) collecting topics related to the COVID-19 epidemic on the Sina Microblog hot search list; (2) segmenting the collected text into words; (3) describing the Sina Microblog search trend around the COVID-19 epidemic; (4) evaluating public opinion through word frequency and sentiment analysis; and (5) constructing a social network of public opinion through the subject analysis of the content. Each step is described in detail below.

Data Collection

We obtained information on COVID-19 in mainland China from the National Health Committee of the People’s Republic of China [46]. The Wuhan Municipal Health Committee first reported viral pneumonia of unknown causes on December 31, 2019 [47]. This study collected topics on the Sina Microblog hot search list from December 31, 2019, to February 20, 2020, using Weibo Search Rank [48] from ENLIGHTENT [49], and selected topics and their search volume related to the COVID-19 epidemic. A total of 4056 topics related to the COVID-19 epidemic were on the hot search list, and 3234 remained after excluding duplicate topics. This group was used as the data basis for further processing, analysis, and discussion.

Data Processing

The topics related to the COVID-19 epidemic on the Sina Microblog hot search list from December 31, 2019, to February 20, 2020, were summarized and classified daily in chronological
order. We used the Chinese word segmentation function in ROST Content Mining System Version 6.0 (ROST CM6.0) to segment the content of hot search topics on Sina Microblog into words [50]. After word segmentation, the text was processed by merging synonyms and deleting nonsense words to provide a basis for subsequent research.

Data Analysis

Trend Analysis

We plotted the number of topics related to the COVID-19 epidemic on the Sina Microblog hot search list and the cumulative search volume by date to explore the public’s attention toward the COVID-19 epidemic over time. A Pearson correlation analysis was used to explore the relationship between the number of hot search topics related to the COVID-19 epidemic and the cumulative search volume.

Word Frequency and Sentiment Analysis

After the Chinese word segmentation and invalid word filtering, we used ROST CM6.0 software to perform word frequency statistics and sentiment analysis on the Sina Microblog hot topics related to the COVID-19 epidemic. We calculated the frequency of keywords appearing in the hot search topics on Sina Microblog, explored the sentiment tendency of each hot search topic to the COVID-19 epidemic, and calculated the emotional score.

Social Network Analysis and Visualization

The high-frequency keywords and their frequencies were extracted from the Sina Microblog hot topic text after word segmentation and invalid word filtering. We used the VOSviewer software developed by Nees Jan van Eck and Ludo Waltman of the Centre for Science and Technology Studies of Leiden University in the Netherlands to create a visual knowledge map of keyword co-occurrence analysis and cluster analysis, using the keyword co-occurrence frequency as the weight [51].

Results

Search Trend of COVID-19 Epidemic on Sina Microblog Hot Search List

Figure 1 lists the number of COVID-19 epidemic-related topics and the cumulative search volume on the Sina Microblog hot search list from December 31, 2019, to February 20, 2020. The Pearson correlation analysis shows that the number of topics related to the COVID-19 epidemic is positively correlated with the cumulative search volume of the topic per day ($r=0.767$, $P<.001$). In other words, the more topics that are listed, the greater the cumulative search volume related to the COVID-19 epidemic per day. We can see that the public’s attention to the COVID-19 epidemic on Sina Microblog can be divided into three stages. Stage A (December 31, 2019, to January 18, 2020) has low and unstable public attention, which represents the incubation period. Stage B (January 19-26, 2020) has a concentrated increase in public attention, which represents the epidemic period. Stage C (January 27 to February 20, 2020) demonstrates continued public attention to the epidemic, representing a widespread period.

Frequency and Distribution of Hot Search Keywords Related to the COVID-19 Epidemic on Sina Microblog

The top 15 keywords and their frequencies for the three stages of the public’s attention to the COVID-19 epidemic are shown in Table 1. “Wuhan,” “case,” and “pneumonia” always appeared in the three periods as hot keywords, and the remaining keywords in the different periods were slightly different. In stage A, “unknown cause” and “novel coronavirus” were the main keywords, indicating that in the initial stage of the epidemic, viral pneumonia had just been discovered, and the cause was unknown. After the pathogen was initially identified as a novel coronavirus, the public began to search for information on the novel coronavirus to learn relevant knowledge. Compared with stage A, stage B had new keywords such as “new,” “mask,” “first case,” and “first-level response.” The reason for this is that the COVID-19 epidemic had spread across the country during this stage. The first cases had appeared successively throughout the country, and the number of confirmed cases was increasing. The outbreak of COVID-19
made the people and the government aware of the importance of prevention. People began to buy masks, and governments at all levels initiated first-level responses to major public health emergencies. Compared with the previous two stages, the main keywords appearing in stage C were “discharged,” “national,” “materials,” and “Huoshenshan Hospital.” At this stage, the public’s attention had shifted to material donation and medical service assistance in the key epidemic areas in Wuhan. Moreover, the epidemic had spread throughout the country, and the public was more concerned about the rehabilitation of patients.

### Table 1. Top 15 keywords about the COVID-19 epidemic on the Sina Microblog hot search list in the three periods.

<table>
<thead>
<tr>
<th>Ranking</th>
<th>Stage A (Dec 31, 2019, to Jan 18, 2020)</th>
<th>Stage B (Jan 19-26, 2020)</th>
<th>Stage C (Jan 27 to Feb 20, 2020)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Keyword</td>
<td>Frequency, n</td>
<td>Keyword</td>
</tr>
<tr>
<td>1</td>
<td>Wuhan</td>
<td>17</td>
<td>COVID-19a</td>
</tr>
<tr>
<td>2</td>
<td>Pneumonia</td>
<td>14</td>
<td>Wuhan</td>
</tr>
<tr>
<td>3</td>
<td>Unknown cause</td>
<td>9</td>
<td>Confirmed diagnosis</td>
</tr>
<tr>
<td>4</td>
<td>Novel coronavirus</td>
<td>6</td>
<td>Case</td>
</tr>
<tr>
<td>5</td>
<td>Patient</td>
<td>5</td>
<td>Add</td>
</tr>
<tr>
<td>6</td>
<td>Case</td>
<td>5</td>
<td>Masks</td>
</tr>
<tr>
<td>7</td>
<td>Thailand</td>
<td>4</td>
<td>Epidemic</td>
</tr>
<tr>
<td>8</td>
<td>Leave hospital</td>
<td>2</td>
<td>Hubei</td>
</tr>
<tr>
<td>9</td>
<td>Death</td>
<td>2</td>
<td>Startup</td>
</tr>
<tr>
<td>10</td>
<td>Person-to-person spread</td>
<td>2</td>
<td>First case</td>
</tr>
<tr>
<td>11</td>
<td>Add</td>
<td>2</td>
<td>Pneumonia</td>
</tr>
<tr>
<td>12</td>
<td>Japan</td>
<td>2</td>
<td>Beijing</td>
</tr>
<tr>
<td>13</td>
<td>COVID-19</td>
<td>2</td>
<td>Patient</td>
</tr>
<tr>
<td>14</td>
<td>Epidemic disease</td>
<td>2</td>
<td>First-level response</td>
</tr>
<tr>
<td>15</td>
<td>Eliminate</td>
<td>2</td>
<td>Novel coronavirus</td>
</tr>
</tbody>
</table>


### Sentiment Analysis of the Hot Search Topics Related to the COVID-19 Epidemic on Sina Microblog

After segmentation, we imported the Sina Microblog hot topic text related to the COVID-19 epidemic into the ROST CM6.0 sentiment analysis tool and obtained the sentiment and proportion of the three stages of public attention given to the topics related to the COVID-19 epidemic (Figure 2). Emotions were classified as positive, negative, and neutral emotions. Based on this, positive and negative emotions were subdivided into three categories: general, moderate, and high. Neutral emotions were not subdivided. We found that the sentiment of the hot topics of the COVID-19 epidemic on Sina Microblog in stage A tended to be negative, accounting for 58% (n=14/24), of which high and moderate negative emotions accounted for 13% (n=3) and 17% (n=4), respectively, and positive emotions accounted for the lowest proportion at 8% (n=2). In stage B, the majority of the hot search topics were neutral; however, 27.2% (n=174/639) of the hot search topics showed negative emotions, with 0.3% (n=2) being highly negative and 3.6% (n=23) being moderately negative, while positive emotions accounted for 13.3% (n=85). In stage C, 18.01% (n=470/2610) of the hot search topics showed positive emotions, of which moderate positive emotions accounted for 2.26% (n=59) and highly positive emotions accounted for 0.31% (n=8); in addition, 28.24% (n=737) of the hot search topics showed negative emotions. Based on the comprehensive analysis of the three-stage emotional tendencies, the public’s negative emotions toward the COVID-19 epidemic were weakened as a whole, and their positive emotions were generally enhanced.

**Figure 3** shows the trend for the proportion of the daily emotional tendencies of the hot search topics related to the COVID-19 epidemic from December 31, 2019, to February 20, 2020. We can see that the three kinds of emotions are relatively unstable before January 9, 2020. From January 9-20, 2020, negative emotions accounted for the largest proportion, followed by neutral emotions, and positive emotions accounted for the smallest proportion.

Compared with the emotions prior to January 20, 2020, the positive emotions of the hot search topics related to the COVID-19 epidemic after January 20, 2020, were generally on the rise; the negative emotions declined on the whole, and the emotions tended to be stable, as seen in **Figure 3**. This outcome shows that as the COVID-19 epidemic began to spread throughout the country after January 20, 2020, the public eased their concerns and fears caused by their uncertainty toward and ignorance of the epidemic, and responded to the epidemic with a more objective attitude.
Social Semantic Network Analysis of Hot Search Topics Related to the COVID-19 Epidemic on Sina Microblog

To explore the themes reflected by the related topics of the COVID-19 epidemic on the Sina Microblog hot search list, this study used VOSviewer to generate clusters and co-occurrence networks of topic keywords. The results are shown in Figure 4. In the figure, the larger the size of the nodes and the font, the greater the weight of the keyword is, and it is closer to the core position. The connection between the nodes indicates that the keywords on the two nodes have appeared together. The thicker the connection is, the higher the frequency of co-occurrence and the closer the connection is between the nodes. Nodes with the same color belong to the same cluster.

According to the network visualization graph constructed in Figure 4, we can see that the keyword “COVID-19” is at the core node position, and the two nodes “Wuhan” and “add” are next. The core topic of public concern about the COVID-19 epidemic was COVID-19 itself, and the public was extremely concerned about the status of the epidemic in Wuhan and the new cases. We can divide the high-frequency keywords of topics into five clusters.

Cluster 1 (red cluster) involved discussion related to new cases, the outbreak of COVID-19 across the country, and the impact of the epidemic on the resumption of school and work. Examples of keywords included “case,” “newly increased,” “appear,” “Hubei Province,” and “Beijing” (Figure 5).
Figure 4. Social network of high-frequency keywords in the Sina Microblog hot search topics related to the COVID-19 epidemic.

Cluster 2 (green cluster) involved searches for news reports on the frontline of the epidemic and related measures for prevention and control. Examples of keywords included “Wuhan,” “front-line,” “inpatient,” “quarantine,” and “living at home” (Figure 6).

Cluster 3 (blue cluster) involved searches for interpretations of the epidemic situation and prevention and control, and the knowledge of experts and relevant health departments, as well as the discussion on the source of the infection. The keywords in this cluster included “academician,” “WHO,” “face mask,” “epidemic prevention,” “symptom,” “virus,” and “SARS-CoV-2” (Figure 7).

Cluster 4 (yellow cluster) included searches for frontline medical services such as frontline hospital construction and medical team support. Examples of keywords in this cluster included “patient,” “hospital,” “Leishenshan,” “Huoshenshan,” and “first batch” (Figure 8).

Cluster 5 (purple cluster) included searches for the worldwide spread of the disease and searching online for fellow passengers with confirmed cases. Examples of keywords in this cluster included “passenger,” “carriage,” “cruise,” “suspend,” “infection,” and “Japan” (Figure 9).
Figure 6. Cluster 2.

Figure 7. Cluster 3.
Discussion

Principal Results

In recent years, as people increasingly seek health information online, social media has played an increasingly important role in public health emergencies [29,35]. However, there have been no relevant studies that have incorporated social media analysis into the public response to the COVID-19 epidemic. We used the Sina Microblog hot search list to analyze the public’s attention toward the COVID-19 epidemic from December 31, 2019, to February 20, 2020, which was 52 days after the first disclosure of COVID-19 by the Chinese health department. There were four main findings from this study. First, we analyzed the changing trend of public attention given to the COVID-19 epidemic, which can be divided into three stages. Second, the hot topic keywords of the public’s attention at each stage were slightly different. Third, the public’s emotional tendency toward the hot search topics related to the COVID-19 epidemic changed from negative to neutral across the study period. As a whole, negative emotions weakened, and positive emotions increased. Fourth, we divided the topics of public concern about the COVID-19 epidemic into five categories through social semantic network analysis. This study analyzes...
the public’s response and attention given to the COVID-19 epidemic, which will help public health professionals monitor public response, identify public needs as early as possible, make timely public health prevention and control measures, and disseminate knowledge to citizens in a targeted manner to better respond to the current COVID-19 epidemic.

From December 31, 2019, to February 20, 2020, the public attention given to the COVID-19 epidemic on Sina Microblog can be divided into three stages. In the beginning, there was little public attention paid to the epidemic, and then the concentration of attention increased. Next, the public attention given to the epidemic generally declined, but people continued to pay attention. In the first stage (December 31, 2019, to January 18, 2020), the Chinese public paid less attention, as COVID-19 was only reported in Wuhan, China. On January 19, 2020, suspected cases appeared in Shanghai and Shenzhen, and body temperatures began to be measured at the Wuhan Airport and Railway Station. People began to notice the severity of the epidemic, and the level of attention paid to the COVID-19 epidemic began to increase until January 26, 2020. We can see that when the epidemic began to spread across the country, the public responded quickly to news about the COVID-19 outbreak on Sina Microblog [39]. This is because COVID-19 is a new infectious disease, which means that no effective treatment has been found and no corresponding vaccine has been developed. When the outbreak began, the public was eager to search for relevant knowledge and information online to meet their own protection needs [27,30]. In the third stage (January 27 to February 20, 2020), although the number of cases of COVID-19 were still increasing, the number of Sina Microblog topics and their search volume were decreasing. The reason for this may be because the epidemic information was relatively saturated, and it was difficult for people to acquire more new knowledge through a Sina Microblog search [27]. It may also be that people were no longer paying close attention to the epidemic dynamic to gain a sense of security as time went on, and the public’s consciousness tends to be rational [52].

The keywords for the three different stages of the public’s attention to the COVID-19 epidemic were slightly different. From the hot search keywords of each stage, we found that the public did not know much about the virus and its causes in the first stage. The main keywords of the search to seek relevant knowledge were “unknown cause” and “novel coronavirus.” During the second stage, the epidemic began to spread throughout the country, the first cases were reported in different areas successively, and the number of confirmed cases continued to increase, thereby making the public and government aware of the importance of prevention. During the third stage, the epidemic spread widely throughout the country; Wuhan was the most seriously affected area, and the city was locked down. The public’s attention was mainly shifted to material donation and medical assistance in Wuhan. Compared with qualitative research, it is more accurate to obtain the hot spots of public attention through keyword frequency analysis, as this process has a higher accuracy and more credibility in the research of hot spots and their development trends [40]. Based on our high-frequency keyword analysis of the Sina Microblog topics related to the COVID-19 epidemic, we can obtain information about the concerns and opinions of Sina Microblog users at different stages [53]. Studies have found that people’s interest in infectious diseases on social media was linked to the latest news and major events. Studies have also shown that people will pay attention to and search for disease-related words as the spread of infectious diseases change [30].

According to the sentiment tendencies of the hot search topics related to the COVID-19 epidemic on Sina Microblog, the first stage of emotion was negative, and the second and third stages were neutral. On the whole, negative emotions weakened, and positive emotions increased. Previous studies have pointed out that there is also an important relationship between emotions and content on social media [54]. The content analysis of social networks has identified people’s attitudes or reactions to specific health hazard events [30,39]. In the first stage, there was less public attention given to the Sina Microblog hot search list. Most of the topics related to the COVID-19 epidemic were about the notification of pneumonia and the virus, and the emotions tended to be negative. At that time, the public had a strong demand for information on public health emergencies such as infectious diseases. When the information demand could not be fully satisfied, the users’ emotions were negative [40]. As the epidemic progressed to the second and third stages, the public sentiment tended to be neutral because increasingly more news was being reported at this stage, and objective events became the mainstream information on the Sina Microblog hot search list. The public reduced their previous levels of worries and fears about the epidemic; their negative feelings weakened, and their positive emotions increased. More hot search topics mentioned information about prevention or protection, which is conducive to public health communication and promotion.

We divided the COVID-19 topics with the highest levels of public concern into five categories: the situation of new cases of COVID-19 and its impact, frontline reporting of the epidemic and the measures of prevention and control, expert interpretation and discussion on the source of infection, medical services on the frontline of the epidemic, and focus on the worldwide epidemic and looking for suspected cases. From the search of the subject content, we can see that during the outbreak of the novel coronavirus, the public, the news media, and the health department all actively used Sina Microblog as a platform for disseminating information related to COVID-19 [29], indicating that Sina Microblog is a communication channel for both individuals and organizations to publicize COVID-19 symptoms, preventive measures, and related policies [37]. In addition, as a real time and extensive online platform, Sina Microblog provides a channel for information dissemination. For example, in this emergency outbreak, the public has made good use of the platform to find fellow passengers with confirmed cases, thereby playing an important role in preventing and controlling the disease transmission.

**Limitations**

There are some limitations to this study. First, our study was limited to the period 52 days after COVID-19 was first disclosed by the Chinese health department. Thus, the situation after February 20, 2020, was not included in this study. Second, we only used Sina Microblog as the social media platform in this
study, the data source for this study is relatively narrow. Considering that China is seriously aging and that the majority of internet users are young people, the age of Sina Microblog users is mainly concentrated in those 18-41 years [42], which cannot represent the population of all ages in China. Therefore, selection bias is inevitable in this study. On the other hand, the study excludes other popular social media data sources such as WeChat and ByteDance and is limited to the publicly available data on the Sina Microblog hot search list. Moreover, due to the lack of detailed information about the users who contributed to the search volume of the Sina Microblog hot search list, we could not describe the social demographic information of the Sina Microblog users, and we failed to obtain the geospatial distribution of Sina Microblog active users. Thus, we could not calculate the average attention of the public in different regions of China.

**Future Work**

Social media has played a vital role during the spread of the COVID-19 epidemic and has become the main way for the public to obtain epidemic information. However, the excessive amount of information about the novel coronavirus (some right, some wrong) on social media may make it difficult for people to find reliable sources and guidance when needed, and may even be harmful to people’s health, leading to the outbreak of an infodemic [55]. Therefore, misinformation can be easily propagated and spread on social media. Apart from traditional “top-down” public health communication, provider-managed communication platforms such as WebMD (America), AskDr (Singapore), and HaoDF (China) can be used as an additional countermeasure available to develop a ground-up response to this issue. HaoDF [56], one of the largest doctor-patient communication platforms in China, launched an online free consultation service for COVID-19 during this epidemic. Doctors answered questions online for free 24 hours a day to help the public make a preliminary judgment about the disease and avoid blind medical treatment caused by panic. In addition, HaoDF summarized the common questions and answers of COVID-19 to let the public know more about the epidemic. These are the forms of responses, as potential solutions to avoid an infodemic, that governments can engage with, researchers can study, and innovators can develop in the future.

**Conclusions**

Our study found that social media platforms such as Sina Microblog can be used to measure public attention given to public health emergencies. Our study shows that a large amount of information about the COVID-19 epidemic was disseminated and received widespread public attention on Sina Microblog during the novel coronavirus epidemic. We have learned about the hotspots of public concern regarding the COVID-19 epidemic on Sina Microblog. These findings can help the government and health departments better communicate with the public about public health and then translate public health needs into practice to create targeted measures to prevent and control the spread of COVID-19.
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Abstract

Background: SARS-CoV-2 (severe acute respiratory coronavirus 2) was spreading rapidly in South Korea at the end of February 2020 following its initial outbreak in China, making Korea the new center of global attention. The role of social media amid the current coronavirus disease (COVID-19) pandemic has often been criticized, but little systematic research has been conducted on this issue. Social media functions as a convenient source of information in pandemic situations.

Objective: Few infodemiology studies have applied network analysis in conjunction with content analysis. This study investigates information transmission networks and news-sharing behaviors regarding COVID-19 on Twitter in Korea. The real time aggregation of social media data can serve as a starting point for designing strategic messages for health campaigns and establishing an effective communication system during this outbreak.

Methods: Korean COVID-19-related Twitter data were collected on February 29, 2020. Our final sample comprised of 43,832 users and 78,233 relationships on Twitter. We generated four networks in terms of key issues regarding COVID-19 in Korea. This study comparatively investigates how COVID-19-related issues have circulated on Twitter through network analysis. Next, we classified top news channels shared via tweets. Lastly, we conducted a content analysis of news frames used in the top-shared sources.

Results: The network analysis suggests that the spread of information was faster in the Coronavirus network than in the other networks (Corona19, Shincheon, and Daegu). People who used the word “Coronavirus” communicated more frequently with each other. The spread of information was faster, and the diameter value was lower than for those who used other terms. Many of the news items highlighted the positive roles being played by individuals and groups, directing readers’ attention to the crisis. Ethical issues such as deviant behavior among the population and an entertainment frame highlighting celebrity donations also emerged often. There was a significant difference in the use of nonportal (n=14) and portal news (n=26) sites between the four network types. The news frames used in the top sources were similar across the networks (P=.89, 95% CI 0.004-0.006). Tweets containing medically framed news articles (mean 7.571, SD 2.904; N=40, P=.03, 95% CI 0.169-4.852).

Conclusions: Most of the popular news on Twitter had nonmedical frames. Nevertheless, the spillover effect of the news articles that delivered medical information about COVID-19 was greater than that of news with nonmedical frames. Social media network analytics cannot replace the work of public health officials; however, monitoring public conversations and media news that propagates rapidly can assist public health professionals in their complex and fast-paced decision-making processes.

(J Med Internet Res 2020;22(5):e18897) DOI: 10.2196/18897

http://www.jmir.org/2020/5/e18897/
KEYWORDS
infodemiology; COVID-19; SARS-CoV-2; coronavirus; Twitter; South Korea; medical news; social media; pandemic; outbreak; infectious disease; public health

Introduction

Background
SARS-CoV-2 (severe acute respiratory coronavirus 2) is spreading rapidly around the world, and the number of associated deaths has also been increasing. At the end of February 2020, the virus was spreading in South Korea following its initial outbreak in China, making Korea the new center of global attention. Mass infection occurred in Korea due to a closed religious group called Shincheonji in the greater Daegu metropolitan city, the fourth largest city in Korea [1,2].

Social media has been criticized often amid the current coronavirus disease (COVID-19) pandemic, mainly due to their use as a medium for the quick spread of fake news [3,4], but no systematic research has yet been conducted on this issue. Social media functions as a convenient source of information in dangerous situations [5]. Since the creation of social networking services (SNS) such as Facebook, Twitter, and YouTube, the speed of information transmission in disaster contexts has accelerated across social, cultural, and geographical boundaries. Real-time information exchange through various SNS can facilitate the wider diffusion of risk information not only for “friends” but also for wider communities.

Using an infodemiological approach, this study analyzes networking trends in public conversations and news-sharing behavior regarding COVID-19, particularly in Daegu, South Korea, on Twitter. The Pew Research Center reported that approximately 75% of Twitter users visit Twitter.com to read the news [6]. Allowed up to 280 characters, Twitter users share thoughts and emotions through “tweets” and “retweets,” which creates conversational and networked relationships on Twitter. The pattern of interactions between Twitter users may vary according to their interests and engagement with COVID-19. This study examines conversations on Twitter in relation to the greater Daegu metropolitan city cluster that was closely related to the members of the Shincheonji group, who contributed significantly to spreading the virus in the area. Four Twitter networks were chosen—Coronavirus, Corona19, Daegu, and Shincheonji—to represent the major issues regarding the COVID-19 crisis in the greater Daegu area. The keyword “Corona19” was included instead of “COVID-19” (coronavirus disease) because “Corona19” was announced as the official term for COVID-19 in Korea.

The Twitterverse examined in this context includes diverse messages on topics such as nationwide emergency relief efforts, media news, mass condolences, requests for central and regional governmental measures, and the provision of crucial medical information. The fact that these four networks have similar network sizes allows their conversational patterns and news diffusion to be easily compared.

Overcoming the current COVID-19 crisis may require increasingly diverse forms of data and more complex models.

Handling the real-time aggregation and artificial intelligence-based analytics of social media, media news, academic publications, and other data sets is a daunting task. Nevertheless, this study could serve as a starting point for designing strategic messages for health campaigns and establishing an effective communication channel system.

Infodemiology
Infodemiology is a growing area of research that aims to inform public health officials and develop public policies using informatics for the analysis of health data produced and consumed online [7]. The advantage of infodemiology is its capacity to obtain real-time health-related data from unstructured, textual, image, or user-generated information communicated via electronic media such as websites, blogs, and social network sites [8].

Infodemiology studies have covered a wide range of topics. These include information search behaviors such as Ebola- or vaccination-related information [9,10], health-related news coverage [11], public health issues and awareness of diseases after the death of a celebrity [10], disparities in health information access and availability [12], public discussion and information sharing [13], and government risk communication strategies [14].

The trustworthiness of user-created information is questionable [15]. However, recent studies suggest that publicly available social media data such as those on Twitter and Facebook can complement traditional epidemiologic data and methods such as hospital- or pharmacy-based data, clinical data, focus interviews, and surveys, which are time-consuming [16,17].

In particular, user-generated content and shared health information on social media can serve as an alternative tool for syndromic surveillance [8,18]. Social media health data can accelerate data collection, curation, and analysis. Analyzing user content (especially on Twitter) and tracking information usage patterns such as users’ browsing, searching, clicking, or sharing of information regarding health care can reflect the health status, concerns, awareness, and health-related behaviors of the public [18-22]. User-generated content and shared information on social media can also be used for knowledge translation and to increase awareness among policymakers [8].

Investigating the public’s communication framing of and approaches to health issues as observed on social media provides insights into the public’s thoughts on, perceptions about, and self-disclosures of disease-related symptoms [13]. This can ultimately assist in the development of health intervention strategies and the design of effective campaigns based on public perceptions.

Studies have focused on quantifying the search queries and tracking the volume of health-related information or user-generated content in electronic media using Google Trends, Google Health application programming interface (API), or Google Flu Trends [23,24]. Recent studies in the fields of risk
communication have applied social network analysis to investigate the structure of knowledge and information-sharing networks and multilevel interaction patterns among users [14,25,26]. Studies suggest that network analysis is particularly useful for tracking not only collaborative networks among different stakeholders but also the necessary source distribution during national disasters or emergencies such as earthquakes [14,25,26]. The timely monitoring of risk networks and public conversations on social media can help foster an understanding of stakeholders’ perspectives and assist in establishing the policies required for effective risk interventions and resilience, thus, ensuring the effective management of catastrophic events [27-29].

Objectives
We address three research questions (RQs) about Korea’s COVID-19 conversations in terms of socially disseminated Twitter messages. First, is there a difference in communication network structure among the four networks generated from four keywords (written in Korean)—Coronavirus, Corona19, Shincheonji, and Daegu—and what are the characteristics of the conversation patterns among users? Second, which news topics and media channels generate the users’ interest, and what are their characteristics? Do the most frequently mentioned news topics among the four networks display any differences in media outlet type? Third, what perspectives on news articles are observed from a media organizational point of view? In other words, do news articles with a medically oriented thematic frame have broader spillover effects on the COVID-19 issue in the Twitter context?

Methods

Data Collection
This study evaluates trends in Korea’s COVID-19 conversations using Twitter data. Data were collected on February 29, 2020, roughly covering the most recent weeks in the Twitter database. Using the Twitter search API embedded in NodeXL (Social Media Research Foundation) [30], we crawled Twitter users whose recent tweets contained the term “Coronavirus” (코로나 바이러스), “corona19” (코로나19), “Shincheonji” (신천지), or “Daegu” (대구) in Korean. These four terms represent the four keywords related to COVID-19 in Korea. The tweets were taken from a data set limited to a maximum of around 18,000 tweets. Twitter is one of the largest social media services in the world and provides conversational data, regardless of personal information collection and use consent, that are available free of charge via various automatic methods. Our final sample comprises 43,832 Twitter users and 78,233 relationships, which includes “tweets,” “retweets,” “replies,” and “mentions” from the selected Twitter networks. Once Twitter users post tweets, which can include text, hashtags, images, and URLs, the entire content of the tweets is included when they are retweeted or mentioned by other Twitter users [31].

Social Media Network Analysis and News Channel Classification
This study used three main methodological approaches. It conducted a social media network analysis to determine how COVID-19-related issues circulate on Twitter. The study traced the characteristics of information diffusion regarding COVID-19 on Twitter by generating communication networks composed of all tweets containing any of the search terms (“Coronavirus,” “corona19,” “Shincheonji,” or “Daegu”). A communication network in this study refers to a social network generated by users to communicate to each other. Each node represents a user, and the links between the users refer to a conversation (i.e., a retweet, reply to, or mention). Four networks were generated. A network analysis was conducted to identify the multidimensional communication activities between Twitter users and grasp the nature of the information transmission networks composed of entities such as words, hyperlinks, and hashtags. Twitter users are compiled by subgroup using the Clauset–Newman–Moore cluster algorithm and visualized using the Harel–Koren Fast Multiscale layout algorithm [32]. This method has been widely used in communication research on information measurement [33,34]. The study uses NodeXL to calculate various measures quantifying the efficiency of information diffusion and visualizing the structural topography of the network associated with the results of the four search queries as seeds. The network measures include modularity, the number of self-loops, and connected components. Modularity is an indicator of the community structure [35]. The higher the modularity value, the greater the subgroup interconnection. Components in a network analysis refers to a subgraph that represents nodes connected by paths [36]. A self-loop occurs when virtually no one replies to or mentions a tweet.

We then classified the top news items in terms of their media channels. The media outlet of a news article can be regarded as both a form of carrier interface and a means of expression. In Korea, portals are increasingly becoming the primary point of news access. Given Korea’s unique news environment, a media organization’s presence on a portal offers an interface between its news production and its readership [37]. Furthermore, a professional news agency provides a means of diffusing breaking news quickly and effectively. Media outlets were classified as portal or nonportal news. News stories that were delivered in Korean information portals such as Naver, Daum, and Yahoo! were categorized as portal news. News stories that were not provided through information portals were considered nonportal news. Intercoder reliability scores were calculated based on the coding of 20% (n=8/40) of the sample by a second independent coder using Cohen kappa. There was a strong agreement between the two coders (κ=0.71, P=.03).

Content Analysis of News Frames Used in COVID-19 News Coverage
Besides news channels, we also considered news frames as points of view that guide readers’ cognitive direction. Content analysis was conducted to determine the main frames within the news stories by generating content categories that encompass the entire text corpus [38]. News frames were categorized into medical or nonmedical frames. A total of 40 popular news items across the four networks were categorized as “medical vs nonmedical” in terms of their frames. When a news story covered a medical or health issue related to COVID-19, it was classified as a “medical frame.”
A coding scheme was developed to further subclassify the nonmedical news frames based on studies of journalists’ use of news frames [39,40] and on an inductive review of the news contained in the tweets. The coding scheme was designed to capture how the newspapers promote a specific definition, interpretation, or evaluation of social issues [41]. Nonmedical news frames were classified into five categories: “attribution of responsibility,” “human interest,” “morality,” “entertainment,” and “conflict” [39,40]. Textbox 1 presents the definitions of each frame. When more than one frame was used, the dominant frame was selected. Each news item is classified as one frame by one coder (one of the authors). Intercoder reliability scores were computed based on the coding of 20% (n=8/40) of the sample by a second coder using the kappa coefficient. There was a very strong agreement between the two coders (κ=0.837, P<.001).

Textbox 1. Definitions of news frames used in coronavirus disease news coverage.

<table>
<thead>
<tr>
<th>Conflict</th>
<th>Reflects disagreement between parties, individuals, or groups</th>
</tr>
</thead>
<tbody>
<tr>
<td>Human interest</td>
<td>Emphasizes the (positive) role of individuals and groups affecting the issue</td>
</tr>
<tr>
<td>Attribution of responsibility</td>
<td>Suggests that some government agencies, including politicians and public officials, are responsible for the issue</td>
</tr>
<tr>
<td>Morality</td>
<td>Contains a moral and ethical message</td>
</tr>
<tr>
<td>Medical</td>
<td>Mentions medical and health issues related to the problem</td>
</tr>
<tr>
<td>Entertainment</td>
<td>Covers cultural issues such as celebrity, sports, or food</td>
</tr>
</tbody>
</table>

**Results**

**Comparing Communication Network Structures**

We addressed RQ1 by comparing the topologies of the four networks, which are shown in Figure 1. The top 10 subgroups are indicated in the graphs. In undirected networks, the size of the radius of the nodes reflects the size of their betweenness centrality values. Due to space constraints, we did not present the ties between nodes.

As Figure 1 shows, the patterns of conversation and information sharing between users are similar across all networks. The results suggest a complex structure composed of multiple layers. Around 20 major subcommunities were activated, and many interactions occurred at an individual level with a small number of isolated users. Table 1 outlines the characteristics of the conversational relationships among users in each network.

The frequency of unique edges was lowest in the Coronavirus network. Unique edges reflect frequency, excluding redundant relationships. In other words, the Coronavirus network has the most redundant relationships, indicating that people continued to talk to each other while exchanging comments several times. Thus, it is highly likely that a “big mouth” existed in the Coronavirus network. On the other hand, the Daegu and Corona19 networks had the lowest frequencies of edges with duplicates. These fewer overlapping relationships suggest that many one-time conversations took place, forming an instant and improvised community.

There are many self-loops in the Shincheonji network, wherein tweets started and ended with the same user in a conversation thread. The Shincheonji network has the highest reciprocated vertex pair and reciprocated edge ratios, which shows that “birds of a feather flock together.” When two Twitter users talk to each other, their relationship is regarded as being reciprocated. In sharp contrast, less than one-tenth of tweets in the Coronavirus network were self-loops, revealing that different types of users were paired in comment exchanges. Similarly, the Shincheonji network also had the largest number of isolates, followed by the Daegu network. An isolate has zero connections. This result suggests that the communication patterns in region-oriented networks, Shincheonji and Daegu, differed from the networks that concerned more overall issues regarding COVID-19. The difference can be attributed to geographic variation in information-sharing behaviors on Twitter [42].
Table 1. Comparing user relationships across coronavirus disease networks.

<table>
<thead>
<tr>
<th>Network measures</th>
<th>Coronavirus</th>
<th>Corona19</th>
<th>Shincheonji</th>
<th>Daegu</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nodes, n</td>
<td>12,803</td>
<td>11,739</td>
<td>9,589</td>
<td>9,701</td>
</tr>
<tr>
<td>Isolates, n (%)</td>
<td>368 (2.87)</td>
<td>324 (2.76)</td>
<td>471 (4.91)</td>
<td>434 (4.47)</td>
</tr>
<tr>
<td>Total edges, n</td>
<td>18,407</td>
<td>19,772</td>
<td>20,327</td>
<td>19,727</td>
</tr>
<tr>
<td>Unique edges, n (%)</td>
<td>14,486 (78.70)</td>
<td>17,042 (86.19)</td>
<td>16,879 (83.04)</td>
<td>17,017 (86.26)</td>
</tr>
<tr>
<td>Edges with duplicates, n</td>
<td>3,921 (21.30)</td>
<td>2,730 (13.81)</td>
<td>3,448 (16.96)</td>
<td>2,710 (13.74)</td>
</tr>
<tr>
<td>Self-loops, n (%)</td>
<td>1,450 (7.88)</td>
<td>2,318 (11.72)</td>
<td>2,754 (13.55)</td>
<td>1,901 (9.64)</td>
</tr>
<tr>
<td>Reciprocated vertex pair ratio</td>
<td>0.00020</td>
<td>0.00042</td>
<td>0.00353</td>
<td>0.00334</td>
</tr>
<tr>
<td>Reciprocated edge ratio</td>
<td>0.00040</td>
<td>0.00084</td>
<td>0.00704</td>
<td>0.00666</td>
</tr>
</tbody>
</table>

Table 2 summarizes the overall attributes of each network. When a Twitter network is drawn in concentric form, the step required to connect two users, potentially through intermediate users, reflects the “geodesic” value. The path that connects the furthest
pair is the maximum geodesic distance, or the diameter of the network. The Coronavirus network has the smallest diameter and average values among the four networks. Because people who used the word “Coronavirus” communicated much more frequently with each other than those who used other terms, the spread of information was much faster, and thus, its value is the lowest. By contrast, the Corona19 network has the largest geodesic values.

Next, the modularity value of the Coronavirus network was the highest among the four networks, while the Daegu network had the lowest value. This result suggests that the clusters created within the Coronavirus network may be less cohesive in terms of the subgroups’ internal collectivity because the Twitter users

in group A tend to be connected with other users in group B. If modularity is low, the clusters are well-defined in terms of the quality of the subgroups generated. Because the Daegu and Shincheonji networks both have lower modularity than the other networks, users classified in the same cluster rarely left their own group to talk to others in a different cluster.

A component analysis reveals that Shincheonji and Daegu network members had the largest numbers of connected components and the maximum edges in a connected component. Coronavirus network members had the largest chat room with the highest value for maximum vertices (ie, users) in a connected component, followed by the users of Corona19.

**Table 2.** Comparing coronavirus disease network properties on Twitter.

<table>
<thead>
<tr>
<th>Types</th>
<th>Coronavirus</th>
<th>Corona19</th>
<th>Shincheonji</th>
<th>Daegu</th>
</tr>
</thead>
<tbody>
<tr>
<td>Maximum geodesic distance (diameter)</td>
<td>12</td>
<td>16</td>
<td>14</td>
<td>14</td>
</tr>
<tr>
<td>Average geodesic distance</td>
<td>3.865</td>
<td>5.459</td>
<td>4.432</td>
<td>4.471</td>
</tr>
<tr>
<td>Modularity</td>
<td>0.674</td>
<td>0.667</td>
<td>0.563</td>
<td>0.530</td>
</tr>
<tr>
<td>Connected components, n</td>
<td>584</td>
<td>582</td>
<td>799</td>
<td>828</td>
</tr>
<tr>
<td>Maximum vertices in a connected component, n</td>
<td>10,783</td>
<td>10,135</td>
<td>8270</td>
<td>8098</td>
</tr>
<tr>
<td>Maximum edges in a connected component, n</td>
<td>16,121</td>
<td>17,916</td>
<td>18,947</td>
<td>18,123</td>
</tr>
</tbody>
</table>

**Popular News Topics and Frequently Cited Media Outlets**

RQ2 addresses the popularity of news topics and media channels. We extracted the most cited news among the four networks. Five news items appeared twice on the top 10 list of the four Twitter networks. The most popular news concerned suspicions that the Daily Best’s online bulletin board deleted all the posts that mentioned Shincheonji. The second most popular news was about the warning given by the Korea Centers for Disease Control that 18 types of beefs could be dangerous amid the COVID-19 risk. The third most popular news was the breaking news that the COVID-19 infection rate among ordinary citizens was low in Daegu, unlike for members of Shincheonji. The fourth-ranked news item concerned how messages of support from all over the country, including handwritten letters and fruit, gave Daegu medical staff the strength to continue working. The fifth-ranked concerned news was that college students had created a fact-checking site to prevent the spread of fake news related to COVID-19.

The top 10 news stories on the Twitterverse related to Shincheonji included the term “Shincheonji” in their headline titles. For example, the most popular news was that Shincheonji leader Lee Man-hee had received recognition for his service to the country from ex-President Park Geun-hye and that he was set to be buried at the National Cemetery. Thus, the top news stories shared on Twitter featured eye-catching headlines, the use of dramatic expressions, and emotional narratives.

It is noteworthy that international news, rather than domestic news, was chosen as the top news item. *Foreign Policy* (FP), a US diplomatic magazine, diagnosed the cause of Korea’s COVID-19 problem [43]. The article was titled “Cults and Conservatives Spread Coronavirus in South Korea: Seoul Seemed to Have the Virus under Control, but Religion and Politics Have Derailed Plans.” Additionally, a petition posted to the presidential “Blue House” was also a top news item [44]. The petition called for the dismissal of Prosecutor General Yoon Seok-Yeol for failure of leadership because he did not deal promptly with the Shincheonji-related situation despite the deep concerns of the Korean public.

Finally, we investigated the most cited news channels among the four networks. Korea’s portals and *Yonhap News* (Korea’s largest news agency, comparable to the US Associated Press) were ranked highly in frequently linked Twitter groups (n=26 and n=8, respectively). The preferred channel of popular news in the Coronavirus Twitter network was *Yonhap News*. Among the portals, *Daum*, the second largest portal in Korea, was overwhelmingly more popular than *Naver*, the largest portal in Korea, (n=22 and n=4, respectively). The rest include online-focused newspapers (n=2), social media postings (n=2, with one tweet pointing to the FP article and the other citing the famous “Real-time in Daegu” Facebook page), a personal blog (n=1), and a petition site (n=1). The dominance of the portals and *Yonhap News* is attributable to their business model of delivering news faster than other media outlets do. Surprisingly, no traditional media outlet appears among the top news channels.

The study computed a 4 (Corona19 vs Coronavirus vs Daegu vs Shincheonji) x 2 (portal vs nonportals) chi-square comparing the frequency of portal vs nonportal news site use between network types. The difference is found to be significant ($\chi^2=12.747, P=.005$). The results indicated that the Corona 19 network cited more portal news (n=8/10, 80%) than did nonportal news (n=2, 20%), whereas the Coronavirus network used more nonportal sources (n=8/10, 80%) than portal news.
The Coronavirus network also used more nonportal sources than portal sources, while the Daegu network (P = 0.002) and Shincheonji network (P = 0.02) included more portal news (n = 9/10, 90% for Daegu; n = 7/10, 70% for Shincheonji) than nonportal sources (n = 1, 10% for Daegu; n = 3, 30% for Shincheonji).

We also determined the origin of the news items reported in the portals. The four Naver news articles were based on SEN, the Sports Donga newspaper (both online-focused newspapers), Newsis (a news agency), and Maeil Broadcasting Network (a cable news channel, comparable to CNN). Some 22 Daum news articles came from the News1 (news agency; n = 3); Newsis (n = 2); OhMyNews, an online-focused newspaper (n = 1); Nocut News, an online-focused newspaper (n = 4); the Seoul Daily newspaper (n = 2); the World Daily newspaper (n = 1); Yonhap News (n = 4); the JoongAng Daily newspaper (n = 2); the Hankyoreh Daily newspaper (n = 2); and the Hankook Daily newspaper (n = 1). The so-called “legacy” media are eager to provide their news via Korea’s portals because that enables their breaking and exclusive news articles to attract greater attention from the portals’ readership.

### News Frames and Popularity of News

This study addresses RQ3 by analyzing the news frames of media organizations that were circulated in tweets. The results of content analysis show that 17.5% (n = 7/40) of the articles mentioned medical or health problems. The medical news items include discussions of the characteristics of COVID-19, warnings about the potential for beards to be infected with COVID-19, the effects of health conditions on mortality, the status of COVID-19 tests in Italy, and the difference in infection rates between Shincheonji members and ordinary citizens.

The results of an independent two-tailed t-test suggest that tweets containing medically framed news articles (mean 7.571, SD 1.988) are found to be more popular than tweets that included news articles adopting nonmedical frames (mean 5.060, SD 2.904, P = 0.03, 95% CI 0.169-4.852).

This study ranked the most popular news articles from 1 to 10. This study then calculated reverse scores to measure the spillover effects of the articles. For example, the top-ranked news item was given 10 points, and the 10th-ranked item was given 1 point.

Lastly, the study investigated the news frames included in the tweets produced across the four networks and compared the association between the network typology and the frames. The findings suggest that the “attribution of responsibility” frame was the most frequently used, followed by “human interest.” Both “morality” and “entertainment” were cited 6 times. “Conflict” was the least used frame. This study conducted a 4 (network types) x 6 (news frames) chi-square analysis to examine the association between network type and the news frames used in the tweets. As shown in Table 3, the results indicate that network type was not significantly associated with the news frames (P = 0.89, 95% CI 0.004-0.006), suggesting that the six frames were used similarly across the four networks.

### Discussion

#### Principal Findings

By March 1, 2020, Korea had become one of the most SARS-CoV-2-infected countries in the world. The greater Daegu metropolitan area had Korea’s highest COVID-19 infection rate per household as well as the highest absolute rate [45]. This study has found that the spread of information was faster in the Coronavirus network than in the other networks because Twitter users in cluster A created within that network tended to be interconnected with others in cluster B. These findings have implications for risk communication and health campaigns. When government authorities and experts share and comment on real time information about ongoing infectious disease threats, social media analytics can help them to choose what keywords and hashtags are more appropriate to use. In fact, central and regional governments in Korea have been criticized for causing social confusion by failing to effectively communicate proper information on how to deal with the symptoms of infectious diseases. Our findings can be used to enhance government fact-checking services and risk communication. For example, the frequently shared topics and information sources regarding the Shincheonji-related Twitter networks could help both local and central governments to review people’s concerns and opinions regarding the case and to guide information strategies in epidemic situations, which often demand prompt decision making for risk management.

Our main research platform was Twitter, but the analysis has also considered intermediary journalism that goes beyond Twitter. People use various news channels to share information, even

---

**Table 3.** Chi-square results for the news frames across coronavirus disease networks.

<table>
<thead>
<tr>
<th>Network type</th>
<th>Total (N=40), n (%)</th>
<th>Conflict (n=4), n (%)</th>
<th>Entertainment (n=6), n (%)</th>
<th>Human interest (n=7), n (%)</th>
<th>Medical (n=7), n (%)</th>
<th>Morality (n=6), n (%)</th>
<th>Attribution of responsibility (n=11), n (%)</th>
<th>Chi-square (df)</th>
</tr>
</thead>
<tbody>
<tr>
<td>All networks</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>8.727 (15)</td>
</tr>
<tr>
<td>Corona19</td>
<td>10 (25)</td>
<td>1 (10)(^b)</td>
<td>2 (20)</td>
<td>3 (30)</td>
<td>1 (10)</td>
<td>1 (10)</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td>Coronavirus</td>
<td>10 (25)</td>
<td>0 (0)</td>
<td>1 (10)</td>
<td>2 (20)</td>
<td>2 (20)</td>
<td>3 (30)</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td>Daegu</td>
<td>10 (25)</td>
<td>0 (0)</td>
<td>2 (20)</td>
<td>1 (10)</td>
<td>1 (10)</td>
<td>4 (40)</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td>Shincheonji</td>
<td>10 (25)</td>
<td>2 (20)</td>
<td>1 (10)</td>
<td>1 (10)</td>
<td>2 (20)</td>
<td>3 (30)</td>
<td>N/A</td>
<td></td>
</tr>
</tbody>
</table>

\(^a\)Not applicable.

\(^b\)In the calculation of the n (%) values across each row, the row total is taken as the N value.
when communicating via social media. This study found that portals were the preferred news sources on Twitter. As shown in Endo’s [46] study on Japan’s 3.11 earthquake, various media interact with each other during national disasters, creating a social information environment that can be both positive and negative. It would be ideal if intermedia journalism created an information immunization system during epidemics. This study is important in that it examines a key aspect of intermedia journalism; although, the full dynamics of intermedia journalism during Korea’s COVID-19 crisis has yet to be fully investigated.

Limitations
Although this study proposed and demonstrated a useful infodemiology framework by performing social network analytics to explore information diffusion related to the COVID-19 pandemic via Twitter in Korea, it is not without limitations. These limitations are inherent in Twitter’s user population. The literature suggests that only 15% of online adults are regular Twitter users [47]. Moreover, the largest group among Twitter users is composed of those 18-29 years of age. In addition, only a small number of Twitter users are active in producing tweets and leveraging the discourse [47-49]. There are more very passive (<50 tweets per year) and very active users (>1000 tweets per year) on Twitter than moderate users (50-1000 tweets a year) [46]. Thus, the study’s results may reflect social media users’ views and behaviors during the pandemic rather than the full population’s aggregate opinion. In addition, biases in information-sharing behaviors can exist, as some users may have produced more content than others. It was also possible that whether they are residents or visitors of Daegu City may have influenced what news they shared [50]. Furthermore, we qualitatively examined the study’s data sets to detect abnormal activities such as data contamination from social bots; however, running Twitter bot detection software would have enabled us to more systematically remove any potential biases from the data set. Finally, we applied multi-coder methods, but two coders may not be sufficient to ensure reliability. Future studies could apply more coders to guarantee the reliability of the analysis results.

Conclusions
People experiencing social disasters such as epidemics of infectious diseases are unfamiliar with their situation and find it difficult to predict what will happen next. Therefore, risk communication that delivers accurate and appropriate information is important. We found that most of the popular news on Korea’s Twitverse had nonmedical frames. Nevertheless, it must be noted that the spillover effect of the news articles that delivered medical information about COVID-19 was greater than that of news with nonmedical frames. For instance, many news items reported that the initial response of government agencies was responsible for the spread of COVID-19. Many news items highlighted the positive role of individuals and groups, directing readers’ attention to the epidemic crisis. Ethical issues such as deviant behavior among the population and an entertainment frame highlighting celebrity donations also emerged often. Relatively few articles reflected discrepancies in positions or opinions among individuals or groups. Augmented intelligence systems in the medical sector have been widely cited as an important approach to helping detect and clinically diagnose diseases [51]. However, this study is not intended to provide public health care data to artificial intelligence systems, such as HealthMap or BlueDot, to assist in the prediction of infectious disease occurrence. Rather, this study emphasizes the need and opportunity for strategic communication through social media. Social media network analytics cannot replace the work of public health officials; however, collecting public conversations and media news that propagates rapidly and detecting its structure can assist public health professionals in their complex and fast-paced decision-making processes.
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Abstract

Background: Low infection and case-fatality rates have been thus far observed in Taiwan. One of the reasons for this major success is better use of big data analytics in efficient contact tracing and management and surveillance of those who require quarantine and isolation.

Objective: We present here a unique application of big data analytics among Taiwanese people who had contact with more than 3000 passengers that disembarked at Keelung harbor in Taiwan for a 1-day tour on January 31, 2020, 5 days before the outbreak of coronavirus disease (COVID-19) on the Diamond Princess cruise ship on February 5, 2020, after an index case was identified on January 20, 2020.

Methods: The smart contact tracing–based mobile sensor data, cross-validated by other big sensor surveillance data, were analyzed by the mobile geopositioning method and rapid analysis to identify 627,386 potential contact-persons. Information on self-monitoring and self-quarantine was provided via SMS, and severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2) tests were offered for symptomatic contacts. National Health Insurance claims big data were linked, to follow-up on the outcome related to COVID-19 among those who were hospitalized due to pneumonia and advised to undergo screening for SARS-CoV-2.

Results: As of February 29, a total of 67 contacts who were tested by reverse transcription–polymerase chain reaction were all negative and no confirmed COVID-19 cases were found. Less cases of respiratory syndrome and pneumonia were found after the follow-up of the contact population compared with the general population until March 10, 2020.

Conclusions: Big data analytics with smart contact tracing, automated alert messaging for self-restriction, and follow-up of the outcome related to COVID-19 using health insurance data could curtail the resources required for conventional epidemiological contact tracing.

(J Med Internet Res 2020;22(5):e19540) doi:10.2196/19540
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Introduction
Taiwan has been acclaimed for a relatively low number of coronavirus disease (COVID-19) confirmed cases and case-fatality rates by its timely and fast response to the COVID-19 pandemic [1]. Taiwan activated the Central Epidemic Command Center (CECC) for the COVID-19 outbreak after the first case was confirmed on January 21, 2020, in Taiwan, and this center responsible for executing control policies including border control, surveillance, quarantine, and resource allocation to prevent the spread of COVID-19 in communities [2]. The crucial factor that renders these control measures successful is comprehensive, precise, and timely contact tracing to identify and manage the potential secondary cases and to interrupt further onward transmission. However, the conventional epidemiological contact tracing, which relies on personal interviews is labor-intensive and time-consuming, may not be feasible when dealing with a pandemic with rapid propagation such as COVID-19. To enable more efficient and effective contact investigation, several digital databases such as electronic health records, phone-based GPS, card transaction, records, and closed-circuit television have been applied in South Korea [3]. Other contributory factors that are effective and efficient to contain transmission are quarantine, isolation, and surveillance of disease progression of COVID-19 after contact tracing. To achieve these two aims, a systematic and efficient big data method, using digital technology, sensor data, and claimed health insurance data, may strengthen the conventional contact tracing and disease surveillance and inform the following control measures or mitigation plan. The scientific society in Taiwan thus called for an innovative and integrated approach by making use of current digital technologies and big data on sensor and claimed health insurance to reach the aim of precision prevention for outbreak and surveillance of disease outcome among these contacts.

Here, we present a unique example of retrospectively investigating a substantial proportion of people who had contact with the passengers of the Diamond Princess cruise ship docked at Keelung, Taiwan, on January 31, 2020; the mitigation plan using self-isolation and self-monitoring syndromes of COVID-19; and the disease surveillance of those contacts using efficient big data analysis to link those contacts with the National Health Insurance Claims data in order to ascertain presence of COVID-19 and related respiratory syndrome. Considering the incubation period of severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2), the CECC decided to implement additional precautionary measures to further reduce the risk of importation of COVID-19 to Taiwan, as the time the passengers lingered around northern Taiwan was 5 days before the outbreak of COVID-19 was reported from the Diamond Princess cruise ship at Yokohama on February 5, 2020.

Methods
Overview
The first patient who had returned from Wuhan to Taiwan was confirmed to have COVID-19 on January 21, 2020, in Taiwan. After that, the CECC was activated by the Taiwanese government to control the possible outbreak of COVID-19 [2]. The CECC is responsible for making and executing policies including surveillance, border control, quarantine, and resource allocation and announced the highest level of alarm to prevent the outbreak of COVID-19 in Taiwan.

Although less than 20 cases were reported during the first COVID-19 epidemic period (from January 21 to February 9), the government has paid close attention to all possible leaks responsible for the transmission of COVID-19. The implementation strategies included border control, quarantine, and isolation. The first entry restriction on foreigners from pandemic areas such as China in response to COVID-19 was initiated on January 28, 2020. The government also kept watch on the cruise ships coming to Taiwan, which included the Diamond Princess cruise ship docked at Keelung harbor in Taiwan, on January 31, 2020. Considering the coronavirus incubation period, the CECC decided to implement additional precautionary measures to further reduce the risk of importation of COVID-19 to Taiwan when the outbreak of COVID-19 was reported from the Diamond Princess cruise ship at the Yokohama since it docked at the harbor on February 5, 2020. This unexpected event created a temporary public panic about community spread [4]. Comprehensive contact tracing and a mitigation plan could be some of the strategies to minimize the spread of COVID-19.

Big Data Analytics for Containing the Spread of SARS-COV-2
After knowing about the outbreak of the Diamond Princess cruise ship on February 5, 2020, the CECC immediately formed a task force to involve the preliminary investigation on February 6, 2020. Contact tracing for those possibly contacted by already infected passengers was recommended. The design and process of contact investigation and management were elaborated as follows.

Big Sensor Data to Explore Passengers’ Routes
As the cruise ship passengers had a 1-day excursion on January 31, 2020, when the Diamond Princess cruise ship was docked at Keelung harbor, the team designed possible solutions for tracing their routes through their itinerary in Taiwan. As it was impossible to conduct retrospective individual interviews for each passenger, the methods used to overcome the barrier of determining the location and itinerary of the contact were classified into four main categories: GPS in the shuttle bus, credit card transaction log, closed-circuit television (CCTV), and mobile position data.
Among the four categories, the mobile geopositioning method was the mainstay for identifying passengers’ routes by mobile position data for COVID-19 contact investigations and was able to provide more accurate information on the location and time of exposure. This method can overcome the shortcoming of incomplete information obtained from the GPS in the shuttle bus, card transactions, and CCTV, as these three methods were only representative of some passengers. These three methods were used for cross-validation of the routes estimated by the mobile sensors of the contacted persons in the light of mobile position data from the passengers.

The mobile position data from more than 3000 passengers on January 31, 2020, were obtained from five local mobile phone companies. The mobile position data are collected at mobile positioning measurements up to 150 meters from the true mobile location as the accuracy of geolocation for identifying possible contact persons. The mobile position method might not be as exact as GPS but the latter may infringe on individual confidentiality. The contact locations were ascertained on the basis of the roaming signals with time of exposure over 30 minutes from multimobile base stations between 5 AM and 8 PM that were recognized as the major tracking routes. Based on the mobile signal registered to the base stations of five domestic telecom operators, the first challenge was to identify the 3000 passengers out of all tourists in Keelung area. According to the record, the cruise was moored at the harbor from 6 AM to 6 PM. We then checked the data between 1 hour before and 2 hours after the cruise docked at Keelung harbor. This confirmed the exact mobile phone numbers of people who traveled with the cruise.

After collecting those phone numbers, the team depicted rough locations of those phones. With the assistance of the local government, we found that about 34% of passengers took shuttle buses for local tours, 5.2% took taxis, the others biked or walked around at harbor or nearby area. More than 24 buses and 50 taxis had been interviewed and recorded. The estimated routes of passengers were further validated by the itineraries provided by the travel agency. The team then checked the detail tour information for each route, interviewed the taxi drivers in harbor area for destination, and integrated all information to confirm more precisely the location where passengers stayed.

The most important part of this stage was to identify the possible position where passengers were. This also showed how to utilize big data analysis with a mixture of different data sources.

**Mobile Sensor Data for Identifying the Possible Contacts**

At the second stage, we resorted to the mobile position information of passengers above to identify the sensors of mobiles from the possible contact persons. Citizens who carried their mobile phone and stayed within 500 meters of the marked locations over 5 minutes were classified as people who possibly contacted the passengers of the Diamond Princess cruise ship on January 31, 2020.

**Sending a Message for Self-quarantine and Self-monitoring to Potential Contacts**

On February 7, 2020, the CECC sent an alert notice using SMS through the Public Warning System to remind the contact persons of starting the mitigation plan. The potential contact persons were advised to be quarantine at home, so that they did not engage in public gatherings, to avoid further contact. They were also notified to self-monitor COVID-19–compatible symptoms (fever, cough, and shortness of breath) and seek medical attention when symptoms developed.

**Management of Potential Contacts with Symptoms**

On February 9, the CECC sent a notice to all health care providers mentioning this event and the guidance for management of potential contacts. Health care professionals were advised to perform SARS-CoV-2 testing for symptomatic contacts. After testing, symptomatic contacts may have been hospitalized as indicated or returned home for self-isolation. Health care professionals were also advised to proactively contact public health authorities to initiate active follow-up of the contacts.

**COVID-19 Surveillance for Contact Population Using National Health Insurance Claims Data**

In order to capture those in the contact population who sought medical attention but did not report to public health authorities, we used the National Health Insurance Claims data to track the health status of all subjects with potential contact. Those who were hospitalized due to pneumonia were identified. For those who remained hospitalized but had not been tested for SARS-CoV-2, the health care providers were informed of the potential exposure of the patient and screening for SARS-CoV-2 was suggested.

**Big Data Analysis for Hospitalization of Patients With Pneumonia Without Reverse Transcription–Polymerase Chain Reaction Test for COVID-19 Through National Health Insurance Claimed Data**

As few asymptomatic patients that may have a long duration of COVID-19 development and were very difficult to be identified by the reverse transcription–polymerase chain reaction (RT-PCR) test, it is also very interesting to compare the difference in the rate of respiratory syndrome and pneumonia between the contact population (n=627,386 residents) and the general population in Taiwan (n=23,877,447 residents). Among these subjects, information on respiratory syndrome or pneumonia cases was ascertained by linkage with the big National Health Insurance claim database from January 31, 2020, to March 10, 2020. During this period, subjects with at least one outpatient visit with ICD-10 (The International Statistical Classification of Diseases and Related Health Problems, 10th Revision) codes (“J00” to “J11”) were identified as having respiratory syndrome. The subjects who had pneumonia were identified by ICD-10 codes (“J12—” to “J18”).

**Ethical Considerations**

Under the Taiwan Infectious Disease Control Act that was mandated in the year 2007, four years after the outbreak of SARS, authorization or consent to the retrieval of individual information pertaining to containing the outbreak of disease under the auspice of the government can be waived in the face of emerging infectious diseases, such as SARS-COV-2.
Statistical Analysis

In order to evaluate whether there was a significant increase in the rate of respiratory syndrome as well as the rate of pneumonia after sending the alert message to those in the route of passenger-visited areas, we compared these rates between the contact population and the general population. The age-standardized rates between the two groups were calculated. The Breslow and Day method [5] was used to calculate 95% confidence intervals.

Results

Analysis and Decision of Digital Contact Tracing

Multiple means were taken for contact tracing by the CECC. These included travelling itinerary arranged by the agency, GPS in shuttle buses, credit card transaction logs, CCTV, vehicle license plate recognition system, and mobile positioning data (Table 1). The pros and cons of these means are delineated below:

1. Traveling itinerary: The traveling itinerary proposed by the travel agency provided information on the schedule and places of visit. However, this method can only trace some passengers. In addition, the specific time for visiting a place from the itinerary is sometimes not reliable.

2. GPS in shuttle buses: GPS route records in the shuttle buses were considered. However, shuttle buses were used only by some passengers. Others could travel by other modes of transportation.

3. Credit card transaction log: The advantage of using credit card transaction logs is the specificity of the individual, time, and space. The difficulty is the accessibility of these data. Even if it is feasible, this data set cannot trace those who did not use credit cards.

4. CCTV and vehicle license plate recognition system: To trace the routes of shuttle buses or private transportations, CCTVs can target a specific vehicle or passenger. However, the coverage of CCTV is not 100%. Besides, the large number of passengers makes the tracing with CCTV and license plate recognition impossible.

5. Highway electronic toll collection system: All vehicles passing the national freeways were checked with the electronic toll collection system in Taiwan. It can trace a specific person or vehicle, but is not feasible when the number of passengers is large.

6. Mobile positioning data: Passengers travelling with a mobile phone can be traced with mobile positioning service for a specific time and space. In addition, the same information can be applied to delivering a warning message to citizens who were potentially in contact with the passengers. However, this method may miss those who did not carry a mobile phone, but this is a very rare scenario in Taiwan.

Finally, considering the specificity, feasibility, and largest coverage of passengers, the CECC made a final decision to use mobile positioning data for contact tracing and delivery of alert messages. It should be noted that other methods, except the credit card transaction due to privacy concern, were used for cross-validation.

Table 1. Potential means of contact tracing for passengers from the Diamond Princess cruise ship during the 1-day Taiwan tour.

<table>
<thead>
<tr>
<th>Digital records</th>
<th>Investigation</th>
<th>Difficulties</th>
</tr>
</thead>
</table>
| Travelling guide provided by the agency | To trace the travelling routes | • Cannot trace those travelling with taxies or independent of the agency  
• Cannot identify the exact visiting time |
| GPS in buses | To trace locations where buses drove through | • Cannot trace those travelling with taxies or independent of the agency |
| Transaction of credit cards | To trace the travelling routes by shopping records | • Not all passengers used credit cards |
| CCTV and recognition system of vehicle license plates | To trace the travelling routes | • Large number of passengers  
• Depends on CCTV location  
• Time consumption |
| Electronic toll collection system on the nationwide freeways | To trace locations where buses drove through | • Available for limited routes |
| Mobile phone positioning system | To trace individual-based travelling route | • Only applicable to those using roaming service for mobile phone |

aCCTV: closed-circuit television.

Routes of Passengers from the Diamond Princess Cruise Ship and Contact Tracing

Figure 1 shows the travelers’ routes while passengers got off the cruise. Based on the estimated routes, the 39 marked locations were identified on the map list as shown in Figure 2. Most of the warning locations are famous sight-seeing visiting areas in northern Taiwan.
Figure 1. Passengers’ routes of the 1-day tour on January 31, 2020, in Taiwan.

Based on the mobile position information, we identified 627,386 corresponding possible contact persons. The symptom monitoring and self-quarantine message was sent though SMS after identifying the contact-person on February 7, 2020. The alert message (Figure 3A) was as follows: “Due to the COVID-19 epidemic, anyone who had been to the following locations from 6 a.m. to 5:30 p.m. on Jan. 31, please conduct symptom monitoring and self-quarantine and isolation until Feb. 14. If you need any assistance please call 1922 hotline.”

The specification of the locations can be revealed as shown in Figure 3B [6] via SMS. As of the end of March 2020, it has been visited 29,317,172 times.

Figure 3. A demonstration of the (A) alert message and (B) contact locations integrated with Google Maps.

RT-PCR Test for People with Suspected Symptoms and Signs Notified Through The Alert Message

As of February 14, the CECC was notified of 20 symptomatic contacts who followed the guidance on the alert message and thus sought medical care. All received COVID-19 testing and all tested negative.

COVID-19 Surveillance for the Contact Population Through National Health Insurance Claims Data

As of February 29, a total of 121 hospitalizations due to pneumonia were identified among the contact population. A total of 24 contact-patients had been reported as suspected COVID-19 cases and all tested negative. Among the 41 contact-patients who remained hospitalized, 23 received testing for COVID-19 and all showed negative results.

Disease Surveillance of Respiratory Syndrome and Pneumonia for the Contact Population Through Big Health Insurance Claimed Data

During the surveillance period between January 31 and March 10, 2020, the age-standardized rate of respiratory syndrome (16.87 per 1000) in the contact population was lower than that in the general population (19.23 per 1000; Table 2). We noted an age-standardized relative ratio of 0.929 (95% CI 0.923-0.935) for the contact population diagnosed as having respiratory syndrome, relative to the general population. Similarly, there was a lower risk for pneumonia among the contact population compared with the general population (age-standardized relative ratio 0.915, 95% CI 0.869-0.963). This suggests that smart contract tracing with mobile position data followed by self-quarantine and isolation may be a useful means of preventing the spread of COVID-19.
should be noted that providing accurate, timely information for COVID-19 spread in this emergency situation. Moreover, it population with no harm was acceptable as a step against traveler might not be realistic, increasing the targeted contact community spread. Although over 190 contact persons per SMS messaging to their phones for mitigating the possible syndrome monitoring and self-quarantine information via passengers on the Diamond Princess cruise. These persons were analysis, a total of 627,386 citizens were possibly exposed to health study to measure human mobility, disease connectivity, mobile geopositioning method had also been used in a mobile also identifying people in contact with the tour group. This for not only monitoring the mobility of the tourist group but the location of call activities. These data have good potential where the cruise ship passengers may have visited were first identified by using passive mobile positioning data. These data handovers in network cells of mobile service providers stored the location of call activities. These data have good potential for not only monitoring the mobility of the tourist group but also identifying people in contact with the tour group. This mobile geopositioning method had also been used in a mobile health study to measure human mobility, disease connectivity, and health risk in travelers [10].

Based on our mobility and geography of mobile position analysis, a total of 627,386 citizens were possibly exposed to passengers on the Diamond Princess cruise. These persons were sent syndrome monitoring and self-quarantine information via SMS messaging to their phones for mitigating the possible community spread. Although over 190 contact persons per traveler might not be realistic, increasing the targeted contact population with no harm was acceptable as a step against COVID-19 spread in this emergency situation. Moreover, it should be noted that providing accurate, timely information for discussion

Although the public health interventions aimed at reducing the population contact rates have demonstrated their efficacy in containing the pandemic [7,8], their implementation has a great impact for subjects, the community, and the public health system in a contemporary democratic society [9]. The manpower and workload for quarantine of infectious disease are usually highly demanding. When facing the global crisis of an emerging infectious disease such as COVID-19, rapid response and immediate interventions for preventing the outbreak are essential. Smart contact tracing with big sensor data on mobile position data and its connected mobile phone can provide information in a timely manner and help crisis management under such a situation. In this study, we demonstrated how smart contact tracing can be applied to the contact history between Taiwanese people and the possible infected passengers who disembarked from the Diamond Princess cruise ship just before the outbreak of COVID-19 on the cruise ship.

In order to rapidly trace potential contacts, numerous locations where the cruise ship passengers may have visited were first identified by using passive mobile positioning data. These data handovers in network cells of mobile service providers stored the location of call activities. These data have good potential for not only monitoring the mobility of the tourist group but also identifying people in contact with the tour group. This mobile geopositioning method had also been used in a mobile health study to measure human mobility, disease connectivity, and health risk in travelers [10].

Table 2. Respiratory syndrome/pneumonia cases, rates, and relative ratios in the exposed group and unexposed groups.

<table>
<thead>
<tr>
<th>Diseases</th>
<th>Exposed group (n=627,386)</th>
<th>Unexposed group (n=23,877,447)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Respiratory syndrome</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cases, n (%)</td>
<td>105,837 (16.87)</td>
<td>4,592,694 (19.23)</td>
</tr>
<tr>
<td>Expected cases, n (%)</td>
<td>113,920 (18.16)</td>
<td>N/A²</td>
</tr>
<tr>
<td>Crude relative ratio (95% CI)</td>
<td>0.877 (0.872-0.882)</td>
<td>1.00</td>
</tr>
<tr>
<td>Age-standardized relative ratio (95% CI)</td>
<td>0.929 (0.923-0.935)</td>
<td>1.00</td>
</tr>
<tr>
<td>Pneumonia</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cases, n (%)</td>
<td>1,479 (0.236)</td>
<td>91,066 (0.381)</td>
</tr>
<tr>
<td>Expected cases, n (%)</td>
<td>1,616 (0.26)</td>
<td>N/A</td>
</tr>
<tr>
<td>Crude relative ratio (95% CI)</td>
<td>0.618 (0.587-0.651)</td>
<td>1.00</td>
</tr>
<tr>
<td>Age-standardized relative ratio (95% CI)</td>
<td>0.915 (0.869-0.963)</td>
<td>1.00</td>
</tr>
</tbody>
</table>

²N/A: not applicable.

On evaluating the impact of self-quarantine at home policy with an alert message, no confirmed COVID-19 cases in this contact population were ascertained. In addition, we used the National Health Insurance claimed database to facilitate another big data analysis for the surveillance of severe respiratory symptoms. The lower risk of mild or severe respiratory symptoms was noted in the exposed group (contact population) compared with the unexposed group. In addition to the prevention of the spread of SARS-CoV-2, this may be attributed to the enhanced awareness of a patient’s own health status and the enhanced personal self-contained lifestyle affected by the alert message. From the perspective of big data technology, this study identified the mobile geopositioning method through big data technology as an effective method for achieving geographic route acquisition and mapping mobile positioning from mobility of the population nearby, to conduct contact tracing. The analysis platform was quickly constructed through an innovative technology system to support timely epidemic analysis. More importantly, smart contact tracing with big sensor data analysis applied to contact investigation of those who may have contracted COVID-19 is also cost-effective because the costs and manpower would be substantially reduced compared to use of the conventional epidemiological contact investigation method.

There is a major limitation to our methods. The potential contact-persens identified in this study tended to include more working populations and students because those who have no mobile phone are more likely to be very young or elderly people who are hard to be traced by this smart contact tracing
technology. This weakness may be tackled by providing an active surveillance system for them to contact local health authority.

In conclusion, this study demonstrated the successful prevention of community spread of COVID-19 in the crisis of contact from potential infected travelers of the Diamond Princess cruise ship by using big data analytic. This is an example of how big data technology can be applied in contact tracing and quarantine to support the epidemiological surveillance of new virus infection.

Acknowledgments

This work was funded by the “Innovation and Policy Center for Population Health and Sustainable Environment (Population Health Research Center, PHRC), College of Public Health, National Taiwan University” from The Featured Areas Research Center Program within the framework of the Higher Education Sprout Project by the Ministry of Education (MOE) in Taiwan.

Authors' Contributions

C-MC and C-CC contributed to the study concept and design. H-WJ, S-CC, P-CL, C-FL, Y-TY, and M-YC contributed to the acquisition of data. H-HJ and C-YH contributed to the statistical analysis. L-SC and H-HC contributed to the interpretation of results. C-MC drafted the manuscript. All authors gave final approval for the manuscript.

Conflicts of Interest

None declared.

References


Abbreviations

CCTV: closed-circuit television
CECC: Central Epidemic Command Center
COVID-19: coronavirus disease
ICD-10: The International Statistical Classification of Diseases and Related Health Problems, 10th Revision
SARS-CoV-2: Severe acute respiratory syndrome coronavirus 2
WHO: World Health Organization

http://www.jmir.org/2020/5/e19540/
Original Paper

Creating COVID-19 Stigma by Referencing the Novel Coronavirus as the “Chinese virus” on Twitter: Quantitative Analysis of Social Media Data

Henna Budhwani¹, MPH, PhD; Ruoyan Sun¹, MHS, PhD
Department of Health Care Organization and Policy, School of Public Health, University of Alabama at Birmingham, Birmingham, AL, United States

Corresponding Author:
Henna Budhwani, MPH, PhD
Department of Health Care Organization and Policy
School of Public Health
University of Alabama at Birmingham
1720 University Blvd
RPHB #330C
Birmingham, AL, 35294
United States
Phone: 1 2059757613
Email: budhwani@uab.edu

Abstract

Background: Stigma is the deleterious, structural force that devalues members of groups that hold undesirable characteristics. Since stigma is created and reinforced by society—through in-person and online social interactions—referencing the novel coronavirus as the “Chinese virus” or “China virus” has the potential to create and perpetuate stigma.

Objective: The aim of this study was to assess if there was an increase in the prevalence and frequency of the phrases “Chinese virus” and “China virus” on Twitter after the March 16, 2020, US presidential reference of this term.

Methods: Using the Sysomos software (Sysomos, Inc), we extracted tweets from the United States using a list of keywords that were derivatives of “Chinese virus.” We compared tweets at the national and state levels posted between March 9 and March 15 (preperiod) with those posted between March 19 and March 25 (postperiod). We used Stata 16 (StataCorp) for quantitative analysis, and Python (Python Software Foundation) to plot a state-level heat map.

Results: A total of 16,535 “Chinese virus” or “China virus” tweets were identified in the preperiod, and 177,327 tweets were identified in the postperiod, illustrating a nearly ten-fold increase at the national level. All 50 states witnessed an increase in the number of tweets exclusively mentioning “Chinese virus” or “China virus” instead of coronavirus disease (COVID-19) or coronavirus. On average, 0.38 tweets referencing “Chinese virus” or “China virus” were posted per 10,000 people at the state level in the preperiod, and 4.08 of these stigmatizing tweets were posted in the postperiod, also indicating a ten-fold increase.

The 5 states with the highest number of postperiod “Chinese virus” tweets were Pennsylvania (n=5249), New York (n=11,754), Florida (n=13,070), Texas (n=14,861), and California (n=19,442). Adjusting for population size, the 5 states with the highest prevalence of postperiod “Chinese virus” tweets were Arizona (5.85), New York (6.04), Florida (6.09), Nevada (7.72), and Wyoming (8.76). The 5 states with the largest increase in pre- to postperiod “Chinese virus” tweets were Kansas (n=697/58, 1202%), South Dakota (n=185/15, 1233%), Mississippi (n=749/54, 1387%), New Hampshire (n=582/41, 1420%), and Idaho (n=670/46, 1457%).

Conclusions: The rise in tweets referencing “Chinese virus” or “China virus,” along with the content of these tweets, indicate that knowledge translation may be occurring online and COVID-19 stigma is likely being perpetuated on Twitter.

(J Med Internet Res 2020;22(5):e19301) doi:10.2196/19301
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**Introduction**

Stigma is the deleterious, structural force that devalues those who hold undesirable characteristics [1]. Stigma is a social process that occurs between groups; this process can occur in-person and online [2-6]. Regardless of setting, research has consistently found that stigma is associated with negative health outcomes [2,4,6-9]. For example, HIV-related stigma has pushed the HIV-epidemic underground, fueling ongoing transmission [10], and other disease-related stigmas are associated with negative health outcomes ranging from missed clinical visits to suicidal ideation [1,6,9]. There is evidence to show that stigma can become internalized, and internalized stigma can lead to distrust of health professionals, skepticism of public health systems, and an unwillingness to disclose behaviors related to transmission [2,8,9]. Because the coronavirus disease (COVID-19) is infectious, contact tracing is critically important to assessing community spread; thus, it is imperative that individuals trust their public health and health care systems so that they are willing to accept testing and, if diagnosed with COVID-19, report their whereabouts and activities. Therefore, creating and perpetuating stigma related to COVID-19 could be detrimental to public health efforts that require potentially stigmatized individuals to engage with their health systems.

On March 16, 2020, the president of the United States referred to the novel coronavirus as the “Chinese virus” on Twitter. He tweeted “The United States will be powerfully supporting those industries... that are particularly affected by the Chinese Virus...” After this presidential reference, a dialogue emerged examining if the phrase “Chinese virus” was xenophobic and stigmatizing, considering the availability of alternative scientific names such as coronavirus or COVID-19. Since stigma is created and perpetuated by society through social interaction and public commentary (eg, use of the term “Chinese virus” instead of scientific terms on Twitter), and stigma is reinforced by those in power (eg, use of the term “Chinese virus” by the US president), we hypothesized that there would be an increase in the frequency of the phrases “Chinese virus” and “China virus” on Twitter, comparing the prevalence of these phrases before and after the presidential reference.

**Methods**

**Twitter**

Twitter is an online social media platform where users send and receive short posts (maximum 280 characters) called tweets. Twitter currently has 152 million daily users, who produce about 500 million daily tweets [11].

**Data, Tweets**

We downloaded tweets from all 50 US states, using the Sysomos software (Sysomos, Inc). We extracted tweets that mentioned “Chinese virus” or “China virus” but did not contain “COVID-19” or “coronavirus.” The list of keywords referencing the “Chinese virus” are “Chinesevirus,” “Chinese virus,” “Chinavirus,” “China virus,” “#ChineseVirus19,” “#Chinesevirus,” “#ChineseVirusCorona,” and “#Chinavirus.” We excluded tweets containing the keywords “coronavirus,” “corona virus,” “COVID-19,” “COVID19,” “#COVID2019,” and “#corona.” By excluding tweets that contained both “Chinese virus” and “coronavirus,” we collated a sample of tweets that represented the intent of using “Chinese virus” in place of a scientific alternative, likely indicating deliberate stigmatization. We imputed the location of tweets based on Twitter users’ self-reported state of residence. Tweets posted between March 9 and March 15, 2020 (preperiod), were compared with tweets posted between March 19 and March 25, 2020 (postperiod). Original tweets and quote tweets (adding comments to an existing tweet) were included but not retweets (reposting of an existing tweet). Our final sample (N=193,862) contained all tweets posted in the pre- and postperiods by US-based Twitter users that exclusively mentioned a derivative of “Chinese virus.” Data extraction was conducted on April 10, 2020. Ethical approval was provided by the University of Alabama at Birmingham Institutional Review Board (IRB-#300005071).

**Results**

A total of 16,535 “Chinese virus” or “China virus” tweets were identified in the preperiod, and 177,327 tweets were identified in the postperiod, illustrating a 972.43% (n=160,792/16,535) increase. Comparatively, the number of tweets referencing COVID-19 in the preperiod and postperiod remained steady, at about 4.9 million tweets per period. A total of 13,569 (82.06%) of the preperiod and 145,521 (82.06%) of the postperiod tweets were associated with a Twitter user’s self-reported US state. Figure 1 is a heat map illustrating the state-by-state increases of tweets referencing “Chinese virus” or “China virus.” The darker the shade, the greater the increase. All 50 US states witnessed an increase in the number of tweets exclusively mentioning “Chinese virus” or “China virus” rather than COVID-19 or coronavirus. The 5 US states with the highest number of postperiod “Chinese virus” tweets were Pennsylvania, New York, Florida, Texas, and California. The 5 US states with the largest increase in pre- to postperiod “Chinese virus” tweets were Kansas, South Dakota, Mississippi, New Hampshire, and Idaho.
In Table 1, we present US state-level results of tweets referencing “Chinese virus” or “China virus.” On average, at the state level, 271 such tweets were found in the preperiod and 2910 in the postperiod, indicating a ten-fold increase, similar to what we found at the national level. We also calculated the percentage increase and the prevalence increase. The percentage increase measures the percentage of all COVID-19 related tweets that mentioned “China virus” or “Chinese virus” exclusively. To account for variations in population size, prevalence of “Chinese virus” tweets per 10,000 people for each US state was calculated using the following formula: \[ \text{Prevalence} = \frac{\text{Number of tweets}}{\text{Population}} \times 10,000 \]. State population sizes were taken from the 2019 US Census Bureau estimates [12]. On average, the state-level percentage increase was 997%, with a minimum of 661% and a maximum of 1447%. Similarly, the prevalence increase mean was 1015%, with a minimum of 734% and a maximum of 1456%. Large variations were found across US states, with the lowest postperiod prevalence of “Chinese virus” or “China virus” in South Dakota and the highest in Wyoming. The 5 US states with the highest prevalence of “Chinese virus” or “China virus” postperiod tweets were Arizona, New York, Florida, Nevada, and Wyoming.
Table 1. Tweets referencing the novel coronavirus as “Chinese virus” or “China virus” by state.

<table>
<thead>
<tr>
<th>States</th>
<th>Preperiod</th>
<th>Postperiod</th>
<th>Change from pre- to postperiod</th>
</tr>
</thead>
<tbody>
<tr>
<td>AL</td>
<td>40,588</td>
<td>153</td>
<td>0.38</td>
</tr>
<tr>
<td>AK</td>
<td>9251</td>
<td>40</td>
<td>0.43</td>
</tr>
<tr>
<td>AZ</td>
<td>83,019</td>
<td>438</td>
<td>0.53</td>
</tr>
<tr>
<td>AR</td>
<td>21,810</td>
<td>109</td>
<td>0.50</td>
</tr>
<tr>
<td>CA</td>
<td>696,645</td>
<td>1806</td>
<td>0.26</td>
</tr>
<tr>
<td>CO</td>
<td>84,092</td>
<td>291</td>
<td>0.35</td>
</tr>
<tr>
<td>CT</td>
<td>40,304</td>
<td>116</td>
<td>0.29</td>
</tr>
<tr>
<td>DE</td>
<td>9789</td>
<td>31</td>
<td>0.32</td>
</tr>
<tr>
<td>FL</td>
<td>270,723</td>
<td>1243</td>
<td>0.46</td>
</tr>
<tr>
<td>GA</td>
<td>135,543</td>
<td>382</td>
<td>0.28</td>
</tr>
<tr>
<td>HI</td>
<td>15,261</td>
<td>53</td>
<td>0.35</td>
</tr>
<tr>
<td>ID</td>
<td>13,810</td>
<td>46</td>
<td>0.33</td>
</tr>
<tr>
<td>IL</td>
<td>176,425</td>
<td>410</td>
<td>0.23</td>
</tr>
<tr>
<td>IN</td>
<td>58,767</td>
<td>192</td>
<td>0.33</td>
</tr>
<tr>
<td>IA</td>
<td>27,552</td>
<td>71</td>
<td>0.26</td>
</tr>
<tr>
<td>KS</td>
<td>24,678</td>
<td>58</td>
<td>0.24</td>
</tr>
<tr>
<td>KY</td>
<td>45,648</td>
<td>179</td>
<td>0.39</td>
</tr>
<tr>
<td>LA</td>
<td>51,734</td>
<td>151</td>
<td>0.29</td>
</tr>
<tr>
<td>ME</td>
<td>16,948</td>
<td>54</td>
<td>0.32</td>
</tr>
<tr>
<td>MD</td>
<td>75,527</td>
<td>189</td>
<td>0.25</td>
</tr>
<tr>
<td>MA</td>
<td>138,665</td>
<td>295</td>
<td>0.21</td>
</tr>
<tr>
<td>MI</td>
<td>108,514</td>
<td>297</td>
<td>0.27</td>
</tr>
<tr>
<td>MN</td>
<td>63,304</td>
<td>192</td>
<td>0.30</td>
</tr>
<tr>
<td>MS</td>
<td>19,530</td>
<td>54</td>
<td>0.28</td>
</tr>
<tr>
<td>MO</td>
<td>68,869</td>
<td>201</td>
<td>0.29</td>
</tr>
<tr>
<td>MT</td>
<td>9365</td>
<td>61</td>
<td>0.65</td>
</tr>
<tr>
<td>NE</td>
<td>19,791</td>
<td>54</td>
<td>0.27</td>
</tr>
<tr>
<td>NV</td>
<td>52,996</td>
<td>217</td>
<td>0.41</td>
</tr>
<tr>
<td>NH</td>
<td>14,260</td>
<td>41</td>
<td>0.29</td>
</tr>
<tr>
<td>NJ</td>
<td>96,806</td>
<td>315</td>
<td>0.33</td>
</tr>
<tr>
<td>NM</td>
<td>18,966</td>
<td>51</td>
<td>0.27</td>
</tr>
<tr>
<td>NY</td>
<td>487,901</td>
<td>1225</td>
<td>0.25</td>
</tr>
<tr>
<td>NC</td>
<td>110,832</td>
<td>327</td>
<td>0.30</td>
</tr>
<tr>
<td>ND</td>
<td>5649</td>
<td>18</td>
<td>0.32</td>
</tr>
<tr>
<td>OH</td>
<td>145,371</td>
<td>366</td>
<td>0.25</td>
</tr>
<tr>
<td>OK</td>
<td>33,480</td>
<td>137</td>
<td>0.41</td>
</tr>
<tr>
<td>OR</td>
<td>64,817</td>
<td>185</td>
<td>0.29</td>
</tr>
<tr>
<td>PA</td>
<td>159,712</td>
<td>485</td>
<td>0.30</td>
</tr>
<tr>
<td>RI</td>
<td>14,234</td>
<td>43</td>
<td>0.30</td>
</tr>
</tbody>
</table>
Discussion

Principal Result

We found notable increases in the use of the terms “Chinese virus” and “China virus” on Twitter at both the national and state levels by comparing these tweets (percentage and prevalence) both before and after the March 16, 2020, presidential reference. The following are examples of “Chinese virus” or “China virus” tweets:

- Not parroting MSM’s [main stream media’s] narrative. It’s the #WuFlu #ChineseCoronaVirus #ChinaVirus
- #ChinaVirus #ChinaLiesPeopleDie

Limitations

The pandemic is currently underway, so Twitter data—both in quantity (quantitative) and content (qualitative)—are rapidly shifting. We were unable to screen for automatically generated tweets (bots) within this short report [13,14]. Geographic locations associated with Twitter accounts were self-reported; thus, it is possible that some Twitter users may have moved without updating their state location or may have reported a false state location.

Comparison With Prior Work

There is a growing body of academic literature that leverages Twitter data to assess trends in population health and public sentiment [15-17]. Chew and Eysenbach [18] conducted a seminal examination of knowledge translation using Twitter data during the H1N1 outbreak; they found the proportion of tweets using “H1N1” increased over time compared to the relative use of “swine flu,” suggesting that the media’s choice in terminology (shifting from using the term “swine flu” to “H1N1”) influenced public uptake. In addition, it is relevant that a recent publication by Logie and Turan [19] presented a narrative on how stigma can hurt the COVID-19 public health response. This short report was developed considering the findings from prior studies.

Future Research

Future research could evaluate and show that stigma mechanisms work online, validate if Twitter and social media data can be informative to epidemic surveillance and health communication, examine the extent that Twitter and social media data is reliable in informing public health efforts and social science research, and explore how Twitter users view COVID-19 and the COVID-19 public health response (eg, testing, linkage to care).

Additionally, although there is a growing body of research using tweets to examine aspects of the novel coronavirus [20-22], to our knowledge, no studies have included a comprehensive set of search terms, which may include phrases such as “ncov,” “covid,” “sars-cov,” and “rona,” in defining their samples. If data extraction is not comprehensive, we run the risk of missing emerging sentiments and terminology, such as referencing the novel coronavirus as the “China virus” or “Chinese virus,” and sociobehavioral outcomes related to these trends.

Conclusions

The rise in tweets citing “Chinese virus” or “China virus” instead of COVID-19 or the novel coronavirus after the presidential reference on Twitter, along with the content of these
tweets, indicate that knowledge translation may be occurring online and COVID-19 stigma is likely being perpetuated on Twitter. Generally speaking, perpetuating COVID-19-related stigma by using the phrase “Chinese virus” could harm public health efforts related to addressing the pandemic, specifically inciting fear and increasing distrust of public health systems by Chinese and Asian Americans. If these stigmatizing terms persist as malicious synonyms for the novel coronavirus, reparative efforts may be required to restore trust by marginalized communities.
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Abstract

Background: During the coronavirus disease (COVID-19) pandemic, governments issued movement restrictions and placed areas into quarantine to combat the spread of the disease. In addition, individuals were encouraged to adopt personal health measures such as social isolation. Information regarding the disease and recommended avoidance measures were distributed through a variety of channels including social media, news websites, and emails. Previous research suggests that the vast amount of available information can be confusing, potentially resulting in overconcern and information overload.

Objective: This study investigates the impact of online information on the individual-level intention to voluntarily self-isolate during the pandemic. Using the protection-motivation theory as a framework, we propose a model outlining the effects of cyberchondria and information overload on individuals’ perceptions and motivations.

Methods: To test the proposed model, we collected data with an online survey (N=225) and analyzed it using partial least square-structural equation modeling. The effects of social media and living situation were tested through multigroup analysis.

Results: Cyberchondria and information overload had a significant impact on individuals’ threat and coping perceptions, and through them on self-isolation intention. Among the appraisal constructs, perceived severity (P=.002) and self-efficacy (P=.003) positively impacted self-isolation intention, while response cost (P<.001) affected the intention negatively. Cyberchondria (P=.003) and information overload (P=.003) indirectly affected self-isolation intention through the aforementioned perceptions. Using social media as an information source increased both cyberchondria and information overload. No differences in perceptions were found between people living alone and those living with their families.

Conclusions: During COVID-19, frequent use of social media contributed to information overload and overconcern among individuals. To boost individuals’ motivation to adopt preventive measures such as self-isolation, actions should focus on lowering individuals’ perceived response costs in addition to informing them about the severity of the situation.

Introduction

Background

The coronavirus disease (COVID-19) pandemic is, in many ways, unique. Compared to the previous worldwide pandemic, the Spanish flu [1], the world has changed significantly. Worldwide trade, travelling, global movement, and the rate at which information is being shared over the internet have all increased drastically. Via the internet, people have access to practically an endless stream of information regarding the new emerging pandemic threat, COVID-19. Through social media, people have shared news articles as well as their own experiences about the pandemic situation, allowing instant access to the latest global developments [2].

Although the vast amount of online data can be useful for artificial intelligence and machine learning algorithms, it can
be difficult for individuals to grasp and conceptualize. We envision two main problems that can emerge from excessive internet use during a worldwide pandemic such as COVID-19: (1) cyberchondria, which is defined as obsessive online searching for health-related information, typically about specific symptoms [3]; and (2) information overload, a condition in which one cannot process all the communications and informational inputs, and as a result, the information gathering process is terminated, or the whole process remains ineffective [4]. Both cyberchondria and information overload have been found to weaken human cognitive reasoning [3-5].

In this study, we investigate how these two factors, cyberchondria and information overload, impact an individual’s self-isolation intention during the COVID-19 pandemic. We use the protection motivation theory (PMT) [6] to identify intermediate constructs in between cyberchondria and information overload, and self-isolation intention. We theorized the relationships between these constructs based on previous studies (eg, [6,7]) and formulated a research model. To test the model, we used survey data from Finnish participants (N=225) and analyzed the data using partial least squares-structural equation modeling (PLS-SEM). This was followed by a post hoc analysis regarding the impact of using social media as an information source and living alone. After presenting the results, we describe the theoretical and practical implications of our findings, followed by the limitations and future work. In the end, we provide our conclusions.

Human Behavior During Pandemics and the Case of COVID-19

In late 2019, a highly infectious new virus labelled severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2) started spreading in Wuhan, China [8]. In early 2020, this viral respiratory disease had spread to most countries, and on March 11, it was declared a worldwide pandemic by the World Health Organization [9]. As of the middle of April 2020, Johns Hopkins University had reported over 2,000,000 confirmed cases of patients with COVID-19 worldwide [10]. This number is estimated to be a lot higher, as several countries are not testing cases with mild symptoms [9]. The pandemic caused governments to take action, issuing limitations on movements and meetings; closing public services, schools, and universities; and cancelling concerts and other cultural events [11,12].

There are a few established medically proven measures individuals can take during a pandemic to mitigate their chances of contracting the disease: washing hands, avoiding social contact, wearing protective masks, wearing protective gloves, and disinfecting surfaces [13]. These measures were communicated to individuals worldwide through news, social media, and other reports starting from early 2020 when the COVID-19 disease started to become a worldwide issue. In addition to individual-level health protection measures, governments issued orders to avoid large gatherings and placed areas with outbreaks in quarantine [14].

Individual-level behavior during pandemics is a result of both voluntary and government-enforced behavioral change. The benefit of government-enforced measures is that they apply to everyone and have been proven to be effective in crowd control and stopping the spread of diseases [15]. The downsides include negative impacts on the economy and citizens’ social well-being. Individuals are more motivated to comply with government-enforced measures and even adapt health measures themselves, if they understand the necessity and reasoning behind the actions [16,17]. A lack of clear communication during unusual, novel, and potentially lethal pandemic situations can lead to uncertainty and even panic among citizens [18]. Accordingly, during pandemics, intervention strategies and information bulletins aiming to propagate health information and knowledge are often used [19].

Theoretical Foundation

One of the most used theories to explain how individuals adopt the promoted health measures, such as self-isolation, is the PMT [6]. The PMT explains individual-level behavioral responses in health-threatening situations [6]. At its core, the theory looks at motivational reasons for adopting protective measures and divides the causes into threat appraisal and coping appraisal. In the context of worldwide pandemics, threat appraisal refers to the individual’s perception of the seriousness of the situation, as well as how vulnerable they see themselves and their friends to be in the situation [7,20]. On the other hand, coping appraisal refers to the individual’s evaluation of how well they can manage in the given situation. Thus, coping appraisal can be further divided into response costs, self-efficacy, and response efficacy [7].

Previous selected work where the PMT has been used to explain human behavior during pandemics is summarized in Table 1. The literature suggests that there are significant individual differences in the likelihood of adopting health behaviors [20]. Some people feel the need to criticize or neglect suggested health behaviors [21], while others adopt them without complaint. Both threat and coping appraisals have been shown to impact protection motivation [22], with perceived severity being identified as one of the key underlying causes for both appraisals [7,20]. Protection motivation then typically leads to actual behavior [23], but there have been reports to the contrary (eg, [24]).

Despite several studies on pandemic behavior through the lens of the PMT, the existing literature has not exhaustively addressed the impact of internet sources on protection motivation and ultimately behavioral intentions. The role of the internet in pandemic situations is arguably highly complex, as it contains a myriad of information sources and social media platforms through which people can not only acquire knowledge but communicate and share experiences as well. The internet has become the primary source of information for many, but there is a large variance in the preferred online information source. Search engines and social media platforms further complicate the matter with personalized content, which can contribute to some groups of people receiving better and more accurate information regarding the pandemic situation than others. Furthermore, although studies have been done on reactions to several kinds of epidemic situations [20], COVID-19 provides a completely new context, as a pandemic of similar magnitude and impact has not been seen in modern times. To address these research gaps, we looked at cyberchondria and information overload, and formulated a research model.
information overload as internet-specific constructs, and, through the lens of PMT, measured how they affect both threat and coping appraisal and, through them, the intention to self-isolate.

**Table 1.** The extant literature where PMT has been used to explain behavior during pandemics.

<table>
<thead>
<tr>
<th>Author(s)</th>
<th>Sample</th>
<th>Disease</th>
<th>Findings</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bish and Michie [20]</td>
<td>Review</td>
<td>Multiple</td>
<td>Older age, being female, being non-white, and education level were associated with increased probability of adopting health behaviors. Personalized intervention strategies were suggested. Perceived threat should be emphasized as well as informing about the effectiveness of protective measures.</td>
</tr>
<tr>
<td>McNeill et al [21]</td>
<td>14,312 (tweets)</td>
<td>H1N1</td>
<td>People favored tweets from official sources over unverified sources. However, social media was also used to criticize and question health authorities. Social media played a role in the motivation to adopt health measures.</td>
</tr>
<tr>
<td>Miller et al [22]</td>
<td>84</td>
<td>Respiratory infections</td>
<td>Both threat and coping appraisal should be taken into account in interventions, and both can be used to boost protection motivation and cause behavior change.</td>
</tr>
<tr>
<td>Sharifirad et al [23]</td>
<td>300</td>
<td>H1N1</td>
<td>Protection motivation lead to adopting preventive behaviors. Perceived severity did not correlate with protection motivation.</td>
</tr>
<tr>
<td>Teasdale et al [7]</td>
<td>883</td>
<td>Influenza (general)</td>
<td>Perceived severity influenced both coping and threat appraisal. The coping appraisal was more significant than threat appraisal in determining individuals’ actions.</td>
</tr>
<tr>
<td>Williams et al [24]</td>
<td>230</td>
<td>Influenza (general)</td>
<td>PMT was useful for explaining intentions to engage in self-isolation behavior, but none of the PMT variables actually lead to adopting these behaviors.</td>
</tr>
</tbody>
</table>

*PMT: protection motivation theory.*

**Research Model and Hypotheses**

**Cyberchondria and Perceptions**

Cyberchondriac behavior is characterized by continuous impulses to go online to find further reading on a concerning health topic. Previous research has identified anxiety and a distaste for ambiguity to be predictors of cyberchondria [25] as well as exposure to too many (contradictory or unclear) information sources [26]. As such, cyberchondria can be regarded to be a product of the internet, as online sources provide a myriad of information on practically any given topic. Accordingly, at times of considerable uncertainty such as the COVID-19 pandemic, an increased amount of cases of cyberchondria can be expected to emerge.

Because the syndrome is fueled by concern for specific health issues or symptoms, it can be expected to increase the perceived severity of the given situation. Online searches for health information lead to finding more information on the topic, and humans tend to look at the worst and scariest cases first. As such, a person suffering from cyberchondria who keeps searching for more information may also experience an increased sense of vulnerability. Thus, we postulated the following hypotheses:

- **Hypothesis (H)1:** Cyberchondria increases perceived severity.
- **H2:** Cyberchondria increases perceived vulnerability.

**The Impact of Information Overload**

Due to the abundance of online and offline information regarding COVID-19, people do not have time to read and understand all available knowledge. When the amount of information crosses one’s processing capacities, information overload occurs [27]. The cognitive load theory postulates that the natural human reaction in such situations is to take a step away from the source of the information overload and retreat to a safer ground [28]. This process has successfully been used to explain a wide variety of phenomena, such as student retention in online courses [29].

The human memory is divided into two parts: long-term and working memory. New incoming information is processed by the working memory and kept as schemas in the long-term memory. The working memory can hold only a limited amount of information at a time [28]. The time it takes to process new information is dependent on existing knowledge structures and the degree that conceptual change is required to align the latest information with the existing knowledge [30]. Prior literature has reported that information overload may create fatigue [31] and reduce people’s self-regulation ability [32]. Therefore, we expect that information overload may reduce self-efficacy as well as response efficacy. It may also increase the required response costs to make a particular decision because of the feeling of uncertainty resulting from not being able to process all available information. Accordingly, we formulated the following three hypotheses:

- **H3:** Information overload negatively influences self-efficacy.
- **H4:** Information overload negatively influences response efficacy.
- **H5:** Information overload increases perceived response cost.

**Factors Affecting Self-Isolation Intention**

The PMT postulates that there are two aspects eventually contributing to the motivation to adopt health measures such as self-isolation: threat appraisal and coping appraisal. Building off the work of previous scholars using PMT to investigate behavior during pandemics (eg. [7]), we further divided threat appraisal into perceived severity and perceived vulnerability. Perceived severity has been shown to be perhaps the most
crucial factor leading to protection motivation [20]. Thus, it should positively correlate with the self-isolation intention. Perceived vulnerability has similarly been found to increase taken health measures [33]. Accordingly, we postulated the following hypotheses:

- **H6**: Perceived severity increases self-isolation intention.
- **H7**: Perceived vulnerability increases self-isolation intention.

The other part of the PMT, coping appraisal, can be divided into self-efficacy, response efficacy, and response cost [7]. Self-efficacy refers to the individual’s beliefs in their capabilities to influence a situation. It also refers to the behavioral skills of a person [34]. On the other hand, response efficacy refers to the perception of one’s capability of being able to respond to the situation. For example, in the case of COVID-19, response efficacy consists of the ability to self-isolate at one’s own will. Response cost is the individual’s evaluation of the negative impact of specific responses. We focused primarily on the self-isolation intention, and thus, the response costs refer to what follows from self-isolation. This could mean in practice losing the opportunity to meet friends or go fishing, or even losing a job and, consequently, income. As the response costs are negative, they should have a strong negative influence on self-isolation intention. Accordingly, we postulated our final three hypotheses:

- **H8**: Self-efficacy positively influences the self-isolation intention.
- **H9**: Response efficacy negatively influences the self-isolation intention.
- **H10**: Response cost negatively influences the self-isolation intention.

The proposed research model with the theorized hypotheses is displayed in Figure 1. The model, which is based on the PMT theory, has two root constructs connected to using the internet for information searches, cyberchondria and information overload. Cyberchondria is linked to two threat appraisal constructs, while information overload is linked to three coping appraisal constructs. All constructs from both threat and coping appraisal are linked to self-isolation intention, which is the sole dependent variable in the model and was selected to present health measures taken during the COVID-19 pandemic. Altogether the model has eight constructs and ten hypotheses.

**Methods**

**Data Collection**

We designed a survey by adapting validated scales from previous literature to measure the constructs. After the survey was drafted, 11 participants were asked to act as a test group to give feedback, ensuring the survey was understandable. At the beginning of the survey, the goal of the study as well as data handling procedures were clearly explained to the participants in a concise manner. Research permission was also formally asked of all participants. An online survey tool Webropol was used for distributing the survey. The survey link was sent through email lists to students, faculty, and employees at a university in Finland. The survey received 225 responses during the time it was available from March 19-30, 2020. As all survey questions were mandatory, there were no cases of missing data. The responses were screened by the authors to ensure all responses seemed honest. More specifically, we checked if a response was random or intentionally wrong. However, no such cases were reported. Thus, all responses were deemed valid and were included in the analysis. The demographic information of the participants is summarized in Table 2.
Table 2. Participant’s (N=225) demographic and background information.

<table>
<thead>
<tr>
<th>Factors</th>
<th>Distribution, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender</strong></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>147 (65.3)</td>
</tr>
<tr>
<td>Male</td>
<td>73 (32.4)</td>
</tr>
<tr>
<td>Prefer not to tell/nonbinary</td>
<td>5 (2.2)</td>
</tr>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
</tr>
<tr>
<td>≤25</td>
<td>89 (39.5)</td>
</tr>
<tr>
<td>26-34</td>
<td>73 (32.4)</td>
</tr>
<tr>
<td>35-44</td>
<td>34 (15.1)</td>
</tr>
<tr>
<td>≥45</td>
<td>29 (12.9)</td>
</tr>
<tr>
<td><strong>Position in university</strong></td>
<td></td>
</tr>
<tr>
<td>Student</td>
<td>148 (65.8)</td>
</tr>
<tr>
<td>Faculty</td>
<td>68 (30.2)</td>
</tr>
<tr>
<td>Other staff</td>
<td>9 (4.0)</td>
</tr>
<tr>
<td><strong>Living situation</strong></td>
<td></td>
</tr>
<tr>
<td>Living alone</td>
<td>122 (54.2)</td>
</tr>
<tr>
<td>Living with family/children</td>
<td>103 (45.8)</td>
</tr>
<tr>
<td><strong>Source of COVID-19 information</strong></td>
<td></td>
</tr>
<tr>
<td>Social media</td>
<td>119 (52.9)</td>
</tr>
<tr>
<td>Other channels</td>
<td>106 (47.1)</td>
</tr>
</tbody>
</table>

*a*COVID-19: coronavirus disease.

**Measures**

Multi-item scales were used to measure cyberchondria, information overload, threat and coping appraisal constructs, and the dependent variable self-isolation intention. All the constructs were measured using a 5-point scale (1=strongly disagree and 5=strongly agree). A total of 25 items were used to measure eight constructs initially. Constructs involved in the study are briefly described next, and item descriptions can be seen in Table 3.
Table 3. Constructs, items, and reliability and validity assessments.

<table>
<thead>
<tr>
<th>Construct, item</th>
<th>Loading</th>
<th>VIF(^a)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Information overload</strong> [31] (CR(^b): 0.86; AVE(^c): 0.67)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>“I am often distracted by the excessive amount of information on multiple channels/sources about COVID-19”</td>
<td>0.77</td>
<td>1.453</td>
</tr>
<tr>
<td>“I find that I am overwhelmed by the amount of information that I process on a daily basis from multiple channels/sources about COVID-19”</td>
<td>0.85</td>
<td>1.794</td>
</tr>
<tr>
<td>“I receive too much information regarding the COVID-19 pandemic to form a coherent picture of what is happening”</td>
<td>0.82</td>
<td>1.481</td>
</tr>
<tr>
<td><strong>Cyberchondria</strong> [35] (CR: 0.82; AVE: 0.61)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>“After reading information about COVID-19 online, I feel confused”</td>
<td>...(^e)</td>
<td>...(^e)</td>
</tr>
<tr>
<td>“I feel frightened after reading information about COVID-19 online”</td>
<td>0.79</td>
<td>1.381</td>
</tr>
<tr>
<td>“I feel frustrated after reading information about COVID-19 online”</td>
<td>0.78</td>
<td>1.478</td>
</tr>
<tr>
<td>“Once I start reading information about COVID-19 online, it is hard for me to stop”</td>
<td>0.78</td>
<td>1.265</td>
</tr>
<tr>
<td><strong>Perceived severity</strong> [36] (CR: 0.70; AVE: 0.52)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>“The negative impact of Coronavirus (COVID-19) is very high”</td>
<td>0.70</td>
<td>1.002</td>
</tr>
<tr>
<td>“Coronavirus (COVID-19) can be life-threatening”</td>
<td>...(^e)</td>
<td>...(^e)</td>
</tr>
<tr>
<td>“The Coronavirus (COVID-19) is a serious threat for someone like me”</td>
<td>0.73</td>
<td>1.002</td>
</tr>
<tr>
<td><strong>Perceived vulnerability</strong> [36] (CR: 0.81; AVE: 0.60)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>“I am vulnerable to contracting Coronavirus (COVID-19) in given circumstances”</td>
<td>0.71</td>
<td>1.367</td>
</tr>
<tr>
<td>“I don’t think I am likely to get the Coronavirus (COVID-19)”</td>
<td>0.86</td>
<td>1.296</td>
</tr>
<tr>
<td>“I am at risk of catching the Coronavirus (COVID-19)”</td>
<td>0.74</td>
<td>1.567</td>
</tr>
<tr>
<td><strong>Self-efficacy</strong> [36] (CR: 0.84; AVE:0.64)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>“I am able to take avoidant measures if I want to”</td>
<td>0.79</td>
<td>1.254</td>
</tr>
<tr>
<td>“Taking avoidant measures is difficult for me”</td>
<td>0.84</td>
<td>1.652</td>
</tr>
<tr>
<td>“Avoidant measures are easy to take”</td>
<td>0.78</td>
<td>1.617</td>
</tr>
<tr>
<td><strong>Response efficacy</strong> [37] (CR=0.89; AVE=0.80)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>“The avoidant measures are a good way of reducing the risk of contracting Coronavirus (COVID-19)”</td>
<td>0.90</td>
<td>1.614</td>
</tr>
<tr>
<td>“The avoidant measures reduce my chance of catching the Coronavirus (COVID-19)”</td>
<td>0.89</td>
<td>1.614</td>
</tr>
<tr>
<td><strong>Response cost</strong> [37] (CR=0.78; AVE=0.54)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>“The benefits of taking avoidant measures outweigh the costs”</td>
<td>0.72</td>
<td>1.146</td>
</tr>
<tr>
<td>“I am discouraged from taking avoidant measures as they would impact my work”</td>
<td>0.75</td>
<td>1.202</td>
</tr>
<tr>
<td>“I am discouraged from taking avoidant measures because they feel silly”</td>
<td>0.73</td>
<td>1.215</td>
</tr>
<tr>
<td><strong>Self-isolation intention</strong> [38] (CR=0.83; AVE=0.55)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>“Deliberately cancel or postpone a social event, such as meeting with friends, eating out, or going to a sports event”</td>
<td>0.77</td>
<td>1.499</td>
</tr>
<tr>
<td>“Reduce using public transport”</td>
<td>0.70</td>
<td>1.340</td>
</tr>
<tr>
<td>“Avoid going to shops”</td>
<td>0.72</td>
<td>1.455</td>
</tr>
<tr>
<td>“Stay at home and study/work remotely”</td>
<td>0.77</td>
<td>1.312</td>
</tr>
</tbody>
</table>

\(^a\)VIF: variance inflation factor.
\(^b\)CR: composite reliability.
\(^c\)AVE: average variance explained.

Items removed due to lower loadings (<0.7).

Items reverse coded for the analysis.

Independent Variables
Cyberchondria was measured using 4 items adapted from [35], whereas 3 items for information overload were adapted from [31].

Threat appraisal was measured using two constructs: perceived severity and perceived vulnerability. Both constructs were measured with the help of 3 items, all adapted from [36].

Coping appraisal was measured in terms of self-efficacy, response efficacy, and response cost. Self-efficacy and response cost were measured with 3 items each, whereas 2 items were used to measure response efficacy. Items for self-efficacy were adapted from [36], whereas items for both response efficacy and response cost were taken from [37].

Dependent Variable
The dependent variable, self-isolation intention, was measured with the help of 4 items measuring avoidance intention adapted from [38]. Before the items, we used the statement “I intend to…”.

Data Analysis
The data was downloaded from the survey platform in .csv format, and the initial analysis was carried out in SPSS version 25 (IBM Corp). After initial screening, the data normality was checked using skewness and kurtosis. Some items had values greater than the threshold of 0.3 [39], showing the data was not normally distributed [40]. PLS-SEM has been suggested for data analysis in the case of nonnormal data.

Therefore, data were analyzed using PLS-SEM in SmartPLS 3.2 (SmartPLS GmbH) [41]. In this technique, data is analyzed in two steps. First, the measurement model is tested, ensuring reliability and validity of the constructs involved in the study. Second, an assessment of structural models is carried out, testing relationships between the constructs. As a post hoc analysis, we ran partial least squares-multigroup analysis (PLS-MGA [42] to test differences in the model due to differences in information sources and living arrangements. The post hoc analysis was supported by t tests (two-tailed) conducted in SPSS.

Results
Measurement Model Results
As mentioned, the first step in PLS-SEM analysis is to test the reliability and validity of the constructs. Reliability is assessed with internal consistency and items reliability, whereas validity consists of the convergent and discriminant validity. Internal consistency has been traditionally measured using Cronbach alpha; however, composite reliability (CR) has been recommended as a suitable measure of reliability in PLS [42]. Therefore, we considered CR for assessing internal consistency. Item reliability was assessed from the item loadings. Convergent validity was ascertained from the average variance explained (AVE), and discriminant validity was assessed with the Fornell-Larcker criterion [43]. For this purpose, we followed the accepted thresholds recommended by previous studies [41,44].

CR for all the constructs was above the threshold of 0.7 [41]. AVE for all the constructs was above 0.5. Two items, one from cyberchondria and one from perceived severity, were dropped due to item loadings below 0.7 (for details, see Table 3). In the final model, 23 items were used to measure eight constructs. The discriminant validity results based on the Fornell-Larcker criterion are shown in Table 4.

In addition, we also examined the variance inflation factor (VIF) to assess the multicollinearity. The highest VIF was 1.794 (Table 3), which was well below the threshold of 5 [45]. Thus, there was no multicollinearity issue in our data. With these assessments, we concluded that our data had a significant level of convergent and discriminant validity.
Structural Model Results

Next, we evaluated the proposed research model (see Figure 2). Complete bootstrapping with 5000 subsamples was run for the significance testing. Among the proposed relationships, 7 relationships turned significant. The model explained 34% variance in self-isolation intention.

Structural model statistics (with effect size $f^2$) for the research model are given in Table 5. An effect size of 0.02 is considered low, 0.15 is medium, and 0.5 is large [41].

We found that both cyberchondria and information overload indirectly impacted self-isolation intention. Cyberchondria had a significant positive effect ($b=0.07, t=2.929, P=.003$), whereas information overload had a negative effect ($b=–0.10, t=3.006, P=.003$). Cyberchondria significantly impacts self-isolation intention through perceived severity, whereas information overload has an impact on it through self-efficacy and response cost.

Following the structural model analysis, we conducted several post hoc analyses to understand people’s self-isolation intentions. The results are described in the next subsections.

Figure 2. Structural model results. Significant paths are shown with solid lines, with standardized path coefficients ($^*P<.05$, $^{**}P<.01$), whereas dotted lines show insignificant relationships.

Table 4. Discriminant validity using Fornell-Larcker criterion.

<table>
<thead>
<tr>
<th>Constructs</th>
<th>Self-isolation</th>
<th>Cyberchondria</th>
<th>Information</th>
<th>Perceived</th>
<th>Perceived</th>
<th>Response</th>
<th>Response</th>
<th>Self-efficacy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Self-isolation intention</td>
<td>0.745</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Cyberchondria</td>
<td>0.210</td>
<td>0.785</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Information overload</td>
<td>−0.02</td>
<td>0.591</td>
<td>0.817</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Perceived severity</td>
<td>0.257</td>
<td>0.396</td>
<td>0.073</td>
<td>0.712</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Perceived vulnerability</td>
<td>0.062</td>
<td>0.180</td>
<td>0.011</td>
<td>0.200</td>
<td>0.776</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Response cost</td>
<td>−0.51</td>
<td>−0.08</td>
<td>0.185</td>
<td>−0.12</td>
<td>−0.01</td>
<td>0.738</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Response efficacy</td>
<td>0.349</td>
<td>0.104</td>
<td>−0.04</td>
<td>0.115</td>
<td>−0.02</td>
<td>−0.49</td>
<td>0.899</td>
<td>—</td>
</tr>
<tr>
<td>Self-efficacy</td>
<td>0.396</td>
<td>−0.04</td>
<td>−0.03</td>
<td>−0.04</td>
<td>−0.18</td>
<td>−0.52</td>
<td>0.373</td>
<td>0.800</td>
</tr>
</tbody>
</table>

*aNot available.*
Table 5. Structural model statistics.

<table>
<thead>
<tr>
<th>Hypothesis</th>
<th>Relationship</th>
<th>$\beta$</th>
<th>$t$ test</th>
<th>$P$ value</th>
<th>$f^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>H1</td>
<td>$CC^c$ and $PS^d$</td>
<td>.39</td>
<td>7.100</td>
<td>&lt;.001</td>
<td>0.186</td>
</tr>
<tr>
<td>H2</td>
<td>$CC$ and $PV^e$</td>
<td>.19</td>
<td>2.639</td>
<td>.008</td>
<td>0.033</td>
</tr>
<tr>
<td>H3</td>
<td>$IO^f$ and $SE^g$</td>
<td>-.20</td>
<td>3.218</td>
<td>.001</td>
<td>0.044</td>
</tr>
<tr>
<td>H4</td>
<td>$IO$ and $RE^h$</td>
<td>-.04</td>
<td>0.673</td>
<td>.50</td>
<td>0.002</td>
</tr>
<tr>
<td>H5</td>
<td>$IO$ and $RC^i$</td>
<td>.18</td>
<td>2.828</td>
<td>.005</td>
<td>0.035</td>
</tr>
<tr>
<td>H6</td>
<td>$PS$ and $SI^j$</td>
<td>.20</td>
<td>3.139</td>
<td>.002</td>
<td>0.057</td>
</tr>
<tr>
<td>H7</td>
<td>$PV$ and $SI$</td>
<td>.05</td>
<td>0.662</td>
<td>.51</td>
<td>0.005</td>
</tr>
<tr>
<td>H8</td>
<td>$SE$ and $SI$</td>
<td>.20</td>
<td>2.998</td>
<td>.003</td>
<td>0.042</td>
</tr>
<tr>
<td>H9</td>
<td>$RE$ and $SI$</td>
<td>.07</td>
<td>1.067</td>
<td>.24</td>
<td>0.007</td>
</tr>
<tr>
<td>H10</td>
<td>$RC$ and $SI$</td>
<td>-.34</td>
<td>4.374</td>
<td>&lt;.001</td>
<td>0.112</td>
</tr>
</tbody>
</table>

a: Hypothesis.
b: Significant relationships are shown in italics.
c: CC: cyberchondria.
d: PS: perceived severity.
e: PV: perceived vulnerability.
f: IO: Information overload.
g: SE: self-efficacy.
h: RE: response efficacy.
i: RC: response cost.

Effect of Information Source: Post Hoc Analysis

As social media is one of the major sources of information regarding the COVID-19 pandemic, we investigated if the mean values of our constructs, as well as the path coefficients, varied between the respondents who reported social media as the primary source of information and other sources (see Table 6). We observed no significant differences in the beliefs related to threat appraisal and coping appraisal of the respondents who used social media as a primary information source for COVID-19 and those who did not use social media. Similarly, no difference in self-isolation intention was found between the aforementioned groups. The level of cyberchondria and information overload was higher among respondents who used social media as a source to learn about COVID-19 in comparison to the respondents who reported using other channels.

To further see if our model (Figure 1) differs for the respondents who used social media as a source of information and those who used other channels for accumulating COVID-19 related knowledge, we ran PLS-MGA. For PLS-MGA, a $P$ value of 0.05 or lower, or 0.95 or higher shows significant path differences in the groups [42].

The $R^2$ for the self-isolation intention in the social media as an information source group was 0.40, whereas for the other channels groups, it was 0.39. As shown in Table 7, the result of PLS-MGA showed no significant differences between the two groups in most of the relationships. There were only two paths where the difference was significant. First, the effect of self-efficacy on self-isolation intention (H8) was stronger in the group that used social media as an information source compared to the other group. Second, response cost had a stronger effect on self-isolation intention (H10) in the group that used social media as an information source compared to the other group.
Table 6. Difference in beliefs and intention of respondents who use social media and those who use other channels to get information on the coronavirus disease.

<table>
<thead>
<tr>
<th>Constructs</th>
<th>Social media (n=119), mean (SD)</th>
<th>Other channels (n=106), mean (SD)</th>
<th>t test (df)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cyberchondria</td>
<td>2.96 (0.77)</td>
<td>2.51 (0.80)</td>
<td>4.246 (223)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Information overloading</td>
<td>3.15 (0.85)</td>
<td>2.70 (0.94)</td>
<td>3.779 (223)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Perceived severity</td>
<td>3.47 (0.63)</td>
<td>3.60 (0.67)</td>
<td>–1.485 (223)</td>
<td>.14</td>
</tr>
<tr>
<td>Perceived vulnerability</td>
<td>3.31 (0.84)</td>
<td>3.46 (0.77)</td>
<td>–1.353 (223)</td>
<td>.18</td>
</tr>
<tr>
<td>Self-efficacy</td>
<td>3.90 (0.80)</td>
<td>4.09 (0.58)</td>
<td>–1.840 (223)</td>
<td>.07</td>
</tr>
<tr>
<td>Response efficacy</td>
<td>4.40 (0.58)</td>
<td>4.45 (0.57)</td>
<td>–0.643 (223)</td>
<td>.52</td>
</tr>
<tr>
<td>Response cost</td>
<td>1.79 (0.69)</td>
<td>1.74 (0.59)</td>
<td>0.580 (223)</td>
<td>.56</td>
</tr>
<tr>
<td>Self-isolation intention</td>
<td>4.31 (0.60)</td>
<td>4.28 (0.61)</td>
<td>0.371 (223)</td>
<td>.71</td>
</tr>
</tbody>
</table>

*Significant differences are shown in italics.

Table 7. Partial least squares-multigroup analysis results for the effect of source of information (as moderator).

<table>
<thead>
<tr>
<th>Hypothesis</th>
<th>Relationship</th>
<th>Social media (n=119)</th>
<th>Other channels (n=106)</th>
<th>Path difference</th>
<th>P value (social media vs other channels)</th>
</tr>
</thead>
<tbody>
<tr>
<td>H1</td>
<td>CC&lt;sup&gt;b&lt;/sup&gt; and PS&lt;sup&gt;c&lt;/sup&gt;</td>
<td>6.707</td>
<td>3.854</td>
<td>0.111</td>
<td>.35</td>
</tr>
<tr>
<td>H2</td>
<td>CC and PV&lt;sup&gt;d&lt;/sup&gt;</td>
<td>1.061</td>
<td>2.281</td>
<td>.29</td>
<td>–0.149</td>
</tr>
<tr>
<td>H3</td>
<td>IO&lt;sup&gt;e&lt;/sup&gt; and SE&lt;sup&gt;f&lt;/sup&gt;</td>
<td>0.679</td>
<td>3.734</td>
<td>0.24</td>
<td>.12</td>
</tr>
<tr>
<td>H4</td>
<td>IO and RE&lt;sup&gt;g&lt;/sup&gt;</td>
<td>0.035</td>
<td>0.839</td>
<td>.08</td>
<td>.64</td>
</tr>
<tr>
<td>H5</td>
<td>IO and RC&lt;sup&gt;h&lt;/sup&gt;</td>
<td>1.19</td>
<td>2.616</td>
<td>–0.099</td>
<td>.58</td>
</tr>
<tr>
<td>H6</td>
<td>PS and SI&lt;sup&gt;i&lt;/sup&gt;</td>
<td>1.561</td>
<td>2.888</td>
<td>.12</td>
<td>–0.131</td>
</tr>
<tr>
<td>H7</td>
<td>PV and SI</td>
<td>0.683</td>
<td>1.755</td>
<td>.495</td>
<td>.27</td>
</tr>
<tr>
<td>H8&lt;sup&gt;j&lt;/sup&gt;</td>
<td>SE and SI</td>
<td>3.783</td>
<td>0.365</td>
<td>&lt;.001</td>
<td>.29</td>
</tr>
<tr>
<td>H9</td>
<td>RE and SI</td>
<td>0.429</td>
<td>1.644</td>
<td>.67</td>
<td>.34</td>
</tr>
<tr>
<td>H10</td>
<td>RC and SI</td>
<td>2.843</td>
<td>2.766</td>
<td>.004</td>
<td>.99</td>
</tr>
</tbody>
</table>

*H: hypothesis.
<sup>b</sup>CC: cyberchondria.
<sup>c</sup>PS: perceived severity.
<sup>d</sup>PV: perceived vulnerability.
<sup>e</sup>IO: Information overload.
<sup>f</sup>SE: self-efficacy.
<sup>g</sup>RE: response efficacy.
<sup>h</sup>RC: response cost.
<sup>i</sup>SI: self-isolation intention.
<sup>j</sup>Significant relationships are shown in italics.

**Effect of Living Alone: Post Hoc Analysis**

Individuals living in the same household with other people cannot generally avoid contracting diseases to one another. Large households where multiple persons reside can be seen to be at an increased risk of contracting the virus compared to single-person households. Accordingly, we also investigated if the decision making varies between the respondents who live alone compared to those living with others (see Table 8).

Interestingly, we did not detect any differences in any of the constructs between the two groups. In Table 9, we see that 33% of the variance in self-isolation intention was explained by the group living alone, whereas 37% of the variance was explained by living with others. The only path with a significant difference was between information overload and response efficacy, whereas information overload significantly affected response efficacy (negatively) among respondents who lived with others.
Table 8. Difference in beliefs and intention of respondents who live alone and who live with other people.

<table>
<thead>
<tr>
<th>Constructs</th>
<th>Live alone (n=122), mean (SD)</th>
<th>With others (n=109), mean (SD)</th>
<th>t test (df)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cyberchondria</td>
<td>2.66 (0.84)</td>
<td>2.86 (0.78)</td>
<td>−1.911 (223)</td>
<td>.06</td>
</tr>
<tr>
<td>Information overloading</td>
<td>2.87 (0.93)</td>
<td>3.03 (0.91)</td>
<td>−1.321 (223)</td>
<td>.19</td>
</tr>
<tr>
<td>Perceived severity</td>
<td>3.53 (0.68)</td>
<td>3.54 (0.63)</td>
<td>−0.172 (223)</td>
<td>.86</td>
</tr>
<tr>
<td>Perceived vulnerability</td>
<td>3.43 (0.81)</td>
<td>3.33 (0.82)</td>
<td>0.918 (223)</td>
<td>.36</td>
</tr>
<tr>
<td>Self-efficacy</td>
<td>3.93 (0.73)</td>
<td>4.07 (0.77)</td>
<td>−1.416 (223)</td>
<td>.16</td>
</tr>
<tr>
<td>Response efficacy</td>
<td>4.42 (0.56)</td>
<td>4.44 (0.60)</td>
<td>−0.252 (223)</td>
<td>.80</td>
</tr>
<tr>
<td>Response cost</td>
<td>1.83 (0.65)</td>
<td>1.71 (0.64)</td>
<td>1.345 (223)</td>
<td>.18</td>
</tr>
<tr>
<td>Self-isolation intention</td>
<td>4.23 (0.61)</td>
<td>4.38 (0.60)</td>
<td>−1.863 (223)</td>
<td>.06</td>
</tr>
</tbody>
</table>

Table 9. Partial least squares-multigroup analysis results for the effect of living alone vs with other people (as moderator).

<table>
<thead>
<tr>
<th>Hypothesis</th>
<th>Relationship</th>
<th>Live alone (n=122)</th>
<th>With others (n=109)</th>
<th>Path difference</th>
<th>P value (social media vs other channels)</th>
</tr>
</thead>
<tbody>
<tr>
<td>H1</td>
<td>CC and PS</td>
<td>5.365</td>
<td>&lt;.001</td>
<td>2.382</td>
<td>.02</td>
</tr>
<tr>
<td>H2</td>
<td>CC and PV</td>
<td>4.011</td>
<td>&lt;.001</td>
<td>0.441</td>
<td>.66</td>
</tr>
<tr>
<td>H3</td>
<td>IO and SE</td>
<td>2.621</td>
<td>.009</td>
<td>2.228</td>
<td>.03</td>
</tr>
<tr>
<td>H4</td>
<td>IO and RE</td>
<td>0.65</td>
<td>.52</td>
<td>2.379</td>
<td>.02</td>
</tr>
<tr>
<td>H5</td>
<td>IO and RE</td>
<td>2.426</td>
<td>.02</td>
<td>1.756</td>
<td>.08</td>
</tr>
<tr>
<td>H6</td>
<td>PS and SI</td>
<td>2.13</td>
<td>.03</td>
<td>1.958</td>
<td>.05</td>
</tr>
<tr>
<td>H7</td>
<td>PV and SI</td>
<td>1.239</td>
<td>.22</td>
<td>0.289</td>
<td>.77</td>
</tr>
<tr>
<td>H8</td>
<td>SE and SI</td>
<td>1.442</td>
<td>.15</td>
<td>2.163</td>
<td>.03</td>
</tr>
<tr>
<td>H9</td>
<td>RE and SI</td>
<td>1.211</td>
<td>.23</td>
<td>0.491</td>
<td>.62</td>
</tr>
<tr>
<td>H10</td>
<td>RC and SI</td>
<td>3.735</td>
<td>.01</td>
<td>1.826</td>
<td>.07</td>
</tr>
</tbody>
</table>

H: hypothesis.
CC: cyberchondria.
PS: perceived severity.
PV: perceived vulnerability.
IO: Information overload.
SE: self-efficacy.
RE: response efficacy.
RC: response cost.
SI: self-isolation intention.

Discussion

Principal Results

Self-isolation intention was predicted through perceived severity (threat appraisal), as well as through self-efficacy (coping appraisal) and response cost (coping appraisal). Unlike we hypothesized, perceived vulnerability and response efficacy did not correlate with the self-isolation intention. When looking at how internet use connects to threat and coping appraisal, we noticed that cyberchondria positively affected perceived severity, whereas information overload had both negative and positive effects on coping appraisal: negative for self-efficacy and positive for response cost. Lastly, both cyberchondria and information overload had an impact on self-isolation intention via the observed intermediate constructs.

The negative impact of information overload on self-efficacy can be explained by the fact that information overload does not allow an accurate understanding of the situation at hand, and uncertainty lowers self-efficacy [46]. The positive influence of information overload on response cost can, in turn, be understood by how the uncertainty that follows from information overload makes it difficult to perceive the situation objectively. As humans have a tendency of assuming the situation to be slightly worse than what it is in reality [47], this leads to an increased perceived response cost.

We also conducted post hoc analyses to study the impacts of using social media as an information source for COVID-19 and
the impact of living alone compared to living with other people. We noticed that social media users experienced a higher level of cyberchondria and information overload; however, this difference did not have a significant effect on our structural model. The above finding suggests that our model is equally suitable for explaining the impact of cyberchondria and information overload on intentions to self-isolate regardless of the information sources people use. Finally, we did not find any significant differences between people living alone compared to people living with others.

**Implications of Findings**

We report three theoretical contributions from our results. First, we found that information overload distorts people’s belief system, particularly coping appraisal during a pandemic. In particular, we found that information overload negatively affected self-efficacy and positively influenced response costs. Therefore, we contribute to the prior literature discussing the outcomes of information overload [31,32] by describing how it interferes with responses during a pandemic.

Second, we observed that cyberchondria influenced the perceptions of perceived severity and perceived vulnerability. We concluded that cyberchondria affects people’s threat appraisal during pandemics such as with COVID-19. With this finding, we contribute to the literature on cyberchondria [35] by showing that it plays a significant role in motivating people to adopt recommended health measures. Although cyberchondria is generally regarded to be negative, in the case of COVID-19, it might have helped people understand the actual severity of the situation. However, it also follows from our findings that although people with cyberchondria may be early adopters of self-isolation behavior, they can, in the long run, start to suffer from stress and anxiety due to constantly seeing news and reports highlighting the severity of the situation.

Third, we extend the PMT literature on pandemics (eg, [20,21]) by employing information overload and cyberchondria as predictors of threat and coping appraisal. Prior PMT literature suggests knowledge as an antecedent of threat and coping appraisal [7]. By contrast, our study shows how negative consequences of information (cyberchondria and information overload) shape the threat and coping appraisals. We further proved in our post hoc analysis that using social media as an information source increases both cyberchondria and information overload, which may be explained by the fact that social media news is more subject to individual perceptions and lacks the objective and rigorous approach to information reporting that journalists have.

The findings also have practical implications for health behavior change system designers as well as governments, journalists, and other parties interested in impacting individual-level health behavior. The importance of internet sources and their impact on both threat and coping appraisals must be accounted for when attempting to understand human behavior during pandemics. Interventions targeted to increase an individual’s perceived severity to get them to act may unintentionally increase the cyberchondria of those who already perceive the situation to be grave, causing increased strain on people in an already unusual and stressful situation. Supplemented findings from previous studies (eg, [20]), we suggest personalized intervention strategies, where individuals suffering from cyberchondria are given reassuring and hopeful messages, and those with no intention to adopt health measures are targeted with communication that aims to increase their perceived severity of the situation.

We noticed that social media users experience greater levels of cyberchondria and information overload compared to others. The responsibility of online platforms and search engines should, thus, be brought to discussion. Social media sites and search engine developers could take measures to ensure they display clear and comprehensible information to people to avoid the negative consequences of information overload and cyberchondria while still communicating to people the severity of the pandemic and recommended health measures. However, we noted that the content in social media is at large dictated by the people who are using it. Hence, educating people on responsible and healthy social media use could help alleviate the observed negative consequences.

**Limitations and Future Work**

Our work also has limitations that need to be taken into account. First, the collected data was cross-sectional and hence did not account for any change over time. For example, it is possible that information overload was experienced more heavily at the beginning of the pandemic when the novelty and uncertainty of the situation were greater. Second, participants were selected from a geographically and socially limited area. During the data collection period, Finland had fewer than 1000 confirmed cases of COVID-19, and the country also has a relatively low population density. For increased reliability, our findings could be supplemented from data collected from other countries, especially those that have been hit hard by the pandemic. Third, we chose cyberchondria and information overload as examples of internet-fueled concepts; however, other constructs could have also been used in their place or in addition to them, such as the preference of trusted sources over social media and the impact of hearing experiences about the pandemic directly from people. Finally, in our post hoc analysis, we showed that social media users experienced significantly more cyberchondria and information overload compared to others, but the content on social media was not specified. Thus, future research could look into the specific types of social media behavior and content that contribute to the observed increase in cyberchondria and information overload.

Our findings invite further research to investigate the impacts of internet-related information exposure on health behavior intentions during pandemics. The significant influence of cyberchondria on perceived severity, which further leads to the self-isolation intention, also raises ethical concerns, as a seemingly negative phenomenon (cyberchondria) may be used to motivate people to adopt recommended health measures, in this case, self-isolation. Furthermore, it is possible that continuous behavior interventions aiming to get people to self-isolate may unintentionally fuel cyberchondria for those already worried. Accordingly, behavioral intervention campaigns aiming to get the entirety of the population to self-isolate...
voluntarily may, after a certain threshold, begin to cause more harm than good.

Supplementing previous studies on the topic, the importance of accurate, precise, and reliable information was highlighted by our findings. The government-level quarantine and movement restrictions that were placed during the COVID-19 pandemic presented a novel research problem, which has not yet been studied, and that is how online information sources impact the adoption of recommended health behaviors during pandemics. In the case of Finland, during the time of the data collection, all participants had been ordered to work from home. This most likely translates to increased time spent on computers and online, which together with the novel and uncertain COVID-19 situation may likely have increased the amount of information read online related to the pandemic. As such, the quarantine measures may be effective at stopping the spread of the pandemic, but they may boost unhealthy internet behavior, most acutely, cyberchondria.

**Conclusions**

The purpose of this study was to examine the effects of information overload and cyberchondria, two constructs measuring consequences of online information, on self-isolation intention during the COVID-19 pandemic. To understand this effect, we used the PMT framework. Accordingly, we constructed a model where we measured the impact of information overload and cyberchondria on the coping and threat appraisal construct of PMT, and their subsequent relationship with the self-isolation intention. The results revealed perceived severity and self-efficacy to positively influence self-isolation intention, while response cost had a negative effect on it. Both cyberchondria and information overload were found to be higher among those who used social media as an information source.

It follows from our findings that, although cyberchondria and information overload are generally regarded to be negative, during the COVID-19 pandemic they contributed to the adoption of recommended health behavior (self-isolation). The finding that using social media as an information source increases both cyberchondria and information overload invites further research into the impact of social media on human behavior during pandemics. Finally, our findings suggest that intervention strategies motivating people to adopt health measures should focus not only on stressing the severity of the situation but also on reducing information overload via the clear structuring and communication of reliable health information. This can help mitigate cyberchondria, which we showed may arise as a side effect of a severe worldwide pandemic such as COVID-19.
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Abstract

Background: Since the beginning of December 2019, the coronavirus disease (COVID-19) has spread rapidly around the world, which has led to increased discussions across online platforms. These conversations have also included various conspiracies shared by social media users. Amongst them, a popular theory has linked 5G to the spread of COVID-19, leading to misinformation and the burning of 5G towers in the United Kingdom. The understanding of the drivers of fake news and quick policies oriented to isolate and rebate misinformation are keys to combating it.

Objective: The aim of this study is to develop an understanding of the drivers of the 5G COVID-19 conspiracy theory and strategies to deal with such misinformation.

Methods: This paper performs a social network analysis and content analysis of Twitter data from a 7-day period (Friday, March 27, 2020, to Saturday, April 4, 2020) in which the #5GCoronavirus hashtag was trending on Twitter in the United Kingdom. Influential users were analyzed through social network graph clusters. The size of the nodes were ranked by their betweenness centrality score, and the graph’s vertices were grouped by cluster using the Clauset-Newman-Moore algorithm. The topics and web sources used were also examined.

Results: Social network analysis identified that the two largest network structures consisted of an isolates group and a broadcast group. The analysis also revealed that there was a lack of an authority figure who was actively combating such misinformation. Content analysis revealed that, of 233 sample tweets, 34.8% (n=81) contained views that 5G and COVID-19 were linked, 32.2% (n=75) denounced the conspiracy theory, and 33.0% (n=77) were general tweets not expressing any personal views or opinions. Thus, 65.2% (n=152) of tweets derived from nonconspiracy theory supporters, which suggests that, although the topic attracted high volume, only a handful of users genuinely believed the conspiracy. This paper also shows that fake news websites were the most popular web source shared by users; although, YouTube videos were also shared. The study also identified an account whose sole aim was to spread the conspiracy theory on Twitter.

Conclusions: The combination of quick and targeted interventions oriented to delegitimize the sources of fake information is key to reducing their impact. Those users voicing their views against the conspiracy theory, link baiting, or sharing humorous tweets inadvertently raised the profile of the topic, suggesting that policymakers should insist in the efforts of isolating opinions that are based on fake news. Many social media platforms provide users with the ability to report inappropriate content, which should be used. This study is the first to analyze the 5G conspiracy theory in the context of COVID-19 on Twitter offering practical guidance to health authorities in how, in the context of a pandemic, rumors may be combated in the future.
Introduction

The coronavirus strains have been known since 1960 and usually cause up to 15% of common colds in humans each year, mainly in mild forms. Previously two variants of coronavirus have caused severe illnesses: severe acute respiratory syndrome (SARS) in 2002, with severe acute respiratory distress, resulting in 9.6% mortality; and Middle East respiratory syndrome in 2012, with a higher mortality rate of 34.4% [1-3]. The novel coronavirus (SARS coronavirus 2), the seventh coronavirus known to infect humans, is a positive single-stranded RNA virus that probably originated in a seafood market in Wuhan in December 2019 [4,5]. Since then, the coronavirus disease (COVID-19), named by the World Health Organization, has affected more than 2 million people worldwide, killing more than 130,000 of them [6]. The COVID-19 pandemic coincided with the launch and development of the 5G mobile network.

Compared to the current 4G networks, 5G wireless communications provide high data rates (ie, gigabytes per second), have low latency, and increase base station capacity and perceived quality of service [7]. The popularity of this technology arose because of the burst in smart electronic devices and wireless multimedia demand, which created a burden on existing networks. A key benefit of 5G is that some of the current issues with cellular networks such as poor data rates, capacity, quality of service, and latency will be solved [7]. Although there is no scientific proof, the technology is suggested to negatively affect health on certain social media channels [8].

In the first week of January, some social media users pointed to 5G as being the cause of COVID-19 or accelerating its spread. The issue became a trending topic and appeared visible to all users on Twitter within the United Kingdom. Since then, multiple videos and news articles have been shared across social media linking the two together. The conspiracy has been of such a serious nature that, in Birmingham and Merseyside, United Kingdom, 5G masts were torched over concerns associating this technology and the spread of the disease according to the British Broadcasting Corporation [9]. More concerning, Nightingale hospital in Birmingham, United Kingdom had its phone mast set on fire [10]. This is unwelcome damage especially at a time when hospitals are required to operate with maximum efficiency.

The independent fact-checking website Full Fact noted that the conspiracy was not true and concluded that the theories given to support the 5G claims were flawed [11]. The National Health Service Director, Stephen Powis, noted in a press conference that the 5G infrastructure is vital for the wider general population who are being asked to remain at home. He noted that: “I’m absolutely outraged and disgusted that people would be taking action against the infrastructure we need to tackle this emergency” [10].

The origin of this theory demonstrates the transnational dimension to the new media landscape and the way that fake news and conspiracy theories travel. Previous research has traced the emergence of the conspiracy theory to comments made by a Belgian doctor in January 2020, linking health concerns about 5G to the emergence of the coronavirus [12]. From April 2-6, 2020, it is estimated that at least 20 mobile phone masts were vandalized in the United Kingdom alone [13]. Social media is an important information source for a subset of the population, and previous seminal research has noted the potential of Twitter for providing real time content analysis, allowing public health authorities to rapidly respond to concerns raised by the public [14]. During the unfolding COVID-19 pandemic, recent research has found that platforms such as YouTube have immense reach and can be used to educate the public [15]. Furthermore, recent research has also called for more understanding of public reactions on social media platforms related to COVID-19 [15]. The aim of this study was to analyze the 5G and COVID-19 conspiracy theory. More specifically, the research objectives were to answer the following questions: (1) who is spreading this conspiracy theory on Twitter; (2) what online sources of information are people referring to; (3) do people on Twitter really believe 5G and COVID-19 are linked; and (4) what steps and actions can public health authorities take to mitigate the spread of this conspiracy theory?

Methods

The data set used in this article consists of 6556 Twitter users whose tweets contained the “#5Gcoronavirus” keyword or the #5GCoronavirus hashtag, or were replied to or mentioned in these tweets from Friday, March 27, 2020, at 19:44 Coordinated Universal Time (UTC) to Saturday, April 4, 2020, at 10:38 UTC. Users were included in the data set if they sent a tweet during the time the data was retrieved or were mentioned or replied to in these tweets. This specific keyword and hashtag were selected, as this was the most popular and briefly became a trending topic on Twitter within the United Kingdom in early April. The network consists of a total of 10,140 tweets, which are composed of 1938 mentions, 4003 retweets, 759 mentions in retweets, 1110 replies, and 2328 individual tweets. The data was retrieved using NodeXL (Social Media Research Foundation) and the network graph was laid out using the Harel-Koren Fast Multiscale layout algorithm [16]. In interpreting the network graph, the results build upon previous seminal research, which has identified six network shapes and structures that Twitter topics tend to follow [17]. These network shapes can consist of broadcast networks, polarized crowds, brand clusters, tight crowds, community clusters, and support networks. A computer running Microsoft Windows 8 was used to retrieve data in Microsoft Excel 2010 using the professional version of NodeXL (release code: +1.0.1.428+). NodeXL uses Twitter’s search application programming interface (API). URLs were automatically expanded within NodeXL.
A number of techniques were drawn upon. First, the study used the 5Gcoronavirus keyword, which retrieved mentions of both “5Gcoronavirus” and “#5Gcoronavirus.” Second, influential users, topics, and web sources were studied, and a social network analysis of the discussion was conducted with NodeXL, a validated methodology used in previous research [18,19], which provided an understanding of the shape of the conversation. The graph’s vertices were grouped by cluster using the Clauset-Newman-Moore algorithm. Third, a manual content analysis [20] of Twitter data was conducted by removing a 10.00% sample of individual tweets (n=233/2328). Coding categories were created by exploring the data and the extracted sample was read and coded. In our content analysis, mentions were not examined because they are typically conversations between users, and retweets were excluded to avoid overpopulating the sample with similar messages. Retweets and mentions were only removed for the manual content analysis and all other analysis in the study includes them. Only English-language tweets were coded. The coding was confirmed by another author and any disagreements were discussed and resolved, which led to a 100% agreement.

Individual users have been anonymized in-line with widely cited best practices for research on Twitter [21].

**Results**

**Social Network Analysis**

Figure 1 groups Twitter users in social network graph clusters. Each small color dot represents a user and a line between them represents an edge. Groups were formed around this topic based on how frequently users mentioned each other. There is an edge for each “replies-to” relationship in a tweet, an edge for each “mentions” relationship in a tweet, and a self-loop edge for each tweet that is not a “replies-to” or “mentions.” The size of the nodes has been ranked by their betweenness centrality score (BCS) [22], which measures the influence of a vertex over the flow of information between all other vertices under the assumption that information flows over the shortest paths among them.

**Figure 1.** Social network graph of “5Gcoronavirus”.

![Figure 1](image-url)

Figure 1 highlights that a number of different groups were formed, but two large groups stand out within the cluster, which are labelled as “Group 1 - Isolates Group” and “Group 2 - Broadcast Group.” The network shape “Group 1 - Isolates Group” displays users who were tweeting without mentioning one another. Isolates groups are a common network structure found in Twitter networks. Large brands, sporting events, and breaking news stories tend to have a large isolates network structure. During a sports event, for example, a large number of users may offer their view or opinion toward a team without mentioning or replying to other users forming an isolates cluster. Group 2 (labeled Group 2 - Broadcast Group) contains a number...
of Twitter accounts who would tweet that there was a link between 5G and COVID-19, which attracted retweets, giving rise to a broadcast network. Within this group, a number of influential user accounts can also be seen toward the center of the group and a circle of accounts around these. The broadcast network structure is often found in the networks for news accounts and journalists because their tweets are retweeted with high frequency. Celebrities with large followings will also tend to have a broadcast network shape. Group 4 contains the label “activism account” because it contained an account with the name “5gcoronavirus19,” which was set up to spread the conspiracy theory on Twitter that is further discussed in the next section.

User Analysis

Table 1 has ranked influential users by betweenness centrality and has provided a description of the user account. The rank column orders users by their betweenness centrality score, the account description provides an outline of the type of account, the betweenness centrality column provides the raw score for each user, the follower column lists the number of followers an account had, and the NodeXL group column identifies which group Twitter users belonged to in Figure 1. The follower count is based on the amount of followers the users had during this time period.

Table 1. Influential users ranked by their betweenness centrality score.

<table>
<thead>
<tr>
<th>Rank</th>
<th>Account description</th>
<th>Betweenness centrality score</th>
<th>Followers</th>
<th>Network group in Figure 1</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Citizen</td>
<td>3,059,934.33</td>
<td>432</td>
<td>7</td>
</tr>
<tr>
<td>2</td>
<td>Citizen</td>
<td>3,042,916.47</td>
<td>12</td>
<td>2</td>
</tr>
<tr>
<td>3</td>
<td>Citizen</td>
<td>2,926,695.58</td>
<td>546</td>
<td>3</td>
</tr>
<tr>
<td>4</td>
<td>Writer</td>
<td>2,655,235.44</td>
<td>1,874</td>
<td>2</td>
</tr>
<tr>
<td>5</td>
<td>5G and coronavirus dedicated activism account</td>
<td>2,637,433.23</td>
<td>383</td>
<td>4</td>
</tr>
<tr>
<td>6</td>
<td>Citizen</td>
<td>2,577,072.58</td>
<td>14</td>
<td>6</td>
</tr>
<tr>
<td>7</td>
<td>Citizen</td>
<td>2,354,744.84</td>
<td>175</td>
<td>2</td>
</tr>
<tr>
<td>8</td>
<td>Citizen</td>
<td>2,066,430.77</td>
<td>514</td>
<td>2</td>
</tr>
<tr>
<td>9</td>
<td>YouTuber</td>
<td>2,003,753.23</td>
<td>130</td>
<td>5</td>
</tr>
<tr>
<td>10</td>
<td>Donald Trump</td>
<td>1,380,314.74</td>
<td>75,916,289</td>
<td>4</td>
</tr>
</tbody>
</table>

The majority of influential users tweeting about 5G and COVID-19 consisted of members of the public sharing their views and opinions or news articles and videos supporting their cause. A key feature of the accounts was that they were actively engaged in sharing conspiracy theories; their bios included words such as “uncover” and “truth.”

User accounts ranked 1-3 appeared to be citizens who were tweeting during this time. The fourth most influential user was a writer who had over 1874 followers. Interestingly, results show that the fifth most influential account was a dedicated propaganda account (created on January 24, 2012), whose sole purpose was to raise awareness of the link between COVID-19 and 5G, and the account was named “5gcoronavirus19.” This account was in the group labeled “activism account” in Figure 1. The account creation date appears to be 2012, which suggests that a previously created account was converted, as Twitter allows users to change their user handle and username. The account has since been removed; however, the account bio description was “5G causes our immune system to lower and we become more susceptible to viruses. Wuhan was the FIRST FULL 5G city! #Coronavirus caused by 5G.” This user was in group 4 in the network graph outlined in Figure 1 and had sent a total of 303 tweets in the 7-day time period studied in this paper. Group 4 contained a total of 408 Twitter accounts. At tenth place, the president of the United States, Donald Trump, appears as an influential user; however, unlike other users in the network, Trump did not directly tweet about the link between COVID-19 and 5G. Trump appears because he is mentioned by other Twitter users related to general policy and discussion surrounding 5G. All other users within the network were actively tweeting during this time period.

The analysis reveals that there was a lack of an authority figure who was actively combating such misinformation. Twitter users that have the highest number of mentions during this time period are shown in Multimedia Appendix 1. The two most mentioned users were members of the public, and the third most mentioned user was the dedicated COVID-19 activism account mentioned previously and ranked the fifth most influential user in Table 1. Multimedia Appendix 2 lists the users that were replied to the most during this time period. The second most mentioned user was again the dedicated coronavirus activism account. This shows how the account linking 5G to COVID-19 also stimulated debate on Twitter and held power over the network because the account was both highly influential and mentioned.

Influential English-Language Websites

In order for the conspiracy theory to spread the public needs information and a reference source. This study has identified which sources were influential during this time. Table 2 highlights the most influential websites relating to this topic during this time period. The most popular web source shared during this time was the website known as InfoWars, which is a popular conspiracy theory website based in the United States. The article itself linked to several videos in which “top scientists” revealed how 5G could weaken a population’s
immune system. The rank column refers to the ranking of each website based on the count column.

It can be seen that the majority of the websites can be argued as being “fake” or “alternative” news websites. The websites and information shared on Twitter can also shed light on the types of sources social media users were drawn toward.

Multimedia Appendix 3 shows the most frequently occurring domains within the network. This analysis is different to that conducted in Table 2, as it identifies overall web domains that were most used in tweets rather than specific websites, showing, for instance, that YouTube appears ranked as the second most popular domain.

Table 2. Influential web sources.

<table>
<thead>
<tr>
<th>Rank</th>
<th>Website title</th>
<th>Source</th>
<th>Tweets, n</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>“WATCH LIVE: CORONAVIRUS HOME SCHOOL SPECIAL &amp; ASK THE EXPERTS! Prestigious doctors &amp; scientists confirm 5G weakens the immune system to all viruses including Covid-19”</td>
<td>InfoWars [23]</td>
<td>38</td>
</tr>
<tr>
<td>3</td>
<td>“There’s A Connection Between Coronavirus And 5G”</td>
<td>Stillnessinthestorm [25]</td>
<td>20</td>
</tr>
<tr>
<td>4</td>
<td>“BREAKING NEWS: Slovenia Stops 5G Due to Health Risks”</td>
<td>5gcrisis website [26]</td>
<td>18</td>
</tr>
<tr>
<td>5</td>
<td>“CAN YOU BELIEVE THIS??”</td>
<td>Jeff Censored! YouTube channel. [27]</td>
<td>18</td>
</tr>
</tbody>
</table>

Content Analysis
From the overall data set, a 10.00% sample of tweets (n=233/2328) that did not mention or reply to another user were extracted. Content analysis revealed that, of the 233 sample tweets, 34.8% (n=81) of individual tweets contained views that 5G and COVID-19 were linked, 32.2% (n=75) denounced the conspiracy theory, and 33.0% (n=77) were general tweets not expressing any personal views or opinions. Table 3 below displays the results of this coding alongside examples of tweets.

The focus was to identify the percent of pro- and anticonspiracy themes. Any other tweets would be classified as “general tweets.” It was found that 32.2% (n=75/233) of tweets were views against the conspiracy theories that were being shared. They either attacked or ridiculed those sharing such views with humor.

The second category contained tweets that were general in nature and used the “5G” keyword or hashtag in their tweets as highlighted in Table 3. This occurred in 33.0% (n=77/233) of tweets. Users may have used the keywords and hashtags for additional exposure. This theme also contained general news articles related to 5G and COVID-19. This is not surprising, as other Twitter users attempt to “link bait” on Twitter by flooding popular topics with content to obtain more viewers for their own tweets or web links.

The next category consisted of tweets that were clearly expressing views against the conspiracy or were intending to be humorous toward those linking 5G and COVID-19.

The largest category of users, with 34.8% (n=81/233) of the tweets, were engaging with and spreading information that linked COVID-19 and 5G. Anonymized tweet extracts for this theme are provided in Textbox 1.

Thus, 65.2% (n=152/233) of tweets derived from nonconspiracy theory supporters, which suggests that, although the topic attracted high volume, only a handful of users genuinely believed the conspiracy. It is also worth noting that on April 4, 2020, the media began to report that a number of 5G masts had been set on fire [8]. This coincides with the final day that we collected data, and we observed users actively encouraging other users to destroy 5G towers, as highlighted by the final three anonymized tweet extracts in Textbox 1.

Table 3. Content analysis of individual tweets (n=233).

<table>
<thead>
<tr>
<th>Category</th>
<th>Theme</th>
<th>Example</th>
<th>Tweets, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>5G and the coronavirus disease are linked</td>
<td>“5G Kills! #5Gcoronavirus - they are linked! People don’t be blind to the truth!”</td>
<td>81 (34.8)</td>
</tr>
<tr>
<td>2</td>
<td>General tweets not expressing a view or opinion</td>
<td>“I have a 10AM Skype Chat on Monday, COVID-19 #5Gcoronavirus”</td>
<td>77 (33.0)</td>
</tr>
<tr>
<td>3</td>
<td>Anticonspiracy theories or humor</td>
<td>“5G is not harming or killing a single person! COVID-19 #5Gcoronavirus”</td>
<td>75 (32.2)</td>
</tr>
</tbody>
</table>
Academics have been alarmed at the rate of fake news and misinformation across social media [28-32]. Initially, social media platforms had been praised for their ability to spread liberal messages during events such as the Arab Spring [22] and during the initial launch of WikiLeaks [33]. False information has been a genuine concern among social media platforms during COVID-19, and Facebook has implemented a new feature that will inform users if they have engaged with false information [34].

One method of counteracting fake news is to be able to detect it rapidly and address it head-on at the time that it occurs. In the specific influencer analysis (in the User Analysis section), there was a lack of an authority figure who was actively combating such misinformation. This study found that a dedicated individual Twitter account set up to spread the conspiracy theory formed a cluster in the network with 408 other Twitter users. This account, at the time of analysis, had managed to send a total of 303 tweets during this specific time period before it was closed down by Twitter. In hindsight, if this account would have been closed down much sooner, this would have halted the spread of this specific conspiracy theory. Moreover, if other users who were sharing humorous content and link baiting the hashtag refrained from tweeting about the topic and instead reported conspiracy-related tweets to Twitter, the hashtag would not have reached trending status on Twitter.

As more users began to tweet using the hashtag, the overall visibility increased. Public health authorities may wish to advise citizens against resharing or engaging with misinformation on social media and encourage users to flag them as inappropriate to the social media companies. Many social media platforms provide users with the ability to report inappropriate content.

A further method of counteracting misinformation is to seek the assistance of influential public authorities and bodies such as public figures, government accounts, relevant scientific experts, doctors, or journalists. A further key point to make is that the fight against misinformation should take place on the platform where it arises. This is because people will not go to a website to read the countering report, but they will watch a video or a memo voice sent via WhatsApp or posted on a social media platform. Public TV, newspapers, and radio stations could also seek to devote regular programs to counteract fake news by discussing conspiracy theories that were spreading at the time. It could also be argued that it is important to analyze the context of the fake news and why it is spreading. Are people afraid? Does the theory propose a risk? Any content that aims to correct misinformation should aim to dispel people’s fears.

This research set out to address four research questions that are now discussed. In regard to identifying how the conspiracy was spreading on Twitter, this article shows that a number of citizens who believed the conspiracy theory were actively tweeting and spreading it (as highlighted in Table 1). A dedicated account that was set up for the sole purpose of spreading the conspiracy theory was identified. We also identified the “humor effect” in the sense that even those users who joined the discussion to mock the conspiracy theory inadvertently drew more attention to it.

In addressing the second research objective, this paper identifies a number of influential online sources that created content aiming to show a link between COVID-19 and 5G (as highlighted in Tables 2 and 3). These consisted of the website InfoWars, a commercial organization selling products that protect against electromagnetic fields. A website dedicated to linking 5G to COVID-19 was also identified. Specific YouTube videos and the YouTube domain itself were also found to be influential.

The third research objective was to identify whether people really believed 5G and COVID-19 were linked, as Twitter is known to contain humorous content [16]. It was found that 34.8% (n=81/233) of individual tweets contained views that 5G and COVID-19 were linked. Although it is a low percentage, there are indeed users who genuinely believe COVID-19 and 5G are linked.

In regard to the fourth research objective, this article sought to identify and discuss potential actions public health authorities could take to mitigate the spread of the conspiracy theory. Specifically, this study found that an individual account had been set up to spread the conspiracy theory and was able to attract a following and send out many tweets. Based on our analysis of this conspiracy theory on Twitter, its spread could have been halted if the accounts set up to spread misinformation were taken down faster than they were. Public health authorities should also aim to focus on these types of accounts in combating misinformation during the current COVID-19 pandemic. In addition, an authority figure with a sizeable following could have tweeted messages against the conspiracy theory and urged
other users that the best way to deal with it is to not comment on, retweet, or link bait using the hashtag. This is because when users joined the discussion to dispel, ridicule, or piggyback on the hashtag, the topic was raised to new heights and had increased visibility.

A strength of this study is that it has identified the drivers of the conspiracy theory, the content shared, and the strategies to mitigate the spread of it. Our results are likely to be of international interest during the unfolding COVID-19 pandemic. A further strength of our study is that our methodology can be applied to other conspiracy topics. A limitation of our study is that the Search API can only retrieve data from public facing Twitter accounts. Previous research has noted that certain Twitter topics are likely to contain automated accounts known as “bots” [35]; for instance, in the case of electronic cigarette (e-cigarette) tweets, research has found that social bots could be used to promote new e-cigarette products and spread the idea that they are helpful for smoking cessation [35]. A limitation of our study is that we did not identify social bot accounts; however, influential accounts in our study did not appear to display bot behavior (eg, high number of tweets posted) and appeared to display characteristics of genuine accounts. This could be inferred because certain accounts linked to their profile on other platforms such as YouTube. However, future research could seek to identify the ratio of bots to individual accounts related to conspiracy theories. A further limitation is that our content analysis was conducted on English-language tweets, and further research could seek to examine tweets in other languages. Furthermore, a limitation to our study is that, as we retrieved data using a specific keyword, our data may have excluded tweets from users who tweeted about the conspiracy during this time without using our target keyword or hashtag.

The COVID-19 pandemic has been a serious public health challenge for nations around the world. This study conducted an analysis of a conspiracy theory that threatened to potentially undermine public health efforts. We discussed key users and influential web sources during this time, and discussed potential strategies for combating such dangerous misinformation. The analysis reveals that there was a lack of an authority figure who was actively combating such misinformation, and policymakers should insist in efforts to isolate opinions that are based on fake news if they want to avoid public health damage. Future research could seek to conduct a follow-up analysis of Twitter data as the COVID-19 pandemic evolves.
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Abstract

Disasters and pandemics pose unique challenges to health care delivery. As health care resources continue to be stretched due to the increasing burden of the coronavirus disease (COVID-19) pandemic, telemedicine, including tele-education, may be an effective way to rationally allocate medical resources. During the COVID-19 pandemic, a multimodal telemedicine network in Sichuan Province in Western China was activated immediately after the first outbreak in January 2020. The network synergizes a newly established 5G service, a smartphone app, and an existing telemedicine system. Telemedicine was demonstrated to be feasible, acceptable, and effective in Western China, and allowed for significant improvements in health care outcomes. The success of telemedicine here may be a useful reference for other parts of the world.

(J Med Internet Res 2020;22(5):e19577) doi:10.2196/19577
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Introduction

Coronavirus disease (COVID-19) has been declared a pandemic by the World Health Organization (WHO), whose director-general expressed concerns about the “alarming spread and severity” as well as the “alarming levels of inaction” [1]. Although the outbreaks of severe acute respiratory syndrome (SARS) and Middle East respiratory syndrome (MERS) were associated with much higher respective case fatality rates (CFRs of 9.6% and 34.4%, respectively), the COVID-19 pandemic has led to more deaths due to the large number of individuals infected. Human-to-human transmission of the SARS-CoV-2 (severe acute respiratory syndrome coronavirus 2) virus has become the primary transmission route of the disease [2]. In this context, policymakers need to weigh the risks of inaction and pursue policies and strategies commensurate with the magnitude of the threat.

Pandemics and other public health emergencies typically lead to a surge in demand for medical care, which overwhelms local capabilities. Telemedicine can be broadly defined as the use of telecommunications technologies to provide medical information and services. The benefits of telemedicine in these situations have been well documented [3,4]. Telemedicine can support long-distance clinical care, education, and health administration, and its use has increased dramatically in the past decade.

There are a number of potential benefits to implementing telemedicine, including [5]:

- Improved access to information;
- Provision of care not previously deliverable;
- ...
Improved access to services and increasing care delivery; Improved professional education; Quality control of screening programs; Reduced health care costs.

Western China does not have nearly as many economic resources or health care infrastructure as the eastern parts of the country. High-quality medical resources are concentrated in large- and medium-sized cities, and many county- and district-level hospitals face shortages of qualified personnel and inadequate technology for diagnosis and treatment [6]. Here, we share experiences of a multimodal telemedicine network in Sichuan Province in Western China during the COVID-19 pandemic. The network synergizes a newly established 5G service, a smartphone app, and an existing telemedicine system. The Sichuan telemedicine network was activated immediately after the first COVID-19 outbreak in January 2020 (Figure 1). Disaster response funds have been used to pay directly for telehealth care in the short term through a contingency contract with a telehealth network. It capitalized on the remote capabilities of staff and technology and likely played an important role during the pandemic.

Figure 1. Progression of telemedicine in Western China during the coronavirus disease (COVID-19) pandemic. Left: timeline of COVID-19 events since the first case was reported on December 8, 2019. Right: timeline of telemedicine milestones in Sichuan Province of Western China during the COVID-19 pandemic. WHO: World Health Organization.

Tele-Education of Medical Staff About COVID-19

On January 17, 2020, an expert group for rapid response to COVID-19 was established in Sichuan Province; the experts provided tele-education to medical staff at local hospitals via remote consultation networks, portals, and smartphone apps. So far, more than 800,000 person-times have been devoted to training, helping to ensure the implementation of prevention and control measures against epidemics. Training topics include specimen collection methods, laboratory assays of nucleic acids, standardized diagnosis and treatment, prevention and control of hospital infections, personal protection, and medical waste disposal.

A 5G Dual Gigabit Network and a Multidisciplinary Medical Team

On January 26, 2020, the West China Hospital of Sichuan University (WCHSU) launched a new web-based, real-time video telemedicine system for consultations provided by a multidisciplinary team to deal with COVID-19 cases (Figures 2 and 3). The network has focused on groups particularly vulnerable to severe symptoms of COVID-19, including the elderly, pregnant women, children, and patients with chronic health problems. From January 26 to March 12, 2020, 424 remote consultations were conducted for severe and critical COVID-19 patients, whose median age was 64 years (range 35 days to 87 years). Reasons for the consultations included adjustment of a patient’s antiviral therapy (75%), management of complications (68%), adjustment of respiratory therapy (55%), or confirmation of COVID-19 diagnosis (15%).
Figure 2. The 5G telemedicine network of Sichuan Province, China, established during the coronavirus disease (COVID-19) pandemic. This system makes use of the newly established China Telecom 5G Dual Gigabit infrastructure and currently covers all designated hospitals for COVID-19 of Sichuan Province (5 provincial-level, 24 municipal-level, and 179 county-level hospitals), with the West China Hospital of Sichuan University (WCHSU) as the central node. The median distance between a spoke hospital and WCHSU is 319 km (range 20 to 1191 km).

Figure 3. Web-based, real-time video telemedicine for consultations provided by a multidisciplinary team to deal with cases of coronavirus disease (COVID-19) in Western China.

This new COVID-19 telemedicine system may increase diagnostic accuracy of difficult cases and improve treatment of severe or critical cases of COVID-19 for the large rural population of Western China at low cost; it has been highly praised by the WHO. This system may help explain why the CFR of COVID-19 is only 0.55% in Sichuan Province, which is much lower than the 4.64% in Hubei Province, China, and the mean rate of the world so far.

A 5G Dual Gigabit Network and Remote Computed Tomography Scanning

On February 24, 2020, radiologists at WCHSU used the 5G Dual Gigabit network to remotely perform computed tomography (CT) on patients with COVID-19 at Ganzi People’s Hospital in Ganzi County, Sichuan Province. To our knowledge, this is the first report of remote CT scanning during the COVID-19 pandemic. The experts at WCHSU were able to view the same images and data as the local clinicians at the same time, as well as remotely control the CT equipment at Ganzi People’s Hospital. On March 2, 2020, WCHSU clinicians remotely performed CT scanning of a COVID-19 patient at Huangzhou General Hospital in Huanggang City, Hubei Province. So far, 152 patients at hospitals in the telemedicine network have undergone remote CT scanning under the control and guidance of WCHSU physicians.

This marks the transition of telemedicine from the traditional “consultation” mode to a “practical operation” mode, ensuring high-quality CT even in areas with severe shortages of qualified technicians.
**COVID-19 Consultations Via Telephone and Internet**

WCHSU officially opened a special COVID-19 telephone hotline and smartphone app for online consultations on January 26, 2020, through which medical staff offer free consultations and psychological interventions. By March 23, 2020, 9085 patients had received online consultations or interventions through the app, and 1094 patients had received consultations or interventions from 137 clinicians by telephone. Among these patients, 293 were screened for suspected COVID-19 and followed up.

**Internet-Based Drug Prescription and Delivery to Patients With Chronic Diseases**

Hospitals are a potential source of COVID-19 cross-infection. To reduce accumulation of people in outpatient clinics during the pandemic, WCHSU and other major Chinese hospitals began to offer online consultations and internet-based drug prescription and delivery service for patients with common and chronic diseases since February 1, 2020. The internet-based services are offered through the hospitals’ websites, WeChat accounts, and widely used apps such as Huayitong. By March 23, 2020, 31,905 patients had received prescriptions or medicines through this service. This telemedicine service reduces the number of patient visits, eases overcrowding in outpatient centers, and allays worry among patients with chronic disease.

**Strengths, Limitations, and Future Directions**

Pandemics pose unique challenges to health care delivery. As our experiences from Western China illustrate, although telemedicine will not solve all challenges, it can provide rapid access to specialists who are unavailable in person. With the rapid development of the internet and smartphone apps, telemedicine has transitioned to a multimodal paradigm, offering greater possibilities and convenience. The successes of telemedicine in Western China may provide a useful reference for other parts of the world. Prerequisites for success include sufficient financial resources, technological infrastructure, and overall arrangement of policymakers.

Telemedicine utilizes information and telecommunications technology to transfer medical information for diagnosis, therapy, and education. Although telemedicine clearly has a wide range of potential benefits, it also has some disadvantages. The main drawbacks of telemedicine are a breakdown in the relationship between health professionals and their patients; a breakdown in the relationship between health professionals; issues concerning the quality of health information; and organizational and bureaucratic difficulties [5]. In the future, with advancements in technology (eg, the application of 5G networks to improve the effect of video transmission) and improvement in the management experience of telemedicine by policymakers, the abovementioned limitations can be minimized, and telemedicine may become a sustainable, mainstream solution for both public health emergencies and routine medicine.
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Abstract

Background: In early 2020, over 80,000 cases of coronavirus disease (COVID-19) were confirmed in China. Public prevention and control measures, along with efforts from all sectors of society, were undertaken to control and eliminate disease transmission.

Objective: This paper describes Chinese citizens’ response to the epidemic, the preventive measures they implemented to avoid being infected, and the public strategies that were carried out by the government, health workers, etc. We also discuss the efficacy of these measures in controlling the epidemic in China.

Methods: Information on the responses and behaviors of Chinese citizens were collected through a cross-sectional, internet-based survey using Dingxiang Doctor’s public account on WeChat. Information on public strategies implemented by all sectors of society to control the epidemic and data on new COVID-19 cases were collected from the internet, mainly from government websites. Standard descriptive statistics and multivariate logistic regression analyses were conducted to analyze the data.

Results: A total of 10,304 participants responded to the survey, with 10,198 valid responses; 74.1% (n=7557) were female and 25.9% (n=2641) were male. Overall, 98.2% (n=10,013) of participants paid high or very high attention to the epidemic, with WeChat being their main information source (n=9400, 92.2%). Over half the participants (n=5878, 57.7%) were confident that the epidemic could be curbed in China; 92.4% (n=9427) opened windows for ventilation more frequently than usual; 97.9% (n=9986) used masks in public; 95.7% (n=9759) avoided large crowds and stayed at home as much as possible; and 97.9% (n=9988) washed their hands more often than usual. Women were more likely to practice these behaviors than men (P<.001).

With a series of strict public control measures, like nationwide health education campaigns, holiday extensions, the Examine and Approve Policy on the resumption of work, close management of working and living quarters, a health QR (Quick Response) code system, community screening, and social distancing policies, the number of new cases have decreased dramatically since February 12, 2020.

Conclusions: The methods employed by Chinese citizens and authorities have effectively curtailed the spread of COVID-19, demonstrating that this pandemic can be brought under control as long as the right measures are taken.

(J Med Internet Res 2020;22(5):e18718) doi:10.2196/18718
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Introduction

In December 2019, an outbreak of pneumonia associated with the novel coronavirus disease (COVID-19) was reported in Wuhan, Hubei Province, China [1,2]. The timing of the COVID-19 outbreak, prior to the annual Chinese Lunar New Year holiday, coincided with people returning to their family homes, resulting in several billion person-trips made by residents and visitors [3]. In just 30 days, COVID-19 rapidly spread from a single city to the entire country, and from there to other countries around the world [4-7]. On January 30, 2020, the World Health Organization (WHO) declared the outbreak a public health emergency of international concern [8].

COVID-19 is a highly contagious disease. It mainly spreads from person to person through respiratory droplets, similar to the common cold and influenza viruses (ie, through face-to-face contact accompanied by a sneeze or cough). It can also be transmitted through contact with the secretions of infected individuals. The role of fecal–oral transmission is yet to be determined for COVID-19, but it was found to occur during the severe acute respiratory syndrome (SARS) outbreak [9]. The population is generally susceptible to the virus. Based on current epidemiological surveys, the latency period is usually 2-14 days (median 4 days), though longer cases have been noted [10]. COVID-19 is contagious during the latency period. At the time of submission of this paper, targeted antiviral drugs and vaccines were not yet available for COVID-19.

Under such a situation, it is important to provide the public with adequate information on risks and precautions, like the proper use of masks, frequent handwashing, and the avoidance of large gatherings, to control the outbreak. From January 20, 2020, when person-to-person transmission was confirmed and made public in China by Dr Zhong Nanshan [11], a renowned Chinese respiratory scientist, a large-scale, multilevel health education campaign was implemented in China. Information about COVID-19 spread swiftly on the internet, WeChat, microblogs, television, radio, and other media outlets. In rural areas, educational materials such as posters, bulletin boards, banners, and booklets were immediately provided to people with limited access to the internet. Core information included details on the epidemic situation, the government’s response to the epidemic, information on COVID-19, and self-protection strategies. Following the recommendations of health authorities, Chinese citizens put in place measures to protect themselves against COVID-19, such as staying at home as much as possible, limiting social contact, and wearing protective masks when in public.

During the early part of the outbreak, genetic analyses conducted in China revealed that the virus was similar to, but distinct from, severe acute respiratory syndrome coronavirus (SARS-CoV). China’s emergency management of SARS was heavily criticized in 2003 [12,13], and the Chinese government has improved its epidemic response capacity since then. National and local surveillance systems to prevent and control diseases were established and strengthened; the Field Epidemiology Training Program was initiated to increase the capacity of health workers at different levels; and laboratory capacity, collaboration, and communications with the WHO and the international scientific community were increased and strengthened [14]. The new and potentially serious outbreak of COVID-19 presented an opportunity to evaluate the efficacy of changes in China’s emergency management approach.

This paper aimed to describe Chinese citizens’ responses to the epidemic, the preventive measures they implemented to avoid being infected, and public strategies carried out by the government, health workers, etc. We also discuss the efficacy of these measures in controlling the epidemic in China.

Methods

Data Collection

Data collection for our study comprised two parts. First, information on personal responses and preventive measures to avoid being infected with COVID-19 were collected through a cross-sectional, internet-based survey. The questionnaire collected sociodemographic data (sex, age, occupation, education level, marriage, etc); sources used to obtain information on COVID-19; the level of attention paid to the epidemic; respondents’ confidence in the curbing of the outbreak in China; places that participants had visited during the COVID-19 epidemic period prior to the survey; and preventive measures taken to avoid infection. A 5-point Likert scale (ie, very low=1 to very high=5) was used to evaluate the participants’ confidence in curbing the outbreak by China and their level of attention to the COVID-19 epidemic. The questions about preventive measures were as follows:

1. What did you do to protect your families and friends?
2. Did you open windows for ventilation more frequently than usual?
3. Did you wear a mask in public?
4. Did you avoid large crowds and stay at home as much as possible?
5. Did you wash your hands more often than usual?
6. Under the following circumstance, do you wash your hands after touching public goods, toilet use, returning home, coughing/sneezing, or before eating?
7. Do you wash your hands with soap and running water in most cases?
8. Do you cover your coughs/sneezes with tissue or your bent elbow in most cases?

Questions about COVID-19 were based on the latest official report from the WHO, the Chinese Center for Disease Control and Prevention, and scientific literature. The original questionnaire was developed in Chinese by research group members from the Zhejiang Provincial Center for Disease Control and Prevention and refined over two rounds of Delphi method collaboration. A pilot study was conducted to verify its reliability.

Second, information on public strategies carried out by government, health workers, companies, etc, to protect citizens from being infected were sourced from official government websites, national and local health commission websites, national and local centers for disease control and prevention websites, and official papers [15-26]. Data on new COVID-19
cases were collected from the official website of the National Health Commission of the People’s Republic of China to describe the epidemic trend in China [15].

**Participant Recruitment**

Participants were recruited via Dingxiang Doctor, a WeChat public account with 35 million users in China, used to disseminate health knowledge to the general population. A message stating “COVID-19, have you done enough to prevent it?” was created on the site, with a link to the questionnaire. Users who viewed the message could share it through the internet, allowing for news and information to spread quickly to many people. The study period was from January 31 to February 2, 2020.

The study was approved by the Ethics Committee at Zhejiang Provincial Center for Disease Control and Prevention. Informed consent was obtained from all participants before their information was collected.

**Statistical Analysis**

Data were exported from Dingxiang Doctor to Microsoft Excel and analyzed using SPSS, version 19.0 (IBM Corporation). Standard descriptive statistics were used to summarize the data. Multivariate logistic regression analyses were conducted to explore differences in the practice of preventive behaviors between men and women. \( P \) values <.05 were considered statistically significant (two-sided). Epidemic trends were depicted visually and main public strategies used in China in response to COVID-19 were chronologically described.

**Results**

**Sociodemographic Characteristics of Respondents**

A total of 58,000 Dingxiang Doctor users visited the study page, 17.8% (\( n=10,304 \)) of whom completed the questionnaire; 106 participants outside of China were excluded and 10,198 responses were included in the study. Table 1 presents participants’ sociodemographic characteristics.

Among the participants, 74.1% (\( n=7557 \)) were female and 25.9% (\( n=2641 \)) were male; 47.4 (\( n=4770 \)) were single, divorced, or widowed; 52.6% (\( n=5364 \)) were married. The proportion of participants in the age groups <30 years, 30-49 years, and \( \geq 50 \) years were 55.4% (\( n=5653 \)), 39.8% (\( n=4059 \)), and 4.8% (\( n=486 \)), respectively. Most participants had an undergraduate degree (\( n=7179, 70.4\% \)), while participants with primary or lower, secondary, and postgraduate education comprised 5.1% (\( n=524 \)), 10.8% (\( n=1105 \)), and 13.6% (\( n=1390 \)) of the sample, respectively. A total of 40.1% (\( n=4089 \)) participants worked in the business and service industry, 17.7% (\( n=1809 \)) worked in government institutions, 18.1% (\( n=1844 \)) were students, 6.5% (\( n=666 \)) were health workers, 7.3% (\( n=745 \)) were housewives or househusbands, and 10.3% (\( n=1045 \)) indicated “other” occupational statuses (retired, unemployed, etc).
Table 1. Survey respondents’ sociodemographic characteristics (N=10,198).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Respondents, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender</strong></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>2641 (25.9)</td>
</tr>
<tr>
<td>Female</td>
<td>7557 (74.1)</td>
</tr>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
</tr>
<tr>
<td>&lt;30</td>
<td>5653 (55.4)</td>
</tr>
<tr>
<td>30-49</td>
<td>4059 (39.8)</td>
</tr>
<tr>
<td>≥50</td>
<td>486 (4.8)</td>
</tr>
<tr>
<td><strong>Education</strong></td>
<td></td>
</tr>
<tr>
<td>Primary or less (≤9 years)</td>
<td>524 (5.1)</td>
</tr>
<tr>
<td>Secondary (10-12 years)</td>
<td>1105 (10.8)</td>
</tr>
<tr>
<td>Undergraduate (13-16 years)</td>
<td>7179 (70.4)</td>
</tr>
<tr>
<td>Postgraduate (&gt;16 years)</td>
<td>1390 (13.6)</td>
</tr>
<tr>
<td><strong>Occupation</strong></td>
<td></td>
</tr>
<tr>
<td>Staff of government institutions</td>
<td>1809 (17.7)</td>
</tr>
<tr>
<td>Staff of business and service industry</td>
<td>4089 (40.1)</td>
</tr>
<tr>
<td>Students</td>
<td>1844 (18.1)</td>
</tr>
<tr>
<td>Health workers</td>
<td>666 (6.5)</td>
</tr>
<tr>
<td>Housewives or househusbands</td>
<td>745 (7.3)</td>
</tr>
<tr>
<td>Others (retired, unemployed, etc)</td>
<td>1045 (10.3)</td>
</tr>
<tr>
<td><strong>Marital status</strong></td>
<td></td>
</tr>
<tr>
<td>Single/divorced/widowed</td>
<td>4770 (47.4)</td>
</tr>
<tr>
<td>Married</td>
<td>5364 (52.6)</td>
</tr>
</tbody>
</table>

Personal Responses to the Epidemic and Preventive Measures Taken to Avoid Infection

**Level of Attention to the COVID-19 Epidemic and Information Sources**

Using a 5-point Likert scale, most participants indicated that they paid high attention to the epidemic. As seen in Table 2, 78.8% (n=8035) of participants expressed paying very high attention, and 19.4% (n=1978) paid high attention. In terms of information on COVID-19, WeChat was the participants’ main source of information (n=9400, 92.2%), followed by news and information apps (n=4529, 44.4%), microblogs (n=4154, 40.7%), television or radio (n=4042, 39.6%), family members, friends, or colleagues (n=2417, 23.7%), websites (n=2167, 21.3%), SMS (n=1110, 10.9%), short video apps (n=1606, 15.8%), community advocacy (n=1069, 10.5%), and paper-based media (n=671, 6.6%).
Table 2. Chinese citizens’ level of attention to the coronavirus disease (COVID-19) epidemic and their main information sources.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Total responses (N=10,198), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>How do you rate your attention to the COVID-19 epidemic?</td>
<td></td>
</tr>
<tr>
<td>Very high</td>
<td>8035 (78.8)</td>
</tr>
<tr>
<td>High</td>
<td>1978 (19.4)</td>
</tr>
<tr>
<td>Neutral</td>
<td>170 (1.7)</td>
</tr>
<tr>
<td>Low</td>
<td>11 (0.1)</td>
</tr>
<tr>
<td>Very low</td>
<td>4 (0.04)</td>
</tr>
<tr>
<td>Where did you get information on the epidemic?</td>
<td></td>
</tr>
<tr>
<td>WeChat</td>
<td>9400 (92.2)</td>
</tr>
<tr>
<td>News and information applications</td>
<td>4529 (44.4)</td>
</tr>
<tr>
<td>Microblogs</td>
<td>4154 (40.7)</td>
</tr>
<tr>
<td>Television or radio</td>
<td>4042 (39.6)</td>
</tr>
<tr>
<td>Family members/friends/colleagues</td>
<td>2417 (23.7)</td>
</tr>
<tr>
<td>Websites</td>
<td>2167 (21.3)</td>
</tr>
<tr>
<td>Short video applications</td>
<td>1606 (15.8)</td>
</tr>
<tr>
<td>SMS</td>
<td>1110 (10.9)</td>
</tr>
<tr>
<td>Community advocacy</td>
<td>1069 (10.5)</td>
</tr>
<tr>
<td>Paper media (newspaper, magazine, etc)</td>
<td>671 (6.6)</td>
</tr>
</tbody>
</table>

Preventive Measures to Avoid COVID-19 Infection

Most participants followed the recommendations of the public health authority. Table 3 shows that 92.4% (n=9427) of participants opened windows for ventilation more frequently than usual, 97.9% (n=9986) used masks in public, 95.7% (n=9759) avoided large crowds and stayed at home as much as possible, and 97.9% (n=9988) washed hands more often than usual. As for circumstances under which respondents felt inclined to wash their hands, 88.1% (n=8980) of participants washed their hands after touching public goods, 94.8% (n=9665) after toilet use, 91.5% (n=9331) after returning home, 66.5% (n=6782) after coughing or sneezing, and 87.5% (n=8923) before eating. In terms of how participants washed their hands, 86.7% used soap and running water in most cases. However, only 57.8% (n=5889) of participants covered their coughs and sneezes with tissue or a bent elbow. Furthermore, we found that most participants had tried to influence their families and friends: 84.8% (n=8652) told families and friends to avoid large gatherings, 88.6% (n=9037) asked them to stay at home as much as possible, 82.0% (n=8269) shared information on the epidemic with them, and 85.5% (n=8722) told them to wear a mask in public.

Gender differences existed in the practice of all preventive behaviors, with women being more compliant with all hygiene measures than men. Except for differences in “washing hands after coughing/sneezing or before eating” and “told friends and family to avoid large gatherings,” all differences were statistically significant (P<.05).
Table 3. Preventive measures taken by participants to avoid being infected with coronavirus disease (COVID-19), grouped by gender.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Gender</th>
<th>Total, n (%)</th>
<th>P value&lt;sup&gt;a&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Male, n (%)</td>
<td>Female, n (%)</td>
<td></td>
</tr>
<tr>
<td><strong>What did you do to protect your family or friends?</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Told them to avoid large gatherings</td>
<td>2194 (83.1)</td>
<td>6458 (85.5)</td>
<td>.07</td>
</tr>
<tr>
<td>Persuaded them to stay at home as much as possible</td>
<td>2276 (86.2)</td>
<td>6761 (89.5)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Shared epidemic information with them</td>
<td>2062 (78.1)</td>
<td>6207 (82.1)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Told them to use a mask in public</td>
<td>2205 (83.5)</td>
<td>6517 (86.2)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Did you open windows for ventilation more frequently than usual?</strong></td>
<td></td>
<td></td>
<td>.003</td>
</tr>
<tr>
<td>Yes</td>
<td>2394 (90.6)</td>
<td>7033 (93.1)</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>247 (9.4)</td>
<td>524 (6.9)</td>
<td></td>
</tr>
<tr>
<td><strong>Did you wear a mask in public?</strong></td>
<td></td>
<td></td>
<td>.001</td>
</tr>
<tr>
<td>Yes</td>
<td>2563 (97.0)</td>
<td>7423 (98.2)</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>78 (3.0)</td>
<td>134 (1.8)</td>
<td></td>
</tr>
<tr>
<td><strong>Did you avoid large crowds and stayed at home as much as possible?</strong></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Yes</td>
<td>2488 (94.2)</td>
<td>7271 (96.2)</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>153 (5.8)</td>
<td>286 (3.8)</td>
<td></td>
</tr>
<tr>
<td><strong>Did you wash your hands more often than usual?</strong></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Yes</td>
<td>2557 (96.8)</td>
<td>7431 (98.3)</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>84 (3.2)</td>
<td>126 (1.7)</td>
<td></td>
</tr>
<tr>
<td><strong>Under the following circumstance, do you wash your hands?</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>After touching public goods</td>
<td>2262 (85.7)</td>
<td>6718 (88.9)</td>
<td>.001</td>
</tr>
<tr>
<td>After toilet use</td>
<td>2424 (91.8)</td>
<td>7241 (95.8)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>After returning home</td>
<td>2330 (88.2)</td>
<td>7001 (92.6)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>After coughing/sneezing</td>
<td>1706 (64.6)</td>
<td>5076 (67.2)</td>
<td>.06</td>
</tr>
<tr>
<td>Before eating</td>
<td>2279 (86.3)</td>
<td>6644 (87.9)</td>
<td>.11</td>
</tr>
<tr>
<td><strong>Do you wash your hands with soap and running water in most cases?</strong></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Yes</td>
<td>2196 (83.2)</td>
<td>6646 (87.9)</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>445 (16.8)</td>
<td>911 (12.1)</td>
<td></td>
</tr>
<tr>
<td><strong>Do you cover your coughs/sneezes with tissue or a bent elbow in most cases?</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>1451 (54.9)</td>
<td>4438 (58.7)</td>
<td>.01</td>
</tr>
<tr>
<td>No</td>
<td>1190 (45.1)</td>
<td>3119 (41.3)</td>
<td></td>
</tr>
</tbody>
</table>

<sup>a</sup>Multivariate logistic regression, adjusted for age, education level, occupation, marital status, and region.

**Places Participants Had Visited During the COVID-19 Outbreak (Before the Survey)**

From January 20, 2020, when person-to-person transmission was confirmed and made public in China, social distancing policies were advocated for among the public. As shown in Table 4, the most common place visited by participants before the survey were supermarkets or malls (n=5109, 50.1%); 26.9% (n=2648) of participants always stayed at home, 17.2% (n=1755) of participants went out to gather with friends or family members, 14.0% (n=1427) visited farmers’ markets, 11.0% (n=1120) used public transport, and 8.8% (n=898) went to their workplaces.
Table 4. Places that participants had been to during the coronavirus disease (COVID-19) epidemic period prior to taking the survey.

<table>
<thead>
<tr>
<th>Place</th>
<th>Total responses (N=10,198), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Supermarket or shopping mall</td>
<td>5109 (50.1)</td>
</tr>
<tr>
<td>Always at home</td>
<td>2648 (26.0)</td>
</tr>
<tr>
<td>Gathering with friends or family members</td>
<td>1755 (17.2)</td>
</tr>
<tr>
<td>Farmer’s market</td>
<td>1427 (14.0)</td>
</tr>
<tr>
<td>Public transport areas</td>
<td>1120 (11.0)</td>
</tr>
<tr>
<td>Workplace</td>
<td>898 (8.8)</td>
</tr>
</tbody>
</table>

Participants’ Confidence in Curbing the COVID-19 Epidemic

Over half the participants were confident that the COVID-19 epidemic would be curbed in China, among whom 29.6% (n=3014) participants were strongly confident, and 28.1% (n=2864) were confident. A total of 30.1% (n=3073) participants were neutral, 10.0% (n=1022) lacked confidence, and 2.2% (n=225) strongly lacked confidence (Table 5).

Table 5. Participants’ confidence in curbing the COVID-19 epidemic in China.

<table>
<thead>
<tr>
<th>Confidence level</th>
<th>Total responses (N=10,198), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Strongly confident</td>
<td>3014 (29.6)</td>
</tr>
<tr>
<td>Confident</td>
<td>2864 (28.1)</td>
</tr>
<tr>
<td>Neutral</td>
<td>3073 (30.1)</td>
</tr>
<tr>
<td>Lack of confidence</td>
<td>1022 (10.0)</td>
</tr>
<tr>
<td>Strong lack of confidence</td>
<td>225 (2.2)</td>
</tr>
</tbody>
</table>

Main Public Strategies and Epidemic Trend of COVID-19 in China

Since January 20, 2020, a series of strategies were implemented to curb the spread of the virus to the wider community. Table 6 describes the main public strategies implemented by the government, health workers, factories, companies, etc, in response to the epidemic. In addition to active contact tracing, isolation and quarantine policies, a health education campaign, extension of the Chinese Lunar New Year holiday, social distancing policies, an Examine and Approve Policy on the resumption of work, close management of working and living spaces, and a health QR (Quick Response) code system, among others, were implemented.

Figure 1 shows the epidemic trend of COVID-19 in China. With the approach of the Lunar New Year holiday, mass population movement provided opportunity for the spread of COVID-19, and new cases emerged and increased in cities outside of Wuhan. With social distancing and a range of accompanying epidemic control measures, the number of daily new cases decreased continually after February 12.

<table>
<thead>
<tr>
<th>Date</th>
<th>Main strategies implemented by the government, health workers, factories, companies, and media</th>
</tr>
</thead>
<tbody>
<tr>
<td>January 20</td>
<td>Person-to-person transmission is officially announced to the public. Nationwide health education campaign is initiated. People are encouraged to stay at home, avoid gatherings, wear protective masks when they need to move in public, etc.</td>
</tr>
<tr>
<td>January 23</td>
<td>The government extends Chinese Lunar New Year holiday. Museums, libraries, shopping malls, etc, are closed. Large public events are canceled or postponed. Chinese authorities place a lockdown on Wuhan, the epicenter of COVID-19, and traffic in Wuhan and cities across Hubei Province is restricted and monitored. Transportation is subsequently restricted at a national level.</td>
</tr>
<tr>
<td>January 24</td>
<td>The first batch of medical teams from outside Hubei arrive in Wuhan. More medical staff continue to arrive, totaling over 40,000 individuals. Chinese companies are ordered to build a 1000-bed hospital within 10 days. Work on a second facility with 1300 beds follows 2 days later. To plug the shortage of protective suits, masks, and other medical supplies, Chinese manufacturers from various industries are mobilized, including those that normally manufacture cars and cellphones.</td>
</tr>
<tr>
<td>January 27</td>
<td>The Examine and Approve Policy on resumption of work is initiated. Factories, companies, etc, begin to collect the travel history and health status of staff members.</td>
</tr>
<tr>
<td>February 3</td>
<td>Psychological service is provided nationally. A training program is set up on the National Health Commission website for continuing medical education [20] to share the latest knowledge on prevention, diagnosis, and treatment of COVID-19, to enhance the capacity of health workers.</td>
</tr>
<tr>
<td>February 4</td>
<td>Close management of communities, villages, and workplaces to curb COVID-19 begins in Hangzhou and is later implemented nationally. Community screening is initiated.</td>
</tr>
<tr>
<td>February 10</td>
<td>China urges efforts to ensure orderly resumption of work to provide sufficient material support for epidemic control. The health status of workers is examined and recorded before they resume work and monitored twice a day during work.</td>
</tr>
<tr>
<td>February 11</td>
<td>A health QR code system is developed by Alibaba Company, and implemented to control the spread of COVID-19 in Hangzhou. People traveling to Hangzhou must report their travel history and health conditions in advance online and are issued with green, yellow, or red QR codes, based on the information they had provided. A green code holder, rated as having little chance of being infected, can visit public areas and take public transport normally after taking their temperatures. Those with yellow and red codes, however, must be quarantined for 14 days and report their health information every day, or be sent to a hospital if necessary, before they may travel. Subsequently, the system is implemented nationally.</td>
</tr>
<tr>
<td>February 24</td>
<td>With the decrease in new cases, shopping malls, libraries, museums, etc, are reopened in succession.</td>
</tr>
<tr>
<td>February 28</td>
<td>The government publicly announces that the COVID-19 epidemic in Wuhan is controllable and is heading in a good direction.</td>
</tr>
</tbody>
</table>

\(^a\text{QR: Quick Response.}\)

Figure 1. Daily new cases of coronavirus disease (COVID-19) in China since January 20, 2020.

Discussion

Principal Findings

This is the first large-scale, nationwide study to report on the comprehensive preventive measures taken by Chinese citizens and strategies implemented by the government, health workers, factories, etc, to combat COVID-19 at a national level. We found that Chinese citizens responded quite well to the COVID-19 epidemic, by strictly following the recommendations of health authorities. The frequency of taking preventive
measures by participants was high, with 92.4% of participants opening windows for ventilation more often than usual, 99.4% of participants using masks in public, 95.7% of participants avoiding large crowds and staying at home as much as possible, and 97.9% of participants washing hands more often than usual. However, responses varied among participants, and women showed higher compliance with all hygiene measures than men—a phenomenon that was also found in other studies [27-30]. Furthermore, fewer males than females participated in our survey (25% vs 75%); another internet-based study on Zika also had a similar gender distribution in terms of participants (30% male vs 70% female) [30]. It may be that women are generally more concerned about their health than men, so they are more willing to accept official recommendations and participate in health-related surveys.

Compared with measures taken to prevent the transmission of SARS in 2003 [30], we found a much higher frequency of masks usage (99.4% vs 68.7%), although we also found a lower frequency of covering one’s mouth when sneezing or coughing (57.8% vs 70.6%), and a lower frequency of hand washing after sneezing or coughing (66.5% vs 75.9%). The frequency of washing hands with soap was similar between participants of the two studies. Our findings suggest that although the health education campaign was quite effective in China, further education on practicing respiratory hygiene is needed, as sneezing and coughing are an important transmission route for COVID-19. Moreover, gender should be taken into consideration when planning and implementing health promotion and education programs.

WeChat, the largest standalone social media mobile app in China, was found to be one of the main sources of information on the COVID-19 epidemic for over 90% participants. In China, over 95% of adults own a mobile phone and over 1 billion access WeChat at least once a day. The app has become an integral part of Chinese daily life, with citizens using it to send messages, share updates, and access the latest news from the government, celebrities, enterprises, and so on [31]. Our study further confirmed that WeChat has become an ideal platform for delivering health-related information. Other studies from China also found WeChat to be an effective health behavior intervention platform [31-33].

Our findings showed that over 80% participants had tried to influence their families and friends by telling them to avoid large gatherings and stay at home as much as possible, sharing epidemic information with them, and telling them to use masks when necessary. This finding supports previous findings that participants who lived with their families were more likely to use a higher number of precautionary measures than those who did not live with their families during the SARS outbreak in 2003 [30].

Innovative measures combined with traditional strategies have facilitated China’s response to COVID-19. Traditional strategies, including active contact tracing, isolation and quarantine, a series of social distancing policies, and community containment were reinforced at a national level. China’s emergency management of SARS was heavily criticized in 2003 [12,13]; however, rapid and decisive strategies and the continuing decline of daily new cases of COVID-19 have earned favorable comment [14]. In addition to traditional measures, big data and mobile internet technologies were used to prevent the spread. On February 11, 2020, a unified health QR code system was promoted, first in Hangzhou, and then nationwide. The QR codes, generated with the mobile app Alipay, were based on users’ movements over a 14-day period, including whether users had been to virus-hit areas and had contact with confirmed or suspected cases. Instead of completing a health report form, Chinese citizens can now show the QR code when required; this is a much more time efficient approach to reducing the risk of virus transmission. It has also helped to facilitate traffic and speed up the resumption of work and production, ultimately promoting regional economic recovery [18]. Further, a training program was set up on the National Health Commission website for continuing medical education to share the latest knowledge on prevention, diagnosis, and treatment of COVID-19 to enhance the capacity of health workers around China [20]. Due to restrictions on gatherings during the epidemic and continuous deepening of knowledge on COVID-19, online education is an appropriate way to empower health workers.

**Limitations**

This study has some limitations. First, selection bias might exist. Intrinsic limits, such as partial coverage of the population and missing responses from interviewees, are also present in our study, like other internet-based surveys [34,35]. Participants in our study were younger and more educated compared to the whole population. However, this allowed for the participation of a large group of geographically disparate participants at one discrete time point in a cost-effective and time-efficient manner. For population studies on infectious diseases, like SARS and COVID-19, internet-based surveys are the most appropriate method for data collection, since it avoids transmission of the virus during face-to-face investigation. Second, the number of daily new cases used to describe the trend of the COVID-19 epidemic in China is likely higher due to insufficient testing capacity and difficulties in identifying and counting mild and asymptomatic cases. However, the decline in new cases creates capacity for daily testing. Third, public strategies described in our study represented the main measures taken by the government, health workers, companies, and factories, and we may have missed some details due to restrictions on paper length.

**Conclusions**

Our study provided a broad description of preventive measures taken by Chinese citizens to avoid being infected with the novel coronavirus and the main strategies implemented by the government, health workers, factories, companies, and media to protect citizens. Chinese citizens followed the hygiene recommendations of health authorities very well; however, further education on practicing respiratory hygiene is still needed in China. In addition to traditional response strategies, an innovative health QR code system based on big data and mobile internet technologies has helped to prevent the spread of COVID-19 and facilitate the resumption of work and production. Online education has enhanced the capacity of health workers on the prevention, diagnosis, and treatment of COVID-19 in a
safe and efficient way. With daily decreases in the number of new cases, we conclude that Chinese measures to curb the spread of COVID-19 has been effective. Our findings suggest that an epidemic of COVID-19 can be brought under control as long as the right measures are taken.
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Abstract

Background: On March 11, 2020, the World Health Organization (WHO) officially declared coronavirus disease (COVID-19) to be a pandemic. This posed challenges to many countries, prominent among which is communication with the public to gain their cooperation. Israel faces different challenges from other countries in its management of the COVID-19 crisis because it is in the midst of a deep constitutional crisis.

Objective: The objective of this paper was to examine the response of the Israeli public to the government’s emergency instructions regarding the pandemic in terms of correlations between overall risk perception and crisis management; overall risk perception and economic threat perception; crisis management and compliance with behavioral guidelines; and crisis management and economic threat perception. We also made comparisons between crisis management and spokesperson credibility and between crisis management and the credibility of information sources.

Methods: The sample was established using an online survey that enabled rapid and effective distribution of an online questionnaire during the COVID-19 crisis. The self-selection online survey method of nonprobability sampling was used to recruit participants (N=1056) through social network posts asking the general public (aged ≥18 years) to answer the survey.

Results: Participants aged ≥65 years perceived higher personal risk compared to those aged 18-30 years (mean difference 0.33, 95% CI 0.04-0.61) and those aged 46-64 years (mean difference 0.38, 95% CI 0.12-0.64). Significant correlations were found between overall risk perception and attitudes toward crisis management (r=0.19, P<.001), overall risk perception and economic threat perception (r=0.22, P<.001), attitudes toward crisis management and compliance with behavioral guidelines (r=0.15, P<.001), and attitudes toward crisis management and economic threat perception (r=-0.15, P<.001). Participants who perceived that the prime minister was the most credible spokesperson evaluated the crisis management significantly higher than all other groups. The crisis management was evaluated significantly lower by participants who stated that infectious disease specialists were the most credible spokespersons. Participants for whom the Ministry of Health website was the most credible source of information evaluated the crisis management higher than all other groups. Participants for whom scientific articles were the most credible source of information evaluated the crisis management lower than those who perceived that the WHO/Centers for Disease Control and Prevention websites or Ministry of Health/hospital websites and health care workers were the most credible.

Conclusions: The higher the public trust and evaluation of crisis management, the greater the compliance of the public with guidelines. It was also found that crisis management and information cannot be approached in the same way for the overall public. Furthermore, unlike other epidemics, the COVID-19 crisis has widespread economic and social consequences; therefore, it is impossible to focus only on health risks without communicating economic and social risks as well.

(J Med Internet Res 2020;22(5):e19370) doi:10.2196/19370

http://www.jmir.org/2020/5/e19370/
Introduction

On January 30, 2020, the World Health Organization (WHO) declared the coronavirus disease (COVID-19) outbreak to be a Public Health Emergency of International Concern [1]. The virus continued to spread and cross international borders, and on March 11, 2020, the WHO officially declared COVID-19 a pandemic [2,3]. This pandemic has posed challenges to many countries; prominent among these is communicating with the public to gain their cooperation [4,5].

Despite awareness of the centrality and importance of emerging infectious disease communication, many communication failures have occurred globally and locally surrounding successive epidemic outbreaks, such as bovine spongiform encephalopathy (“mad cow disease”), severe acute respiratory syndrome (SARS), H1N1, Zika virus, and Ebola virus [6,7]. Studies have indicated that mistrust in authorities, lack of information transparency, and failure to customize information to different subpopulations are the main reasons for the failures of emerging infectious disease communication over the years [8,9]. Public trust in government institutions and leaders is essential in any country that seeks to impose authority and maintain public order. If citizens of a country do not place trust in authority, the political, economic and social stability of that country are liable to be harmed [10]. Research shows that the degree of trust in the health system has a major impact on public willingness to receive health instructions and to seek out offered services [11,12]. Lack of cooperation and low levels of trust can cause the public to distance itself from the health system, thus exposing individuals and society to health complications [13].

Trusting an institution implies that individuals believe the entity is generally competent, is able to fulfill its obligations toward its constituents, and acts in responsible ways [11]. In decision-making during health crises, individuals must trust the information they receive, and they must trust the organizations and their spokespersons who communicate the information [14,15]. Conveying information and communicating risk to the public during the COVID-19 crisis are becoming complicated issues because of the ongoing uncertainty surrounding the source and spread of the virus and the absence of a vaccine [16-20].

During a health crisis, policymakers must state uncertainty and share all existing information with the public while addressing and customizing the information to different populations to earn public trust [9] and not lose cooperation, such as in the Ebola case in the US [21] and the polio crisis in Israel [22].

On the individual level, the WHO and health authorities have issued instructions to the public on how to avoid contracting COVID-19 [3]. On the state level, COVID-19 has created national emergencies. Each country has established its own policy to manage the epidemic [23,24]. Measures range from strident to lax: China enacted extreme measures, including a general curfew, shutting down air and land travel, prohibiting public gatherings, building hospitals for patients with COVID-19, and hiring health care personnel; South Korea enacted diverse measures, including a combination of monitoring and careful screening based on increasing the number of tests and using electronic surveillance systems to monitor patients [25-27]. Some countries, such as the United States and the United Kingdom, changed their approaches from lenient to stringent in the middle of the global crisis [28].

Israel is one of the countries that responded to the crisis early. On February 27, the first COVID-19 case was confirmed in Israel. After that, schools were shut down, gatherings were prohibited, electronic surveillance measures were introduced by the government to monitor citizens, and emergency regulations were enacted, including imposing a curfew and allowing people to exit their homes only for critical reasons [29].

As of April 12, 2020, the number of confirmed COVID-19 cases in Israel was 10,878, which is an infection rate of 1257 cases per million citizens. There were 103 deaths, which is 12 per million citizens. Relative to 210 countries and territories worldwide, Israel ranked 47th in number of deaths per million citizens and 25th in number of confirmed cases per million citizens. In addition, the number of tests for coronavirus in Israel was 13,577 per million citizens [30].

Israel’s management of the COVID-19 crisis differs from that of other countries because Israel is in the midst of a deep constitutional crisis, which is affecting its management of the health crisis. The spread of COVID-19 has created a multidimensional crisis in Israel. Internally, the epidemic is endangering public health, undermining economic and social resilience, challenging effective governance, and even providing cover for processes that could potentially harm democratic values [31].

Currently, the crisis in Israel is being managed by an interim government led by an interim prime minister operating under three criminal indictments after three election cycles in which there was no clear victor. Israel’s parliament had stopped functioning normally [32]. Israeli Prime Minister Benjamin Netanyahu made critical decisions during the COVID-19 crisis, such as shutting down the court system and using surveillance to monitor patients, without bringing his decisions to the cabinet [32]. Some critics argue [33] that some of Prime Minister Netanyahu’s decisions were motivated by personal interests (such as closing the courts and thereby postponing his trial) and by political considerations (including the decision to delay the lockdown of centers of contagion, such as ultra-Orthodox communities) [33-35].

In addition to the prime minister, the COVID-19 crisis in Israel is being managed by the director general of the Ministry of Health, who is an economist, and the head of Public Health Services at the Ministry of Health [36]. Most decisions are made by a small team established by Prime Minister Netanyahu [37]. Health Minister Yaakov Litzman (who is not a medical
professional) was involved in the decision-making process only at the beginning of the crisis; he refused to take measures against the ultra-Orthodox community, which is his constituency. During the crisis, hospital directors, physicians, and scientists criticized its management [37-39] and called for the replacement of the director general of the Ministry of Health and of Health Minister Yaakov Litzman by health care professionals [40,41]. There was also criticism of the shortages of testing kits [42] and protective equipment for medical workers [43] as well as of how conflicting information was communicated to the public.

In light of the unique confluence in Israel of the health crisis and the constitutional crisis, this study seeks to examine the response of the Israeli public to the Israeli government’s emergency instructions regarding the pandemic in terms of correlations between overall risk perception and crisis management, overall risk perception and economic threat perception, crisis management and compliance with behavioral guidelines, and crisis management and economic threat perception. We also made comparisons between crisis management and spokesperson credibility and between crisis management and the credibility of information sources.

Methods

Sampling and Data Collection

The sample was planned using a Qualtrics XM online survey (Qualtrics Survey Software) that enabled rapid and effective distribution of an online questionnaire to our research population. The questionnaire is provided in Multimedia Appendix 1. We used the self-selection online survey method of nonprobability sampling [44] to recruit participants through social network posts asking the general public (people aged ≥18 years) to answer the survey. The rationale for using this sampling method is that the general public in Israel, including the researchers, was under movement restrictions at the time of the study; therefore, distribution of the questionnaire on social networks was more rapid and accessible.

The survey was distributed to the public using three main social media platforms: Facebook, WhatsApp, and Instagram. In the first stage, intensive sampling was accomplished through social networks and social media platforms. In the second stage, snowball sampling [45] was performed to reach broader circles in the Jewish and Arab communities. In the third stage, after a summary meeting and evaluation of the breakdown of the sociodemographic variables, it emerged that the number of participants from the Arab community was higher than that from the Jewish community. Another effort focused on dissemination through diverse circles in the Jewish community, such as community forums, official community Facebook pages, and internal diffusion circles that expanded to broader circles.

A total of 1348 people participated in the survey using the Qualtrics XM platform. However, 292/1348 (27.65%) of the questionnaires were not fully completed or were filled out by participants younger than 18 years. Those questionnaires were taken out of the sample, leaving a total of 1056 eligible participants.

The study was approved by the Faculty of Social Welfare and Health Sciences Ethics Committee for research with human subjects at the University of Haifa (Approval No. 20/088).

Research Tools

A quantitative questionnaire was designed to test the following variables: risk perception, crisis management, compliance with directives imposed on the public (report of behavioral intentions), and information sources. The questionnaire was based on previous questionnaires culturally accommodated to populations in Israel; it also accommodated the characteristics of the COVID-19 crisis and the measures taken in its wake [46-50].

Credibility and Validity

Before the questionnaire was distributed, a content validation process was undertaken by performing a pilot study of 20 participants in a limited sampling of the researchers’ narrow circles. The participants were asked to provide feedback on the wording of the questionnaire, the time needed to fill out the questionnaire, etc., and changes were made accordingly. The questions were written in Hebrew and translated into Arabic; subsequently, changes were made in the wording to culturally accommodate it to the specific research population (eg, explanations were provided for certain statements to focus on the participants and prevent information bias).

Questionnaire Structure and Variable Design

In the first part of the questionnaire (Multimedia Appendix 1), the participants were asked to fill out their demographic information. The second part included an index of questions about risk perception. Some questions focused on the participant’s personal fear of contracting coronavirus, such as “How serious do you perceive COVID-19 to be?” The personal risk perception index was the average of 2 questions (Cronbach α=.76). Other questions focused on fears about different age groups, such as “To what extent do you think the following populations are at high risk of contracting COVID-19?” The overall risk perception index was the average of 17 items (Cronbach α=.91).

The third part of the questionnaire included an index of 14 questions (statements) on a Likert scale from 1 (not at all) to 5 (very) about the participants’ behavior according to the guidelines given to the Israeli public as a whole. For example: “During the COVID-19 crisis, to what extent do you think you can give up the following behaviors: handshaking, hugging, kissing, not attending social gatherings, etc.?” and “How hard is it for you to follow the guidelines against leaving home to the following destinations?” Compliance to behavioral guidelines was calculated as the average of all 14 items (Cronbach α=.83).

The fourth part was an index of questions about perceptions of the management of the crisis, such as “I think that the measures taken by the state so far to prevent the spread of COVID-19 have been…” or “I think the Prime Minister’s Office and the Ministry of Health are communicating the COVID-19 crisis to the public in a way that is…”
Attitudes on the crisis management index were calculated as the average of 3 questions after recoding the values of each question into 3 levels of evaluation: 1.5 for poor management, 3 for moderately good management, and 4.5 for good management (3 items, Cronbach α=.60).

The fifth part of the questionnaire included a question about economic security: “Beyond the health threat that COVID-19 poses for the public, to what extent does it threaten your economic security?” (1: It is no threat at all to 5: It is a very major threat.)

The sixth part included questions about the credibility of the spokesperson and credibility of the source of information, such as “What do you think is the most credible source of information on COVID-19?” (where participants were asked to mark one information source out of a list of sources) or “Do you feel you are receiving fully transparent information from the Ministry of Health?” (1: Not at all to 5: I receive extremely transparent information.)

Analysis

A comparison of the personal risk perceptions between age groups was tested using an analysis of variance (ANOVA) model in which the dependent variable was risk perception and the independent variable was age (4 age groups). The specific differences among age groups were tested by post hoc comparisons using the Tukey honestly significant difference (HSD) test.

Correlation between overall risk perception and attitudes toward crisis management and correlation between overall risk perception and economic threat perception were tested using the Pearson correlation coefficient.

Correlation between attitudes toward crisis management and compliance with behavioral guidelines and correlation between attitudes toward crisis management and economic threat perception were tested using the Pearson correlation coefficient.

The relationship between the most credible spokesperson and attitudes toward crisis management was tested using an ANOVA model in which the dependent variable was the attitude toward crisis management and the independent variable was the most credible spokesperson (6 groups, excluding family physicians or other). The specific differences among the 6 groups were tested by post hoc comparison using the Tukey HSD test.

The relationship between the most credible source of information and attitudes toward crisis management was tested using an ANOVA model in which the dependent variable was the attitudes toward crisis management and the independent variable was the source of information (6 sources). The specific differences between credible sources of information and the attitudes toward crisis management among the 6 groups were tested by post hoc comparisons using the Tukey HSD Test.

Results

Participants

A total of 1056 eligible participants filled out the online questionnaire (Table 1). 219/1056 (20.74%) were men and 837/1056 (79.26%) were women. The ages of the participants ranged from 18-95 years, with a mean age of 38 years. Of the participants, 423/1050 (40.29%) were Jewish and 627 (59.71%) were Arab. 395/1028 (38.42%) participants were secular, 443 (43.09%) were traditional, and 190 (18.48%) were religious. The participants’ level of education was as follows: 118/1056 (11.17%) secondary education, 102 (9.66%) postsecondary education, 413 (39.11%) BA, 331 (31.34%) MA, 49 (4.64%) PhD, and 43 (4.07%) other types of education.

Because the ethnicity distribution of the sample was not proportional to the general population distribution, a weighting index was calculated. After weighting the data, the ethnicity distribution was 19% Arab and 81% Jewish according to the distribution of people aged ≥18 years in the general population in Israel. To reduce biases, weighting was applied to the data on all statistical inferences (the sociodemographic details presented in Table 1 are based on raw data with no weighting applied).
Table 1. Sociodemographic characteristics of the survey participants (N=1056).

<table>
<thead>
<tr>
<th>Sociodemographic category and characteristics</th>
<th>n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender</strong></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>219 (20.74)</td>
</tr>
<tr>
<td>Female</td>
<td>837 (79.26)</td>
</tr>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
</tr>
<tr>
<td>18-30</td>
<td>356 (33.78)</td>
</tr>
<tr>
<td>31-45</td>
<td>414 (39.28)</td>
</tr>
<tr>
<td>46-64</td>
<td>224 (21.25)</td>
</tr>
<tr>
<td>≥65</td>
<td>60 (5.69)</td>
</tr>
<tr>
<td><strong>Education</strong></td>
<td></td>
</tr>
<tr>
<td>Secondary</td>
<td>118 (11.17)</td>
</tr>
<tr>
<td>Postsecondary</td>
<td>102 (9.66)</td>
</tr>
<tr>
<td>BA</td>
<td>413 (39.11)</td>
</tr>
<tr>
<td>MA</td>
<td>331 (31.34)</td>
</tr>
<tr>
<td>PhD</td>
<td>49 (4.64)</td>
</tr>
<tr>
<td>Other</td>
<td>43 (4.07)</td>
</tr>
<tr>
<td><strong>Ethnicity</strong></td>
<td></td>
</tr>
<tr>
<td>Jewish</td>
<td>423 (40.29)</td>
</tr>
<tr>
<td>Arab</td>
<td>627 (59.71)</td>
</tr>
<tr>
<td><strong>Religion</strong></td>
<td></td>
</tr>
<tr>
<td>Secular</td>
<td>395 (38.42)</td>
</tr>
<tr>
<td>Traditional</td>
<td>443 (43.09)</td>
</tr>
<tr>
<td>Religious</td>
<td>190 (18.48)</td>
</tr>
</tbody>
</table>

**Risk Perceptions**

A significant difference in the personal risk perceptions between age groups ($F_{(3,1050)}=5.14; P=.002$) was detected. The means and standard deviations of the personal risk indices for the 4 age groups are presented in Table 2.

A significant difference was found between participants aged 65 years and older and participants aged 18-30 years or 46-64 years. Participants aged 65 years and older perceived higher personal risk compared to participants aged 18-30 years (mean difference 0.33, 95% CI 0.04-0.61) and compared to those aged 46-64 years (mean difference 0.38, 95% CI 0.12-0.64). There was no significant difference between participants aged 65 years and older and participants aged 31-45 years in the perception of their personal risk (Table 3).

A significant positive correlation (Pearson) between overall risk perception and attitude toward crisis management was found ($r=0.19, P<.001$). As risk perception increases, the evaluation of the crisis management tends to increase as well.

A significant positive correlation was found between overall risk perception and economic threat perception ($r=0.22, P<.001$). As risk perception increases, the evaluation of the economic threat tends to increase as well, and vice versa; higher economic threat perception is associated with higher risk perception.

Table 2. Comparison of the personal risk perceptions between age groups using an ANOVA model (N=1054).

<table>
<thead>
<tr>
<th>Age group (years)</th>
<th>Personal risk index, mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>18-30</td>
<td>2.76 (0.55)</td>
</tr>
<tr>
<td>31-45</td>
<td>2.84 (0.67)</td>
</tr>
<tr>
<td>46-64</td>
<td>2.70 (0.74)</td>
</tr>
<tr>
<td>≥65</td>
<td>3.08 (0.94)</td>
</tr>
</tbody>
</table>
Table 3. Results of the Tukey HSD test for differences between personal risk perception and age group (N=1054).

<table>
<thead>
<tr>
<th>Compared age groups (years)</th>
<th>Difference between means (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>≥65 and 31-45</td>
<td>0.25 (–0.01 to 0.50)</td>
</tr>
<tr>
<td>≥65 and 18-30</td>
<td>0.33 (0.04 to 0.61)*</td>
</tr>
<tr>
<td>≥65 and 46-64</td>
<td>0.38 (0.12 to 0.64)*</td>
</tr>
<tr>
<td>31-45 and 18-30</td>
<td>0.08 (–0.13 to 0.29)</td>
</tr>
<tr>
<td>31-45 and 46-64</td>
<td>0.14 (–0.04 to 0.32)</td>
</tr>
<tr>
<td>18-30 and 46-64</td>
<td>0.05 (–0.15 to 0.27)</td>
</tr>
</tbody>
</table>

*aStatistically significant at α=.05.

Crisis Management

A significant positive correlation was found between attitudes toward crisis management and compliance with behavioral guidelines (r=0.15, P<.001). Higher evaluation of crisis management was associated with higher compliance.

A significant negative correlation was found between attitudes toward crisis management and economic threat perception (r=–0.15, P<.001). Higher economic threat perception was associated with lower evaluation of crisis management.

Spokesperson Credibility

A significant difference (F_{5,981}=43.16; P<.001) between participants who attributed the most credibility to different spokespersons and their attitudes toward crisis management was detected. The means and standard deviations of the attitudes toward crisis management for the six most credible spokespersons (n=987) are presented in Table 4.

Participants for whom the prime minister was the most credible spokesperson evaluated the crisis management significantly higher than all other groups (Table 5). Significantly lower evaluation of the crisis management was expressed by participants for whom infectious disease specialists were the most credible spokespersons compared to those who considered the director general of the Ministry of Health, the head of Public Health Services, or the Minister of Health to be most credible. Participants for whom journalists were the most credible spokespersons evaluated the crisis management significantly lower than those who believed that the director general of the Ministry of Health or the head of Public Health Services was the most credible.

Table 4. The relationships between the six most credible spokespersons and the attitudes toward crisis management using an ANOVA model (n=987).

<table>
<thead>
<tr>
<th>Most credible spokesperson</th>
<th>Mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Israeli Prime Minister</td>
<td>3.84 (0.44)</td>
</tr>
<tr>
<td>Director general of the Ministry of Health</td>
<td>3.58 (0.49)</td>
</tr>
<tr>
<td>Head of Public Health Services</td>
<td>3.49 (0.45)</td>
</tr>
<tr>
<td>Israeli Minister of Health</td>
<td>3.33 (0.34)</td>
</tr>
<tr>
<td>Infectious disease specialists</td>
<td>2.92 (0.68)</td>
</tr>
<tr>
<td>Journalists</td>
<td>2.87 (0.45)</td>
</tr>
</tbody>
</table>
Table 5. Results of the Tukey HSD test for differences between the most credible spokesperson and the attitudes toward crisis management (n=987).

<table>
<thead>
<tr>
<th>Spokesperson comparison</th>
<th>Difference between means (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Prime Minister</strong></td>
<td></td>
</tr>
<tr>
<td>Director general of the Ministry of Health</td>
<td>0.26 (0.03 to 0.48)⁹</td>
</tr>
<tr>
<td>Head of Public Health Services</td>
<td>0.35 (0.09 to 0.61)⁹</td>
</tr>
<tr>
<td>Minister of Health</td>
<td>0.51 (0.11 to 0.90)⁹</td>
</tr>
<tr>
<td>Infectious disease specialists</td>
<td>0.92 (0.70 to 1.14)⁹</td>
</tr>
<tr>
<td>Journalists</td>
<td>0.97 (0.48 to 1.45)⁹</td>
</tr>
<tr>
<td><strong>Director general of the Ministry of Health</strong></td>
<td></td>
</tr>
<tr>
<td>Head of Public Health Services</td>
<td>0.09 (–0.13 to 0.31)</td>
</tr>
<tr>
<td>Minister of Health</td>
<td>0.25 (–0.12 to 0.62)</td>
</tr>
<tr>
<td>Infectious disease specialists</td>
<td>0.66 (0.49 to 0.83)⁹</td>
</tr>
<tr>
<td>Journalists</td>
<td>0.71 (0.24 to 1.19)⁹</td>
</tr>
<tr>
<td><strong>Head of Public Health Services</strong></td>
<td></td>
</tr>
<tr>
<td>Minister of Health</td>
<td>0.15 (–0.24 to 0.55)</td>
</tr>
<tr>
<td>Infectious disease specialists</td>
<td>0.57 (0.35 to 0.78)⁹</td>
</tr>
<tr>
<td>Journalists</td>
<td>0.62 (0.13 to 1.11)⁹</td>
</tr>
<tr>
<td><strong>Minister of Health</strong></td>
<td></td>
</tr>
<tr>
<td>Infectious disease specialists</td>
<td>0.41 (0.05 to 0.78)⁹</td>
</tr>
<tr>
<td>Journalists</td>
<td>0.46 (–0.11 to 1.04)</td>
</tr>
<tr>
<td><strong>Infectious disease specialists</strong></td>
<td></td>
</tr>
<tr>
<td>Journalists</td>
<td>0.05 (–0.42 to 0.52)</td>
</tr>
</tbody>
</table>

⁹Statistically significant at α=.05.

Source of Information Credibility

A significant difference ($F_{5,1036}=18.15; P<.001$) was detected between participants who attributed the most credibility to different information sources and their attitudes toward crisis management. The means and standard deviations of the attitudes toward crisis management for the six most credible information sources are presented in Table 6.

Participants for whom the Ministry of Health website was the most credible source of information evaluated the crisis management higher than all other groups (Table 7).

Participants for whom scientific articles were the most credible source of information evaluated the crisis management lower than those who believed the WHO and Centers for Disease Control and Prevention (CDC) websites or health maintenance organization (HMO)/hospital websites and health care workers were the most credible.

Table 6. The relationships between the most credible information sources and the attitudes toward crisis management using an ANOVA model (N=1042).

<table>
<thead>
<tr>
<th>Most credible information source</th>
<th>Mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ministry of Health website</td>
<td>3.61 (0.46)</td>
</tr>
<tr>
<td>WHO⁹/CDC⁸ websites</td>
<td>3.23 (0.61)</td>
</tr>
<tr>
<td>HMO⁹/hospital websites and health care workers</td>
<td>3.19 (0.64)</td>
</tr>
<tr>
<td>Google/social networks</td>
<td>3.17 (0.68)</td>
</tr>
<tr>
<td>Media (television/newspapers)</td>
<td>3.07 (0.58)</td>
</tr>
<tr>
<td>Scientific articles</td>
<td>2.87 (0.77)</td>
</tr>
</tbody>
</table>

⁹WHO: World Health Organization.
⁸CDC: Centers for Disease Control and Prevention.
⁹HMO: health maintenance organization.
### Table 7. Results of the Tukey HSD test for difference between most credible source of information and the attitudes toward crisis management (N=1042).

<table>
<thead>
<tr>
<th>Source of information</th>
<th>Difference between means (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Ministry of Health website</strong></td>
<td></td>
</tr>
<tr>
<td>WHO/ CDC websites</td>
<td>0.38 (0.20-0.56)$^c$</td>
</tr>
<tr>
<td>HMO/ hospital websites and health care workers</td>
<td>0.42 (0.20-0.65)$^c$</td>
</tr>
<tr>
<td>Google/social networks</td>
<td>0.44 (0.02 to 0.87)$^c$</td>
</tr>
<tr>
<td>Media (television/newspapers)</td>
<td>0.55 (0.17 to 0.93)$^c$</td>
</tr>
<tr>
<td>Scientific articles</td>
<td>0.74 (0.49 to 0.99)$^c$</td>
</tr>
<tr>
<td><strong>WHO/CDC websites</strong></td>
<td></td>
</tr>
<tr>
<td>HMO/hospital websites and health care workers</td>
<td>0.04 (~0.18 to 0.26)</td>
</tr>
<tr>
<td>Google/social networks</td>
<td>0.06 (~0.37 to 0.49)</td>
</tr>
<tr>
<td>Media (television/newspapers)</td>
<td>0.16 (~0.21 to 0.54)</td>
</tr>
<tr>
<td>Scientific articles</td>
<td>0.36 (0.11 to 0.61)$^c$</td>
</tr>
<tr>
<td><strong>HMO/hospital websites and health care workers</strong></td>
<td></td>
</tr>
<tr>
<td>Google/social networks</td>
<td>0.02 (~0.42 to 0.47)</td>
</tr>
<tr>
<td>Media (television/newspapers)</td>
<td>0.13 (~0.27 to 0.52)</td>
</tr>
<tr>
<td>Scientific articles</td>
<td>0.32 (0.04 to 0.60)$^c$</td>
</tr>
<tr>
<td><strong>Google/social networks</strong></td>
<td></td>
</tr>
<tr>
<td>Media (television/newspapers)</td>
<td>0.10 (~0.44 to 0.64)</td>
</tr>
<tr>
<td>Scientific articles</td>
<td>0.29 (~0.17 to 0.76)</td>
</tr>
<tr>
<td><strong>Media (television/newspapers)</strong></td>
<td></td>
</tr>
<tr>
<td>Scientific articles</td>
<td>0.19 (~0.23 to 0.61)</td>
</tr>
</tbody>
</table>

*aWHO: World Health Organization.*

*bCDC: Centers for Disease Control and Prevention.*

$c$Statistically significant at $\alpha=.05$.

$dHMO$: health maintenance organization.

### Discussion

#### Principal Findings

This study was conducted during March 2020 in Israel. We sought to examine public perceptions of risk concerning COVID-19 and public assessment of policymakers’ management of the crisis. The findings indicate that participants aged 65 years and older have a higher risk perception of contracting COVID-19 than the younger age groups. This finding is consistent with scientific facts indicating that older people are at highest risk due to the severity of the illness and the fatality rate [51]. The older age group indicated that its fears are science-based and were not false concerns. Similarly, the younger age groups were less afraid, which is consistent with their relative risk.

The findings of this study also indicate that the greater the participant’s personal risk perception, the better they evaluated the crisis management, and vice versa. A possible explanation of this finding is that people who are very concerned about COVID-19 are at such a high level of fear that they view any action taken by policymakers to confront and combat the virus as reasonable. Furthermore, the actions taken by Israel, such as requiring people returning from abroad to enter quarantine since the beginning of the crisis before there were any fatalities in Israel; grounding of flights; cancellation of public events and gatherings; surveillance and phone tracking of patients; and curfew on the entire public were perceived by people who are very afraid of the disease as appropriate and not excessive. To reinforce this interpretation, it was found in studies that higher levels of perceived susceptibility are associated with greater intention to change behavior in the manner recommended in the fear appeal message; also, a higher level of perceived susceptibility is a strong determinant of intentions and behavior, even in the face of weak arguments [52]. On the other hand, people with lower perceived susceptibility evaluated the crisis management as less good, possibly for the opposite reason: they view the draconian measures taken by Israel, including an arbitrary curfew on the entire population (including subpopulations that were not at risk) and a curfew on geographical areas where contagion was low, as excessive and disproportionate. These measures have drawn public criticism [38,53].
Another finding of the study is a positive significant correlation between overall risk perception and economic threat perception. As risk perceptions increase, the evaluation of the economic threat also tends to increase, and vice versa. This finding indicates that the health crisis caused by the COVID-19 pandemic had far-reaching consequences for the global, national, and personal economy; therefore, the participants were afraid not only of the health threat but also the inherent economic threat. It was also found that higher economic threat perception was associated with lower evaluation of crisis management.

It is likely that people who perceive a high personal economic threat feel that the government is not managing the crisis well if it is allowing their economic resilience to be harmed. The feeling that the crisis management is causing fatal harm to the Israeli economy also arises from conversations on social networks and the Israeli media, where it has been argued that the high economic and political price that Israel is paying is even more dangerous than COVID-19 [54].

Another key finding from this study was a positive significant correlation between attitudes toward crisis management and compliance with behavioral guidelines. Studies indicate that public trust in government institutions and leaders is considered essential in any country that seeks to impose its authority on the public and maintain order. High evaluation and trust of the functioning of authorities affects the behavior of the public [11,12]. In the context of this study, the participants’ high evaluation of the crisis management in Israel affected the public’s high compliance with the guidelines during the pandemic. This finding reinforces the importance of trust in the health care system, especially during a crisis such as the COVID-19 pandemic, when the public is asked to change its routine behaviors and habits.

Furthermore, the findings of this study indicate that participants for whom the prime minister was the most credible spokesperson evaluated the crisis management as significantly better than all other groups. The crisis management was evaluated as significantly worse by participants who perceived infectious disease specialists to be the most credible spokespersons compared to those who perceived the most credible spokespersons to be the director general of the Ministry of Health, the head of Public Health Services, or the Minister of Health. These findings indicate the importance of spokespersons during epidemic crises [55].

Selecting appropriate spokespersons to communicate with the public during and after a health crisis is a strategic decision that can have far-reaching results [56-58]. The spokesperson is perceived as the representative of the establishment managing the crisis [55,59,60]. The higher the credibility of the spokesperson, the greater the chance the audience will be open to receiving the messages and complying with the guidelines.

Participants who viewed Prime Minister Netanyahu as the most credible spokesperson evaluated the crisis management as good because he performs two functions: manager and spokesperson of the crisis. Throughout the crisis, Prime Minister Netanyahu appeared at dozens of press conferences and delivered the guidelines to the public himself. Conversely, participants who viewed infectious disease specialists as the most credible spokespersons provided a lower evaluation of the crisis management. The apparent reason is that in Israel, the crisis was managed over the entire period since the COVID-19 crisis began by a very narrow and centralized team [37]. This team was harshly criticized by certain elements in the health care system and the general public. The criticism focused on the insufficient number of public health and medical experts on the team. Due to this criticism, during the crisis, hospital directors and physicians called for the director general of the Ministry of Health, who is an economist, and the health minister, who is not a health professional, to be dismissed and replaced with professionals [40,61]. In epidemic/pandemic crises in the age of new media, it is important for both spokespersons and information sources to be perceived by the public as credible [62-65]. The findings of this study indicate that those who perceived the health ministry to be the most credible information source also perceived the crisis management to be the most favorable, contrary to those who perceived academic articles to be the most credible information sources and perceived the crisis management as less favorable.

It is likely that the participants who perceived the Ministry of Health website (ie, the website that represents the body managing the crisis) as most credible will also perceive the crisis management to be good. Thus, they are exposed to information on the Ministry of Health website, which supports its management decisions with findings and testimonies; this exposure apparently affects their view of the crisis management as optimal. Conversely, people who read academic articles and are not only exposed to informative materials provided to them by the Ministry of Health are likely to be highly literate; therefore, it is likely that they are exposed to other materials and findings that are not consistent with the Ministry of Health guidelines.

Experts have argued that the Israeli Ministry of Health guidelines are contradictory. At the beginning of the COVID-19 crisis, the Israeli Ministry of Health claimed that there was no need for masks, although they were already being used in other countries according to recommendations and prior knowledge [66]; however, later, the guideline was changed to require the public to use masks. In another example of conflicting information, due to the shortage of personal protective equipment (PPE) for its employees, the Ministry of Health initially issued a statement in mid-March stating that health care workers do not need to wear PPE regularly but only in certain situations [67]. Following the Ministry of Health statement, senior physicians from across the country claimed that the Ministry of Health statement was an excuse to cover up the inadequacy of the Israeli health care system. According to the last State Comptroller and Ombudsman of Israel report [68], the PPE shortage is only one example of this inadequacy.

Also, it was found in the literature that vaccine-hesitant groups who show skepticism toward the establishment are exposed to academic articles and do not rely only on government information [49]. Follow-up studies can examine the association between the phenomenon of hesitancy and how hesitant groups perceive the management of the COVID-19 crisis.
**Limitations**

The limitations of this study are that it is not a representative study. This study used nonprobability sampling procedures and measuring. Despite the nonprobability sampling, the sample included a high total number of participants. Secondly, since the research was conducted during the COVID-19 crisis and it was important to examine the public's positions regarding crisis management, we decided to distribute the survey online on social networks to reach a broad circle of people in a short time. Furthermore, during the COVID-19 crisis, the public was required to maintain social distancing; therefore, an online survey was the most suitable tool. However, the sociodemographic statistics presented suggest that a diverse sample was reached based on sociodemographic variables. Since the ethnicity distribution of the sample was not proportional to the general population distribution, a weighting index was calculated. The ethnicity distribution after weighting the data was 19% Arab and 81% Jewish according to the distribution of the general population aged ≥18 years in Israel. To reduce biases, weighting was applied to the data on all statistical inferences.

**Conclusions**

This study suggests that it is critical to establish public trust in decision makers. The higher the public trust and evaluation of crisis management, the more the public will comply with guidelines. It was also found that the crisis management and information cannot be approached in the same way for the overall public. Decision makers must address and communicate the risks differently to different subpopulations that have different risk perceptions and different levels of health literacy. Furthermore, unlike other epidemic crises, the COVID-19 crisis has widespread economic and social consequences; therefore, it is impossible to communicate and focus only on the health risk without communicating the economic and social risks as well.
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Abstract

Background: In December 2019, pneumonia cases of unknown origin were reported in Wuhan City, Hubei Province, China. Identified as the coronavirus disease (COVID-19), the number of cases grew rapidly by human-to-human transmission in Wuhan. Social media, especially Sina Weibo (a major Chinese microblogging social media site), has become an important platform for the public to obtain information and seek help.

Objective: This study aims to analyze the characteristics of suspected or laboratory-confirmed COVID-19 patients who asked for help on Sina Weibo.

Methods: We conducted data mining on Sina Weibo and extracted the data of 485 patients who presented with clinical symptoms and imaging descriptions of suspected or laboratory-confirmed cases of COVID-19. In total, 9878 posts seeking help on Sina Weibo from February 3 to 20, 2020 were analyzed. We used a descriptive research methodology to describe the distribution and other epidemiological characteristics of patients with suspected or laboratory-confirmed SARS-CoV-2 (severe acute respiratory syndrome coronavirus 2) infection. The distance between patients’ home and the nearest designated hospital was calculated using the geographic information system ArcGIS.

Results: All patients included in this study who sought help on Sina Weibo lived in Wuhan, with a median age of 63.0 years (IQR 55.0-71.0). Fever (408/485, 84.12%) was the most common symptom. Ground-glass opacity (237/314, 75.48%) was the most common pattern on chest computed tomography; 39.67% (167/421) of families had suspected and/or laboratory-confirmed family members; 36.58% (154/421) of families had 1 or 2 suspected and/or laboratory-confirmed members; and 70.52% (232/329) of patients needed to rely on their relatives for help. The median time from illness onset to real-time reverse transcription-polymerase chain reaction (RT-PCR) testing was 8 days (IQR 5.0-10.0), and the median time from illness onset to online help was 10 days (IQR 6.0-12.0). Of 481 patients, 32.22% (n=155) lived more than 3 kilometers away from the nearest designated hospital.

Conclusions: Our findings show that patients seeking help on Sina Weibo lived in Wuhan and most were elderly. Most patients had fever symptoms, and ground-glass opacities were noted in chest computed tomography. The onset of the disease was characterized by family clustering and most families lived far from the designated hospital. Therefore, we recommend the
following: (1) the most stringent centralized medical observation measures should be taken to avoid transmission in family clusters; and (2) social media can help these patients get early attention during Wuhan’s lockdown. These findings can help the government and the health department identify high-risk patients and accelerate emergency responses following public demands for help.

**Methods**

**Overview**

Sina Weibo launched a platform to provide online help channels for patients infected with SARS-CoV-2. From February 3 to 20, 2020, we obtained 9878 posts by using the keyword 肺炎求助 (COVID-19 pneumonia patients seeking help) from Sina Weibo through its application programming interface (API). Python (Python Software Foundation) was used to implement a rule-based screening and classification method on the PyCharm platform. We used the collected posts as a training set, including related posts and unrelated posts. Based on the post-for-help rules formulated by Sina Weibo, we considered the post text, as well as keywords pertaining to name, age, home address, time of illness, and description of illness as a related post; otherwise, it was deemed an irrelevant post. We excluded 6922 irrelevant posts that only described opinions and feelings about help seeking related to COVID-19 and initially collected 2956 related posts that contained mentions of clinical symptoms and/or imaging descriptions. Then, we manually screened out and excluded posts. We excluded 1679 reposted posts, 556 posts with a significant amount of missing valid clinical data, 195 nonpneumonia patient posts, and 41 patient posts with non-Wuhan home addresses. Finally, we selected 485 patient posts that presented clinical symptoms and imaging descriptions (Figures 1 and 2). The number of patient posts on Sina Weibo has been declining because these patients have actively deleted posts upon hospital admission.

We collected clinical symptoms, chest computed tomography (CT) findings (the chest CT was only summarized for those who provided a clinical report), days from illness onset to online help, days from illness onset to RT-PCR testing, RT-PCR test results, the relationship between helpers and patients, and home address details from Sina Weibo’s records. We performed a study on the clinical characteristics of suspected or laboratory-confirmed patients with the SARS-CoV-2 infection seeking help on Sina Weibo. Suspected cases were identified as having fever or respiratory symptoms such as shortness of breath, cough, productive sputum, or chest pain. A laboratory-confirmed case with SARS-CoV-2 infection was defined as a positive result to high throughput sequencing or real-time reverse transcription-polymerase chain reaction (RT-PCR) assay of throat swabs and sputum [2].
We also used a descriptive research methodology to analyze the distribution of patients throughout Wuhan and the relationship between helpers and patients. The distance from patients’ home to the nearest designated hospital was calculated using the geographic information system ArcGIS. The data used in the current study is publicly accessible on Sina Weibo and readers can obtain the raw data online [24]. We have effectively protected the privacy of subjects and strictly adhered to the principle of confidentiality in terms of information collection, storage and transmission, and information use and deletion. The study was approved by the Shanghai Jiaotong University Xinhua Hospital Ethics Committee and was carried out in accordance with the Declaration of Helsinki. We have made an application for exemption from informed consent and obtained approval.

Figure 1. An example of a patient with coronavirus disease (COVID-19) seeking help on Sina Weibo. RT-PCR: reverse transcription-polymerase chain reaction.
Statistical Analysis
Continuous variables were expressed as median (IQR) when appropriate. Categorical variables were summarized as counts and percentages in each category. Analysis was conducted using SPSS, version 19.0 (IBM). We used ArcGIS, version 10.2.2, to plot the numbers of patients seeking help on a map.

Results
Demographic and Clinical Characteristics
We selected 485 patients with suspected or laboratory-confirmed SARS-CoV-2 infection with at least clinical symptoms and imaging descriptions from Sina Weibo. The demographic and clinical characteristics were shown in Table 1. The median age was 63.0 years (IQR 55.0 to 71.0), 0.21% (1/470) of patients were below 15 years of age, and 50.10% (243/485) were female. Fever (408/485, 84.12%) was the most common symptom. Other symptoms reported by patients included fatigue (224/485, 46.19%), shortness of breath (261/485, 53.81%), nausea or vomiting (81/485, 16.70%) and diarrhea (61/485, 12.58%). In total, 23.09% (112/485) of patients had at least one underlying disorder (eg, hypertension, chronic obstructive pulmonary disease, etc). All patients underwent chest CT. Of these patients, 35.26% (171/485) reported lung infection on the chest CT but did not provide their clinical reports. In the remaining 64.74% (314/485) of patients, the most common pattern on chest CT was ground-glass opacity (237/314, 75.48%) and bilateral patchy shadowing (191/314, 60.83%). The median time from illness onset to RT-PCR testing was 8.0 days (IQR 5.0-10.0), and the median time from illness onset to online help was 10.0 days (IQR 6.0-12.0). RT-PCR testing was performed in 52.16% (253/485) of patients; 68.38% (173/253) were positive, 1.98% (5/253) were suspected cases, and 10.67% (27/253) were negative.

The 485 patients came from 421 families, and 39.67% (167/421) of these families had at least one family member with a laboratory-confirmed and/or suspected diagnosis of SARS-CoV-2; 11.40% (48/421) of families had one laboratory-confirmed family member only. Families with one confirmed case accounted for 9.50% (40/421); two, three, and four confirmed members accounted for 1.19% (5/421), 0.48% (2/421), and 0.24% (1/421), respectively. A suspected diagnosis occurred in 30.64% (129/421) of families; a family with one suspected member accounted for 21.14% (89/421), two suspected members accounted for 7.60% (32/421), three suspected members accounted for 1.43% (6/421), and four suspected members accounted for 0.48% (2/421) (Figure 3).
Table 1. Clinical characteristics of suspected or laboratory-confirmed patients with severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2) infection (N=485).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), median (IQR)</td>
<td>63.0 (55.0-71.0)</td>
</tr>
<tr>
<td><strong>Age groups (n=470), n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>0-14 years</td>
<td>1 (0.21)</td>
</tr>
<tr>
<td>15-49 years</td>
<td>74 (15.74)</td>
</tr>
<tr>
<td>50-64 years</td>
<td>178 (37.87)</td>
</tr>
<tr>
<td>≥65 years</td>
<td>217 (46.17)</td>
</tr>
<tr>
<td><strong>Sex (female; n=485), n (%)</strong></td>
<td></td>
</tr>
<tr>
<td></td>
<td>243 (50.10)</td>
</tr>
<tr>
<td><strong>Respiratory symptoms, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Fever (temperature ≥37.3 °C)</td>
<td>408 (84.12)</td>
</tr>
<tr>
<td>Cough</td>
<td>190 (39.18)</td>
</tr>
<tr>
<td>Fatigue</td>
<td>224 (46.19)</td>
</tr>
<tr>
<td>Shortness of breath</td>
<td>261 (53.81)</td>
</tr>
<tr>
<td>Nausea or vomiting</td>
<td>81 (16.70)</td>
</tr>
<tr>
<td>Diarrhea</td>
<td>61 (12.58)</td>
</tr>
<tr>
<td><strong>Coexisting disorders (n=485), n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Any</td>
<td>112 (23.09)</td>
</tr>
<tr>
<td>Chronic obstructive pulmonary disease</td>
<td>10 (2.06)</td>
</tr>
<tr>
<td>Diabetes</td>
<td>43 (8.87)</td>
</tr>
<tr>
<td>Hypertension</td>
<td>55 (11.34)</td>
</tr>
<tr>
<td>Coronary heart disease</td>
<td>38 (7.84)</td>
</tr>
<tr>
<td>Cerebrovascular diseases</td>
<td>12 (2.47)</td>
</tr>
<tr>
<td>Cancer(^a)</td>
<td>7 (1.44)</td>
</tr>
<tr>
<td>Chronic renal diseases</td>
<td>7 (1.44)</td>
</tr>
<tr>
<td>Immunodeficiency</td>
<td>2 (0.41)</td>
</tr>
<tr>
<td>Hepatitis B infection(^b)</td>
<td>3 (0.62)</td>
</tr>
<tr>
<td><strong>Radiologic findings: abnormalities on chest CT (^c) (n=314), n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Ground-glass opacity</td>
<td>237 (75.48)</td>
</tr>
<tr>
<td>Local patchy shadowing</td>
<td>20 (6.37)</td>
</tr>
<tr>
<td>Bilateral patchy shadowing</td>
<td>191 (60.83)</td>
</tr>
<tr>
<td>Interstitial abnormalities</td>
<td>6 (1.91)</td>
</tr>
<tr>
<td>Days from illness onset to online help, median (range)</td>
<td>10 (6-12)</td>
</tr>
<tr>
<td>Days from illness onset to RT-PCR(^d) testing, median (range)</td>
<td>8 (5-10)</td>
</tr>
<tr>
<td><strong>Underwent RT-PCR testing (n=253), n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Positive</td>
<td>173 (68.38)</td>
</tr>
<tr>
<td>No result</td>
<td>48 (18.97)</td>
</tr>
<tr>
<td>Suspect</td>
<td>5 (1.98)</td>
</tr>
<tr>
<td>Negative</td>
<td>2 (10.67)</td>
</tr>
</tbody>
</table>

\(^a\)Cancer referred to any malignancy.

\(^b\)Hepatitis B infection denotes a positive test for hepatitis B surface antigen, with or without elevated alanine or aspartate aminotransferase levels.

\(^c\)CT: computed tomography.

\(^d\)RT-PCR: reverse transcription-polymerase chain reaction.
The Distribution of Patients Throughout Wuhan and the Distance Between Helpers and Hospitals

All patients were located in Wuhan, but more patients lived in the central districts (Hongshan, Jiang'an, Wuchang, Hanyang, and Qiaokou) compared to outskirt districts (Figure 4). We further analyzed the distance between patients and the nearest designated hospital. Among these patients, four had missing home address information. We found that 25.57% (123/481) were within 1 kilometer of the nearest designated hospital, 24.74% (119/481) lived within 1-2 kilometers, 17.46% (84/481) lived within 2-3 kilometers, and 32.22% (155/481) lived more than 3 kilometers away (Table 2 and Figure 5).

Figure 3. The distribution of family clusters.

Figure 4. The distribution of patients throughout Wuhan.
Table 2. The distance between patients and the nearest designated hospital, as well as the relationship between helpers and patients.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Count, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Distance (n=481)</strong></td>
<td></td>
</tr>
<tr>
<td>≤1km</td>
<td>123 (25.57)</td>
</tr>
<tr>
<td>1-2 km</td>
<td>119 (24.74)</td>
</tr>
<tr>
<td>2-3 km</td>
<td>84 (17.46)</td>
</tr>
<tr>
<td>≥3km</td>
<td>155 (32.22)</td>
</tr>
<tr>
<td><strong>Relationship between helper and patient (n=329)</strong></td>
<td></td>
</tr>
<tr>
<td>Relative</td>
<td>232 (70.52)</td>
</tr>
<tr>
<td>Friend</td>
<td>38 (11.55)</td>
</tr>
<tr>
<td>Patient themselves</td>
<td>34 (10.33)</td>
</tr>
<tr>
<td>Spouse</td>
<td>14 (4.26)</td>
</tr>
<tr>
<td>Sibling</td>
<td>11 (3.34)</td>
</tr>
</tbody>
</table>

Figure 5. The distance between patients and their nearest designated hospital.

The Relationship Between Helpers and Patients
We explored the relationship between helpers and patients. During data collection, 156 helpers stated that they were family members of patients, but they did not specify their relationship. The remaining 70.52% (232/329) of helpers were the patients’ relatives; 11.55% (38/329) were friends, 4.26% (14/329) were their spouses, 3.34% (11/329) were siblings, and 10.33% (34/329) were the patients themselves (Table 2).

Discussion
Principal Findings
This study has shown that patients seeking help on Sina Weibo lived in Wuhan and most of them were elderly. Our statistical analysis of the age of patients seeking help on Sina Weibo demonstrated that patients on Sina Weibo were older—the proportion of patients who were ≥65 years was as high as...
46.17%. Zhong et al [3] reported that only a small proportion (15.1%) of 1099 laboratory-confirmed COVID-19 patients were aged ≥65 years. On the other hand, our study has found that the highest incidence was among adults over 50 years of age [25]. Additionally, 23.09% of patients had at least one underlying disorder. Fever was the dominant symptom whereas gastrointestinal symptoms were rare. Ground-glass opacity was the most common pattern on chest CT. Among all laboratory-confirmed COVID-19 patients, the most common pattern on chest CT were ground-glass opacity (56.4%) [3]. Our study has shown that the median time from illness onset to RT-PCR testing was 8 days, and the median time from illness onset to online help was 10 days. A recent study showed that the mean time from onset to hospital admission in 44 patients in Wuhan, with onset before January 1, was 12.5 days; in 189 patients with onset from January 1 to 11, the mean time was 9.1 days [5].

Person-to-person transmission of COVID-19 in hospital and family settings has been increasing [26-29]. Family clustering played an important part in increasing the number of COVID-19 cases [30]. Our study provided further evidence of human-to-human transmission, although 60.33% of families had no clustered onset, indicating that home isolation may be effective for patients. However, 39.67% of families had suspected and/or laboratory-confirmed cases among family members. In addition, 36.58% of families had 1 or 2 suspected and/or laboratory-confirmed family members. This is also in line with the finding that patients, on average, transmit the infection to 2.2 other people [5]. Therefore, home isolation might lead to the risk of COVID-19 outbreaks in family clusters [31]. This means that it is crucial to strictly isolate patients and trace and quarantine contacts as early as possible [32,33]. The most stringent centralized medical observation measures should be taken as soon as possible to avoid outbreaks in family clusters due to home isolation [31], such as a modular hospital to treat patients with mild illness [34].

Our research also found that the number of patients in the Wuchang, Jiang’an, Qiaokou, Hongshan, and Hanyang districts was greater than in other districts. Figure 4 shows a central agglomeration of patients; this may be consistent with the outbreak of the epidemic in the Huanan Seafood Wholesale Market in the Jianghan district, which was thought to be the initial infection site from an animal source in China [35] or it may be related to the developed economy, convenient transportation, and the population density in the city center. Therefore, close contact with family members and actual population movements from the outbreak source were risk factors for the spread of SARS-CoV-2.

In total, 32.22% (155/481) of patients lived more than 3 kilometers away from their nearest designated hospital. According to Baidu maps, adults can walk 4 kilometers in 1 hour. Considering that the patients in this study were older and their health condition may have slowed them down even more, we estimate that patients could walk 3 kilometers in a 1-hour period. Hence, this indicates that a patient would need to walk more than 1 hour to see a doctor since public transportation was suspended at the time. This may be one of the reasons why patients wanted to be admitted to a hospital. In addition, on February 5th, the Wuhan municipal health commission designated 28 hospitals for the treatment of laboratory-confirmed patients with the SARS-CoV-2 infection. The empty bed rate of hospitals within the city was only 3.6%. Thus, patients could not be hospitalized for the various reasons above. This also reflected an insufficiency of medical resources during the initial outbreak [36].

We also explored the relationship between helpers and patients. Judging from the content of Sina Weibo posts asking for help, “Mom” and “Dad” were high-frequency words; 70.52% (232/329) of helpers were the patients’ relatives, indicating that the publishers of the help information were mostly the children of the elderly. Unfamiliarity with new technology may have hindered elderly people from seeking assistance from the outside world.

With the rapid and effective dissemination of help information, since February 5th, the People’s Daily has launched an all-media operation to provide online help channels for patients with the SARS-CoV-2 infection. The government implemented a policy to maximize hospital admissions, which led to a rapid decrease in the number of people seeking help on Sina Weibo on February 6th and remained at low levels since February 8th, indicating that the needs of the public had been met. This also means that it is important to establish new and effective communication mechanisms for the dissemination of important factual information in a timely manner. Through this epidemic, we can see that medical resources are insufficiently allocated. There are substantial regional disparities in health care resource availability and accessibility in China [37]. The rapid increase in the number of patients during the initial outbreak led to a relative shortage of medical resources, which may threaten people with poor self-help capabilities such as the elderly. The government and health departments should pay attention to the elderly population during the outbreak. Social media can be used to understand public demand and aid the government in formulating accurate countermeasures following public demands for help. Although social media can establish effective communication channels, this technology may require a certain threshold, so the government should continue to increase the availability and accessibility of the network to better respond to public health emergencies.

**Limitations**

Our study has some limitations. First, given that our data was collected from a social media platform, the description of patients’ symptoms and laboratory information were likely to be incomplete. Second, the urgent timeline for data extraction and the subjective judgment of the collectors might undermine the data quality to a certain extent. Finally, we learned that most of these patients have been admitted to the hospital with government help and many patients remain in the hospital, so we did not compare the 28-day rate for the composite endpoint.

**Conclusions**

In summary, our study found that the distance between patients and hospitals and the closure of public transportation further increased the difficulty of hospitalization for the elderly. We
recommend the application of centralized medical observations to avoid the spread of COVID-19 through family clusters. In a public health emergency, making full use of available social media platforms can establish effective, factual communication channels and shorten admission times, helping patients get early attention during the Wuhan lockdown. These findings can help the government and health departments pay attention to the elderly population during the outbreak and accelerate emergency responses following public demands for help.
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Abstract

Background: In the first few months of 2020, information and news reports about the coronavirus disease (COVID-19) were rapidly published and shared on social media and social networking sites. While the field of infodemiology has studied information patterns on the Web and in social media for at least 18 years, the COVID-19 pandemic has been referred to as the first social media infodemic. However, there is limited evidence about whether and how the social media infodemic has spread panic and affected the mental health of social media users.

Objective: The aim of this study is to determine how social media affects self-reported mental health and the spread of panic about COVID-19 in the Kurdistan Region of Iraq.

Methods: To carry out this study, an online questionnaire was prepared and conducted in Iraqi Kurdistan, and a total of 516 social media users were sampled. This study deployed a content analysis method for data analysis. Correspondingly, data were analyzed using SPSS software.

Results: Participants reported that social media has a significant impact on spreading fear and panic related to the COVID-19 outbreak in Iraqi Kurdistan, with a potential negative influence on people’s mental health and psychological well-being. Facebook was the most used social media network for spreading panic about the COVID-19 outbreak in Iraq. We found a significant positive statistical correlation between self-reported social media use and the spread of panic related to COVID-19 ($R^2=0.8701$). Our results showed that the majority of youths aged 18-35 years are facing psychological anxiety.

Conclusions: During lockdown, people are using social media platforms to gain information about COVID-19. The nature of the impact of social media panic among people varies depending on an individual's gender, age, and level of education. Social media has played a key role in spreading anxiety about the COVID-19 outbreak in Iraqi Kurdistan.

(J Med Internet Res 2020;22(5):e19556) doi:10.2196/19556
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Introduction

Background
The coronavirus disease (COVID-19) is an infectious disease caused by a newly discovered coronavirus [1]. Cases of COVID-19 first emerged in late December 2019, when a mysterious illness was reported in Wuhan, China. The cause of the disease was soon confirmed as a novel coronavirus, and the infection has since spread to many countries worldwide and has become a pandemic disease [2]. Several websites have published
information about COVID-19 and have given different instructions to their users about ways to prevent the spread of the virus, such as keeping a distance between themselves and others, using masks, and washing their hands [3]. Social media has become a source of disseminating information to the public. Many individuals will experience isolation during hospitalization or when quarantining at home [4]. Social media can be an efficient source of information and an effective means for staying abreast of the vast amount of medical knowledge [5].

COVID-19 Cases in Iraqi Kurdistan
Prior to the outbreak of COVID-19, people already relied on social media to gather information and news, and since the outbreak in December 2019, people in many countries have relied on social media to obtain information about the virus. In addition, people in Iraqi Kurdistan depend on social media. Internet use is strongly associated with behaviors related to health information; users write about their health on various social media platforms [6]. According to Kemp [7], there were 29.82 million internet users and 21 million social media users in Iraq in January 2020. Therefore, internet data, including data from social media platforms such as Twitter, have been used extensively in the past 20 years to study health patterns and better understand infectious disease outbreaks, a field known as infodemiology or (if used as surveillance tool) infoveillance [8].

At the time of writing, the global spread of COVID-19 is still a rapidly evolving situation. The Kurdistan Regional Government (KRG) created a webpage [9], which is regularly updated by the Ministry of Health, to communicate information about COVID-19 cases in Kurdistan. According to government statements, only the Ministry of Health or the World Health Organization (WHO) is qualified to confirm COVID-19 cases in Iraqi Kurdistan. Nevertheless, most people rely on social media and look for information on social media platforms instead of using the official KRG webpage.

According to statements from the KRG’s Ministry of Health, as of April 10, 2020, the total number of confirmed cases is 324, including 3 deaths, 134 recovered patients, and 187 active cases [9]. The main objective of this early study is to investigate the relationship between using social media platforms and the spreading of panic during this COVID-19 outbreak.

Literature Review
The first study on social media during a pandemic dates back to the 2009 H1N1 pandemic, tracking the prevalence of misinformation (determined as 4.5%), terminology use (“H1N1” versus “swine flu”), public sentiments and fear, and relationships between case incidence and public concern [10]. Previous studies used the internet to collect data related to diseases, such as the search frequency of hand washing, hand sanitizer, and antiseptic topics [11]. The WHO declared that they are currently fighting not only an international epidemic but also a social media infodemic, with some media claiming that the coronavirus is the first true social media infodemic because it has accelerated information and misinformation worldwide and is fueling panic and fear among people [12]. This is an unproven but testable hypothesis, because users of social media use the platforms to express their emotions, feelings, and thoughts, which can be a valuable source of data for researching mental health [13].

ABC News reported a poll claiming that in the age of social media, anxiety about the coronavirus spreads faster than the virus itself, resulting in public panic worldwide [14]. On the other hand, social media is also a practical platform for the spreading of public health messages to audiences [15].

Brewer on BBC News [16] posits that hearing a lot of information and news about COVID-19 has affected the public and created panic, causing people to live with anxiety. Similarly, Rothschild and Fischer [17] claimed that social media is spreading fear and panic among social media users. Correspondingly, in the discussion on social media, Cellan-Jones [18] stated that people depend on social media to gain information and facts about COVID-19, as some countries use filters, which is why social media gives some information but not all the facts.

After COVID-19 appeared and was transmitted to other countries outside of Mainland China, people turned to social media to know more about the virus. According to Molla [19], in just 24 hours, there were 19 million mentions of COVID-19 across social media and news sites worldwide.

The mass media has been called on to take responsibility for providing correct information and aiding comprehension among citizens [20]. Frenkel et al [21] reports that after the WHO claimed that social media companies were fueling misinformation on COVID-19 worldwide, some social media companies tried to remove false information from their platforms.

Victor [22] claims that in today’s digital age, Chinese citizens could not get enough facts about COVID-19, which is why they depended on social media and widely shared their information, photos, and videos, sometimes inaccurately. Likewise, in India, the government has asked top social media companies like Facebook, YouTube, TikTok, ShareChat, and Twitter to stop publishing misinformation, as it creates panic among people. Similarly, Emmott [23] noted that, according to a European Union document, Russian media has published a “significant disinformation campaign” about the COVID-19 outbreak to create panic among the public in Western countries.

In a contemporary discussion on the effects of media, one researcher [24] stated that in some countries, social media impacted the buying crisis, when many people tried to buy toilet paper and other items because of the spreading fear of COVID-19 on social media. According to the newspaper The Star [25], social media is responsible for much of the panic surrounding COVID-19, internationally leading to a situation where social media companies tried to eradicate posts about COVID-19 from their platforms. Furthermore, Devlin [26] stated that people saw posts of empty shops on social media, which created panic related to food shortages. Additionally, Kent [27] noted that social media gave everyone the chance to share information with everyone else, which is why people posted on social media as soon as they heard something about COVID-19. In addition, it is noted that publishing inaccurate information on social media networks about the spread of...
diseases will have a negative impact on public health and people’s mental health [28]. The public sphere in the 21st century has undergone a transformation generated by the adoption of online communication technologies. New media has become an important source of health information and a platform for discussing personal experiences, opinions, and concerns regarding health, illnesses, and treatment [28]. Similarly, Dillon [29] noted that people spend a lot of time on social media and may see cases of panic buying in various countries during the COVID-19 pandemic, which can spread panic further. In addition, El-Terk [30] showed that nowadays everyone is an expert because everyone tries to have a voice and send a message about COVID-19. Correspondingly, Garrett [31] explained that we gave power to social media to create fear about COVID-19, as we all publish panic-inducing information and it circulates.

Merchant and Lurie [32] found that at present, due to the development of social media, many methods of communicating and disseminating information and news are available to the public. These are fast and effective and can spread true information as well as misinformation. In addition, La et al [33] said that many countries did not circulate information to the public about the COVID-19 outbreak or were unable to provide the public with the information they needed; thus, people relied on the information they could find on social media. The Vietnamese case is a successful example of dealing with social media in the right way. The country’s Ministry of Health created accounts on social media networks, and through those accounts, they published information about COVID-19 to the public.

Mian and Khan [34] argue that there has been a worldwide increase in the spread of fake news and misinformation about COVID-19, with misinformation such as the lab theory on the origin of the virus allegedly "originating" on social media. Correspondingly, Petric and others [35,36] believe that “media coverage has highlighted COVID-19 as a unique threat, rather than one of many, which has added to panic, stress.” Depoux and others [37-40] determined that social media has played three main roles in the COVID-19 outbreak in most countries. First, facts about the outbreak were published on social media. Second, misinformation, fake news, and inaccurate information about the outbreak was published on social media. Third, social media created fear and panic about the outbreak worldwide.

Little or no evidence is available on the perception and impact of social media during this pandemic, in particular within non-Western communities such as Iraqi Kurdistan.

**Methods**

In this study we used a quantitative survey methodology to obtain data from Kurdish social media users. The questionnaire was prepared in the Kurdish language, and 516 social media users were sampled to collect the data. A descriptive content analysis was used to analyze the data. SPSS Version 25 (IBM Corp) was used to categorize and test the results. The social media users participated in a random online questionnaire, which aimed to determine the impact of social media on the spreading of panic about the COVID-19 outbreak, as well as social media’s impact on people’s mental health and the health crisis facing countries worldwide.

**Results**

Table 1 indicates that, of 516 study participants, 294 (57%) were male and 222 (43%) were female. In addition, most of the participants (n=336, 65.1%) were aged 18-35 years. Those who were 51 years and older made up only 6% (n=31) of the participants. The participants were divided into nine categories based on their scientific qualification. The most common scientific qualification was a Bachelor degree (n=261, 50.6%), while the least common one was a higher diploma (n=3, 0.6%).

The first question in this study asked participants “Which social media platform do you use to get news and information about COVID-19?” As shown in Table 2, the majority of participants (426/516, 82.6%) used Facebook to acquire information about COVID-19. The platforms TikTok, Skype, WeChat, and Myspace were among the lowest used for news and information. Facebook is at the top because it is the most popular social media platform used in the Kurdistan Region of Iraq.

The second question was “What news topics have you mostly heard/seen/read on social media during these three months of 2020?” As shown in Table 3, the highest proportion of participants (n=394, 76.4%) had heard, seen, or read health news (COVID-19), while the lowest proportion of participants had heard, seen, or read technology news (n=3, 0.6%). The survey results of the 516 participants show that the COVID-19 health crisis is affecting the type of news topics most commonly followed on social media.
Table 1. Sociodemographic variables of study participants (N=516).

<table>
<thead>
<tr>
<th>Variables</th>
<th>Participants, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender</strong></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>294 (56.9)</td>
</tr>
<tr>
<td>Female</td>
<td>222 (43.0)</td>
</tr>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
</tr>
<tr>
<td>18-35</td>
<td>336 (65.1)</td>
</tr>
<tr>
<td>36-50</td>
<td>149 (28.9)</td>
</tr>
<tr>
<td>≥51</td>
<td>31 (6.0)</td>
</tr>
<tr>
<td><strong>Scientific qualifications</strong></td>
<td></td>
</tr>
<tr>
<td>PhD</td>
<td>43 (8.3)</td>
</tr>
<tr>
<td>Master of Arts</td>
<td>85 (16.5)</td>
</tr>
<tr>
<td>Higher diploma</td>
<td>3 (0.6)</td>
</tr>
<tr>
<td>Bachelor</td>
<td>261 (50.6)</td>
</tr>
<tr>
<td>Diploma</td>
<td>65 (12.6)</td>
</tr>
<tr>
<td>High school</td>
<td>35 (6.8)</td>
</tr>
<tr>
<td>Secondary school</td>
<td>11 (2.1)</td>
</tr>
<tr>
<td>Primary school</td>
<td>7 (1.4)</td>
</tr>
<tr>
<td>Just reading and writing</td>
<td>6 (1.2)</td>
</tr>
</tbody>
</table>

Table 2. The social media platforms used to get news about the coronavirus disease.

<table>
<thead>
<tr>
<th>Social media platforms</th>
<th>Participants (N=516), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Facebook</td>
<td>426 (82.6)</td>
</tr>
<tr>
<td>Instagram</td>
<td>33 (6.4)</td>
</tr>
<tr>
<td>Twitter</td>
<td>17 (3.3)</td>
</tr>
<tr>
<td>Snapchat</td>
<td>2 (0.4)</td>
</tr>
<tr>
<td>YouTube</td>
<td>10 (1.9)</td>
</tr>
<tr>
<td>TikTok</td>
<td>1 (0.2)</td>
</tr>
<tr>
<td>LinkedIn</td>
<td>6 (1.2)</td>
</tr>
<tr>
<td>WhatsApp</td>
<td>3 (0.6)</td>
</tr>
<tr>
<td>Telegram</td>
<td>4 (0.8)</td>
</tr>
<tr>
<td>Skype</td>
<td>1 (0.2)</td>
</tr>
<tr>
<td>Viber</td>
<td>9 (1.7)</td>
</tr>
<tr>
<td>LINE</td>
<td>2 (0.4)</td>
</tr>
<tr>
<td>WeChat</td>
<td>1 (0.2)</td>
</tr>
<tr>
<td>VKontakte (VK)</td>
<td>0 (0.0)</td>
</tr>
<tr>
<td>Badoo</td>
<td>0 (0.0)</td>
</tr>
<tr>
<td>Myspace</td>
<td>1 (0.2)</td>
</tr>
</tbody>
</table>
Table 3. The news topics classifications.

<table>
<thead>
<tr>
<th>News topics</th>
<th>Participants (N=516), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Social news</td>
<td>14 (2.7)</td>
</tr>
<tr>
<td>Health news (COVID-19&lt;sup&gt;a&lt;/sup&gt;)</td>
<td>394 (76.4)</td>
</tr>
<tr>
<td>Technology news</td>
<td>3 (0.6)</td>
</tr>
<tr>
<td>Economic news</td>
<td>10 (1.9)</td>
</tr>
<tr>
<td>Sports news</td>
<td>4 (0.8)</td>
</tr>
<tr>
<td>Miscellaneous news</td>
<td>65 (12.6)</td>
</tr>
<tr>
<td>Political news</td>
<td>20 (3.9)</td>
</tr>
<tr>
<td>Cultural news</td>
<td>6 (1.2)</td>
</tr>
</tbody>
</table>

<sup>a</sup>COVID-19: coronavirus disease.

Cronbach alpha was used to determine the reliability of the study; its value was .825 and the validity was 0.753, indicating that the study questionnaire is highly reliable. Reliability refers to the accuracy, dependability, stability, and consistency of the research instrument. The recommended appropriate sample size is “approximately 200 individuals (or more) for a research” [41] indicating that the sample size of 516 respondents in this study was appropriate.

Table 4 shows the data on repeat distributions (mean, standard deviation, coefficient of variation, and relative importance) and indicates the explanatory variables that focus on Questions 3, 5, 6, and 8.

Table 5 shows the responses of 516 people to the question “If your answer to the sixth question is Yes, how did that fear affect you?” As shown in the table, 38.6% (n=199) of the participants were psychologically affected, while 36.0% (n=186) stated that they were not afraid. A minority stated that they were physically affected (n=9, 1.7%). The responses of the 516 participants showed that fear was primarily a psychological response that could cause a reduction in physical immunity, which is one of the reasons for poor outcomes when infected with COVID-19.

Table 4. Descriptive statistics of questions.

<table>
<thead>
<tr>
<th>Questions</th>
<th>Value, mean (SD)</th>
<th>Coefficient of variation</th>
<th>Relative importance</th>
</tr>
</thead>
<tbody>
<tr>
<td>Question 3: Do you think that publishing more news related to COVID-19&lt;sup&gt;a&lt;/sup&gt; on social media has spread fear and panic among the people?</td>
<td>2.68 (0.63)</td>
<td>23.51</td>
<td>89.333</td>
</tr>
<tr>
<td>Question 5: Do you think the level of Kurdish pages, groups, and accounts on social media covering COVID-19 is good?</td>
<td>1.96 (0.88)</td>
<td>44.9</td>
<td>65.333</td>
</tr>
<tr>
<td>Question 6: Have you published any information and news related to COVID-19 on social media?</td>
<td>2.18 (0.93)</td>
<td>42.66</td>
<td>72.667</td>
</tr>
<tr>
<td>Question 8: Filters need to be set up for social media and a specific policy followed during humanitarian crises such as the spread of the COVID-19.</td>
<td>2.74 (0.62)</td>
<td>22.63</td>
<td>91.333</td>
</tr>
<tr>
<td>Total</td>
<td>2.39 (0.765)</td>
<td>33.425</td>
<td>79.667</td>
</tr>
</tbody>
</table>

<sup>a</sup>COVID-19: coronavirus disease.

Table 5. Impacts of fear on study participants (N=516).

<table>
<thead>
<tr>
<th>Impact scale</th>
<th>Participants, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Psychological</td>
<td>199 (38.6)</td>
</tr>
<tr>
<td>Physical</td>
<td>9 (1.7)</td>
</tr>
<tr>
<td>Physical psyche</td>
<td>47 (9.1)</td>
</tr>
<tr>
<td>All of them</td>
<td>75 (14.6)</td>
</tr>
<tr>
<td>I was not afraid</td>
<td>186 (36.0)</td>
</tr>
</tbody>
</table>

Participants in this study were also asked, “Which category of information has had the most impact on creating panic on social media?” As shown in Table 6, many participants (n=137, 26.6%) answered “fake news about COVID-19,” and 90 (17.4%) said it was “dissemination of the number of infections.” In addition, 39 (7.6%) participants chose “dissemination of the number of deaths.” This indicates that fake news and misinformation have an immediate and massive impact on individuals during this crisis, but also factual information such as the number of cases.

http://www.jmir.org/2020/5/e19556/
The responses to Questions 3, 6, and 8 (Table 7) indicate that more males than females responded yes, neutral, and no, but in Question 5, the rate of females was higher than males for the response neutral.

Table 6. Categories of information shared on social media.

<table>
<thead>
<tr>
<th>Information</th>
<th>Participants (N=516), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dissemination of the number of infections (A)</td>
<td>90 (17.4)</td>
</tr>
<tr>
<td>Dissemination of the death toll (B)</td>
<td>39 (7.6)</td>
</tr>
<tr>
<td>Dissemination of fear-inducing information about COVID-19⁴ (C)</td>
<td>56 (10.9)</td>
</tr>
<tr>
<td>Publication of photos and videos of the cities and countries</td>
<td>78 (15.1)</td>
</tr>
<tr>
<td>Fake news about COVID-19 (E)</td>
<td>137 (26.6)</td>
</tr>
<tr>
<td>Dissemination of the number of infections (A) and dissemination of the death toll (B)</td>
<td>13 (2.5)</td>
</tr>
<tr>
<td>Dissemination of the number of infections (A) and dissemination of fear-inducing information about COVID-19 (C)</td>
<td>4 (0.8)</td>
</tr>
<tr>
<td>Dissemination of the number of infections (A) and publication of photos and videos of the cities and countries with a high number of cases (D)</td>
<td>9 (1.7)</td>
</tr>
<tr>
<td>Dissemination of the number of infections (A) and fake news about COVID-19 (E)</td>
<td>7 (1.4)</td>
</tr>
<tr>
<td>Dissemination of the death toll (B) and dissemination of fear-inducing information about COVID-19 (C)</td>
<td>3 (0.6)</td>
</tr>
<tr>
<td>Other</td>
<td>80 (15.9)</td>
</tr>
</tbody>
</table>


Table 7. Some questions according to the gender of participants (N=516).

<table>
<thead>
<tr>
<th>Variables</th>
<th>Male, n (%)</th>
<th>Female, n (%)</th>
<th>Total, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Question 3: Do you think that publishing more news related to COVID-19⁴ on social media has spread fear and panic among the people?</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>25 (53.2)</td>
<td>22 (46.8)</td>
<td>47 (100.0)</td>
</tr>
<tr>
<td>Neutral</td>
<td>36 (51.4)</td>
<td>34 (48.6)</td>
<td>70 (100.0)</td>
</tr>
<tr>
<td>Yes</td>
<td>233 (58.4)</td>
<td>166 (41.6)</td>
<td>399 (100.0)</td>
</tr>
<tr>
<td>Question 5: Do you think the level of Kurdish pages, groups, and accounts on social media covering COVID-19 is good?</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>144 (68.3)</td>
<td>67 (31.8)</td>
<td>211 (100.0)</td>
</tr>
<tr>
<td>Neutral</td>
<td>49 (43.4)</td>
<td>64 (56.3)</td>
<td>113 (100.0)</td>
</tr>
<tr>
<td>Yes</td>
<td>101 (52.6)</td>
<td>91 (47.4)</td>
<td>192 (100.0)</td>
</tr>
<tr>
<td>Question 6: Have you published any information and news related to COVID-19 on social media?</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>133 (71.5)</td>
<td>73 (28.5)</td>
<td>186 (100.0)</td>
</tr>
<tr>
<td>Neutral</td>
<td>30 (60.0)</td>
<td>20 (40.0)</td>
<td>50 (100.0)</td>
</tr>
<tr>
<td>Yes</td>
<td>151 (53.9)</td>
<td>129 (46.1)</td>
<td>280 (100.0)</td>
</tr>
<tr>
<td>Question 8: Filters need to be set up for social media and a specific policy followed during humanitarian crises such as the spread of COVID-19.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>37 (75.5)</td>
<td>12 (24.5)</td>
<td>49 (100.0)</td>
</tr>
<tr>
<td>Neutral</td>
<td>22 (64.7)</td>
<td>12 (35.3)</td>
<td>34 (100.0)</td>
</tr>
<tr>
<td>Yes</td>
<td>235 (52.3)</td>
<td>198 (45.7)</td>
<td>433 (100.0)</td>
</tr>
</tbody>
</table>


According to the results shown in Table 8, the majority of Facebook users in this study were male (n=251, 58.9%) and 41.1% (n=175) were female. The majority of participants that were Instagram users were female (n=26, 78.8%), while a minority were male (n=7, 21.2%). Furthermore, of study participants that read economic news, 60% (n=6) were male and 40% (n=4) were female. Finally, of the study participants that read sports news, 75% (n=3) were male and 25% (n=1) female.

As shown in Table 9, most participants that reported using Facebook were 18-35 years of age (n=283, 66.4%), 124 (29.1%) were 36-50 years of age, and 19 (4.5%) were 51 years or older. The majority of participants that used Instagram were 18-35 years of age (n=28, 84.9%), and 5 (15.2%) of those that reported using Instagram for news were 36-50 years of age. Additionally,
of those that read economic news, 4 (40%) were 18-35 years of age, and 6 (60%) were 36-50 years of age.

As shown in Table 10, 111 (37.8%) males and 88 (39.6%) females felt psychological fear. Of all participants that said they felt psychological fear, 135 (40.2%) were 18-35 years of age, and 57 (38.3%) were 36-50 years of age.

Table 8. Accounting some questions according to gender of participants (N=516).

<table>
<thead>
<tr>
<th>Variable</th>
<th>Gender</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Male, n (%)</td>
<td>Female, n (%)</td>
</tr>
<tr>
<td>Facebook</td>
<td>251 (58.9)</td>
<td>175 (41.1)</td>
</tr>
<tr>
<td>Instagram</td>
<td>7 (21.2)</td>
<td>26 (78.8)</td>
</tr>
<tr>
<td>Twitter</td>
<td>10 (58.8)</td>
<td>7 (41.2)</td>
</tr>
<tr>
<td>Snapchat</td>
<td>0 (0.0)</td>
<td>2 (100.0)</td>
</tr>
<tr>
<td>YouTube</td>
<td>6 (60.0)</td>
<td>4 (40.0)</td>
</tr>
<tr>
<td>TikTok</td>
<td>0 (0.0)</td>
<td>1 (100.0)</td>
</tr>
<tr>
<td>LinkedIn</td>
<td>3 (50.0)</td>
<td>3 (50.0)</td>
</tr>
<tr>
<td>WhatsApp</td>
<td>3 (100.0)</td>
<td>0 (0.0)</td>
</tr>
<tr>
<td>Telegram</td>
<td>3 (75.0)</td>
<td>1 (25.0)</td>
</tr>
<tr>
<td>Skype</td>
<td>1 (100.0)</td>
<td>0 (0.0)</td>
</tr>
<tr>
<td>Viber</td>
<td>7 (77.8)</td>
<td>2 (22.2)</td>
</tr>
<tr>
<td>LINE</td>
<td>1 (50.0)</td>
<td>1 (50.0)</td>
</tr>
<tr>
<td>WeChat</td>
<td>1 (100.0)</td>
<td>0 (0.0)</td>
</tr>
<tr>
<td>Myspace</td>
<td>1 (100.0)</td>
<td>0 (0.0)</td>
</tr>
</tbody>
</table>

Question 1: Which social media platform do you use to get news and information about COVID-19?

<table>
<thead>
<tr>
<th>Social media platform</th>
<th>Male, n (%)</th>
<th>Female, n (%)</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Facebook</td>
<td>251 (58.9)</td>
<td>175 (41.1)</td>
<td>426 (100.0)</td>
</tr>
<tr>
<td>Instagram</td>
<td>7 (21.2)</td>
<td>26 (78.8)</td>
<td>33 (100.0)</td>
</tr>
<tr>
<td>Twitter</td>
<td>10 (58.8)</td>
<td>7 (41.2)</td>
<td>17 (100.0)</td>
</tr>
<tr>
<td>Snapchat</td>
<td>0 (0.0)</td>
<td>2 (100.0)</td>
<td>2 (100.0)</td>
</tr>
<tr>
<td>YouTube</td>
<td>6 (60.0)</td>
<td>4 (40.0)</td>
<td>10 (100.0)</td>
</tr>
<tr>
<td>TikTok</td>
<td>0 (0.0)</td>
<td>1 (100.0)</td>
<td>1 (100.0)</td>
</tr>
<tr>
<td>LinkedIn</td>
<td>3 (50.0)</td>
<td>3 (50.0)</td>
<td>6 (100.0)</td>
</tr>
<tr>
<td>WhatsApp</td>
<td>3 (100.0)</td>
<td>0 (0.0)</td>
<td>3 (100.0)</td>
</tr>
<tr>
<td>Telegram</td>
<td>3 (75.0)</td>
<td>1 (25.0)</td>
<td>4 (100.0)</td>
</tr>
<tr>
<td>Skype</td>
<td>1 (100.0)</td>
<td>0 (0.0)</td>
<td>1 (100.0)</td>
</tr>
<tr>
<td>Viber</td>
<td>7 (77.8)</td>
<td>2 (22.2)</td>
<td>9 (100.0)</td>
</tr>
<tr>
<td>LINE</td>
<td>1 (50.0)</td>
<td>1 (50.0)</td>
<td>2 (100.0)</td>
</tr>
<tr>
<td>WeChat</td>
<td>1 (100.0)</td>
<td>0 (0.0)</td>
<td>1 (100.0)</td>
</tr>
<tr>
<td>Myspace</td>
<td>1 (100.0)</td>
<td>0 (0.0)</td>
<td>1 (100.0)</td>
</tr>
</tbody>
</table>

Question 2: What news topic have you primarily heard/seen/read on social media during these three months of 2020?

<table>
<thead>
<tr>
<th>News topic</th>
<th>Male, n (%)</th>
<th>Female, n (%)</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Social news</td>
<td>12 (85.7)</td>
<td>2 (14.3)</td>
<td>14 (100.0)</td>
</tr>
<tr>
<td>Health news (COVID-19)</td>
<td>216 (54.8)</td>
<td>178 (45.2)</td>
<td>394 (100.0)</td>
</tr>
<tr>
<td>Technology news</td>
<td>2 (66.7)</td>
<td>1 (33.3)</td>
<td>3 (100.0)</td>
</tr>
<tr>
<td>Economic news</td>
<td>6 (60.0)</td>
<td>4 (40.0)</td>
<td>10 (100.0)</td>
</tr>
<tr>
<td>Sport news</td>
<td>3 (75.0)</td>
<td>1 (25.0)</td>
<td>4 (100.0)</td>
</tr>
<tr>
<td>Miscellaneous news</td>
<td>34 (52.3)</td>
<td>31 (47.7)</td>
<td>65 (100.0)</td>
</tr>
<tr>
<td>Political news</td>
<td>17 (85.0)</td>
<td>3 (15.0)</td>
<td>20 (100.0)</td>
</tr>
<tr>
<td>Cultural news</td>
<td>4 (66.7)</td>
<td>2 (33.3)</td>
<td>6 (100.0)</td>
</tr>
</tbody>
</table>

Table 9. Accounting some questions according to age of participants (N=516).

<table>
<thead>
<tr>
<th>Variables</th>
<th>Age, n (%)</th>
<th>18-35 years</th>
<th>36-50 years</th>
<th>≥51 years</th>
<th>Total, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Facebook</td>
<td>283 (66.4)</td>
<td>124 (29.1)</td>
<td>19 (4.5)</td>
<td>426 (100.0)</td>
<td></td>
</tr>
<tr>
<td>Instagram</td>
<td>28 (84.9)</td>
<td>5 (15.2)</td>
<td>0 (0.0)</td>
<td>33 (100.0)</td>
<td></td>
</tr>
<tr>
<td>Twitter</td>
<td>10 (58.8)</td>
<td>7 (41.2)</td>
<td>0 (0.0)</td>
<td>17 (100.0)</td>
<td></td>
</tr>
<tr>
<td>Snapchat</td>
<td>2 (100.0)</td>
<td>0 (0.0)</td>
<td>0 (0.0)</td>
<td>2 (100.0)</td>
<td></td>
</tr>
<tr>
<td>YouTube</td>
<td>4 (40.0)</td>
<td>4 (40.0)</td>
<td>2 (20.0)</td>
<td>10 (100.0)</td>
<td></td>
</tr>
<tr>
<td>TikTok</td>
<td>1 (100.0)</td>
<td>0 (0.0)</td>
<td>0 (0.0)</td>
<td>1 (100.0)</td>
<td></td>
</tr>
<tr>
<td>LinkedIn</td>
<td>3 (50.0)</td>
<td>2 (33.3)</td>
<td>1 (16.7)</td>
<td>6 (100.0)</td>
<td></td>
</tr>
<tr>
<td>WhatsApp</td>
<td>1 (33.3)</td>
<td>0 (0.0)</td>
<td>2 (66.7)</td>
<td>3 (100.0)</td>
<td></td>
</tr>
<tr>
<td>Telegram</td>
<td>1 (25.0)</td>
<td>1 (25.0)</td>
<td>2 (50.0)</td>
<td>4 (100.0)</td>
<td></td>
</tr>
<tr>
<td>Skype</td>
<td>0 (0.0)</td>
<td>1 (100.0)</td>
<td>0 (0.0)</td>
<td>1 (100.0)</td>
<td></td>
</tr>
<tr>
<td>Viber</td>
<td>2 (22.2)</td>
<td>3 (33.3)</td>
<td>4 (44.4)</td>
<td>9 (100.0)</td>
<td></td>
</tr>
<tr>
<td>LINE</td>
<td>0 (0.0)</td>
<td>1 (50.0)</td>
<td>1 (50.0)</td>
<td>2 (100.0)</td>
<td></td>
</tr>
<tr>
<td>WeChat</td>
<td>0 (0.0)</td>
<td>1 (100.0)</td>
<td>0 (0.0)</td>
<td>1 (100.0)</td>
<td></td>
</tr>
<tr>
<td>Myspace</td>
<td>1 (100.0)</td>
<td>0 (0.0)</td>
<td>0 (0.0)</td>
<td>1 (100.0)</td>
<td></td>
</tr>
</tbody>
</table>

Question 1: Which social media platform do you use to get news and information about COVID-19? 

<table>
<thead>
<tr>
<th>Variable Description</th>
<th>Total, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Facebook</td>
<td>426 (100.0)</td>
</tr>
<tr>
<td>Instagram</td>
<td>33 (100.0)</td>
</tr>
<tr>
<td>Twitter</td>
<td>17 (100.0)</td>
</tr>
<tr>
<td>Snapchat</td>
<td>2 (100.0)</td>
</tr>
<tr>
<td>YouTube</td>
<td>10 (100.0)</td>
</tr>
<tr>
<td>TikTok</td>
<td>1 (100.0)</td>
</tr>
<tr>
<td>LinkedIn</td>
<td>6 (100.0)</td>
</tr>
<tr>
<td>WhatsApp</td>
<td>3 (100.0)</td>
</tr>
<tr>
<td>Telegram</td>
<td>4 (100.0)</td>
</tr>
<tr>
<td>Skype</td>
<td>1 (100.0)</td>
</tr>
<tr>
<td>Viber</td>
<td>9 (100.0)</td>
</tr>
<tr>
<td>LINE</td>
<td>1 (100.0)</td>
</tr>
<tr>
<td>WeChat</td>
<td>1 (100.0)</td>
</tr>
<tr>
<td>Myspace</td>
<td>1 (100.0)</td>
</tr>
</tbody>
</table>

Question 2: What news topics have you mostly heard/seen/read on social media during these three months of 2020?

<table>
<thead>
<tr>
<th>Total, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Social news</td>
</tr>
<tr>
<td>Health news</td>
</tr>
<tr>
<td>Technology</td>
</tr>
<tr>
<td>Economic</td>
</tr>
<tr>
<td>Sport news</td>
</tr>
<tr>
<td>Miscellaneous</td>
</tr>
<tr>
<td>Political</td>
</tr>
<tr>
<td>Cultural</td>
</tr>
</tbody>
</table>

It is noted from Table 11 that there is a significant positive statistical correlation between social media and the spreading of panic about COVID-19. The total variation is equal to 75.7%, which indicates that 75.7% of the variance of spreading panic

Table 10. Variable description by age and gender.

<table>
<thead>
<tr>
<th>Demographics</th>
<th>Variable</th>
<th>Psychological, n (%)</th>
<th>Physical, n (%)</th>
<th>Psychological and physical, n (%)</th>
<th>All of them, n (%)</th>
<th>I was not afraid, n (%)</th>
<th>Total, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender</td>
<td>Male</td>
<td>111 (37.8)</td>
<td>5 (1.7)</td>
<td>24 (8.2)</td>
<td>42 (14.3)</td>
<td>112 (38.1)</td>
<td>294 (100.0)</td>
</tr>
<tr>
<td></td>
<td>Female</td>
<td>88 (39.6)</td>
<td>4 (1.8)</td>
<td>23 (10.4)</td>
<td>33 (14.9)</td>
<td>74 (33.3)</td>
<td>222 (100.0)</td>
</tr>
<tr>
<td></td>
<td>Combined</td>
<td>199 (38.7)</td>
<td>9 (1.7)</td>
<td>47 (9.1)</td>
<td>75 (14.6)</td>
<td>186 (36)</td>
<td>516 (100.0)</td>
</tr>
<tr>
<td>Age (years)</td>
<td>18-35</td>
<td>135 (40.2)</td>
<td>6 (1.8)</td>
<td>36 (10.7)</td>
<td>43 (12.8)</td>
<td>116 (34.5)</td>
<td>336 (100.0)</td>
</tr>
<tr>
<td></td>
<td>36-50</td>
<td>57 (38.3)</td>
<td>2 (1.3)</td>
<td>9 (6.0)</td>
<td>23 (15.4)</td>
<td>58 (38.9)</td>
<td>149 (100.0)</td>
</tr>
<tr>
<td></td>
<td>≥51</td>
<td>7 (22.6)</td>
<td>1 (3.2)</td>
<td>2 (6.5)</td>
<td>9 (29.03)</td>
<td>12 (38.7)</td>
<td>31 (100.0)</td>
</tr>
<tr>
<td></td>
<td>Combined</td>
<td>199 (38.7)</td>
<td>9 (1.7)</td>
<td>47 (9.1)</td>
<td>75 (14.6)</td>
<td>186 (36.0)</td>
<td>516 (100.0)</td>
</tr>
</tbody>
</table>
about COVID-19 has been explored in social media, and the other variables (24.3%) are due to random error. In other words, this illustrates that only 75.7% of the factors that affect spreading panic about COVID-19 are related to social media.

Table 11. Simple regression model analysis of a dependent variable (spreading panic about coronavirus disease) on the effects of social media on spreading panic about coronavirus disease and social media’s impact on mental health in the Kurdistan Region of Iraq.

<table>
<thead>
<tr>
<th>Model</th>
<th>Unstandardized coefficients</th>
<th>t test</th>
<th>P value</th>
<th>R</th>
<th>R²</th>
<th>F test</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Constant</td>
<td>B 0.4456</td>
<td>SE 0.219</td>
<td>4.865</td>
<td>.001</td>
<td>.8701</td>
<td>.757</td>
<td>95.652</td>
</tr>
<tr>
<td>Social media</td>
<td>B 0.6458</td>
<td>SE 0.0588</td>
<td>11.532</td>
<td>&lt;.001</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
</tbody>
</table>

*Not applicable.

Discussion

Overview

As media professionals working at a public university in the Kurdistan Region of Iraq, we conclude from the study results that social media has played a significant role in affecting the public during the COVID-19 crisis. The regression analysis of the study indicates that there is a significant positive statistical correlation \((R= .8701)\) between social media and spreading panic about COVID-19. Moreover, we can see that it has had a psychological effect, primarily on the younger generation, where 40.2% \((n=135/336)\) of the respondents aged 18-35 years were affected. People are gathering information from governmental sources that have eroded, and people are far more likely to get their information from social media than from any other sources. People are also unable to discern which information on social media is true and which is false, thus causing more panic and rumors about the true nature of the epidemic.

One could argue that the panic caused by widespread information about COVID-19 in the Kurdistan Region of Iraq is worse than the number of COVID-19 cases and will have a longer-lasting effect. It is important to communicate this to health professionals in the region and for media experts to work with these professionals to ensure that only well-vetted information is disseminated to the public. It is also important to engage the Ministry of Health and the Ministry of Education in this effort to be prepared for future epidemics or health situations. This pandemic has certainly helped the authors identify the need for educating consumers on health topics found through social media.

Limitations

There were various research limitations, most importantly these are self-reported data from self-selected participants, and the lockdown period was a constraint to gather more representative data. It was difficult to find participants who wished to participate in this study.

Conclusions

As media experts and educators, we have an important role to play both now and in the future of Kurdistan. We must work to educate media consumers on what constitutes good and reliable information and how to critically think through this information. Since younger people are also consuming information from social media and then spreading it to their family and friends, universities are ideal places to design courses and symposiums that can help students and faculty discern how to search for, find, and evaluate health information in the case of an epidemic or pandemic.
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Abstract

Background: The coronavirus disease (COVID-19) pandemic presents one of the most challenging global crises at the dawn of a new decade. Public health authorities (PHAs) are increasingly adopting the use of social media such as Facebook to rapidly communicate and disseminate pandemic response measures to the public. Understanding of communication strategies across different PHAs and examining the public response on the social media landscapes can help improve practices for disseminating information to the public.

Objective: This study aims to examine COVID-19-related outreach efforts of PHAs in Singapore, the United States, and England, and the corresponding public response to these outreach efforts on Facebook.

Methods: Posts and comments from the Facebook pages of the Ministry of Health (MOH) in Singapore, the Centers for Disease Control and Prevention (CDC) in the United States, and Public Health England (PHE) in England were extracted from January 1, 2019, to March 18, 2020. Posts published before January 1, 2020, were categorized as pre-COVID-19, while the remaining posts were categorized as peri-COVID-19 posts. COVID-19-related posts were identified and classified into themes. Metrics used for measuring outreach and engagement were frequency, mean posts per day (PPD), mean reactions per post, mean shares per post, and mean comments per post. Responses to the COVID-19 posts were measured using frequency, mean sentiment polarity, positive to negative sentiments ratio (PNSR), and positive to negative emotions ratio (PNER). Toxicity in comments were identified and analyzed using frequency, mean likes per toxic comment, and mean replies per toxic comment. Trend analysis was performed to examine how the metrics varied with key events such as when COVID-19 was declared a pandemic.

Results: The MOH published more COVID-19 posts (n=271; mean PPD 5.0) compared to the CDC (n=94; mean PPD 2.2) and PHE (n=45; mean PPD 1.4). The mean number of comments per COVID-19 post was highest for the CDC (mean CPP 255.3) compared to the MOH (mean CPP 15.6) and PHE (mean CPP 12.5). Six major themes were identified, with posts about prevention and safety measures and situation updates being prevalent across the three PHAs. The themes of the MOH’s posts were diverse, while the CDC and PHE posts focused on a few themes. Overall, response sentiments for the MOH posts (PNSR 0.94) were more favorable compared to response sentiments for the CDC (PNSR 0.57) and PHE (PNSR 0.55) posts. Toxic comments were rare (0.01%) across all PHAs.

Conclusions: PHAs’ extent of Facebook use for outreach purposes during the COVID-19 pandemic varied among the three PHAs, highlighting the strategies and approaches that other PHAs can potentially adopt. Our study showed that social media analysis was capable of providing insights about the communication strategies of PHAs during disease outbreaks.
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Introduction

Background

The coronavirus disease (COVID-19) was first identified in Wuhan, China in December 2019. It has since spread to 210 countries and territories, infecting 1,697,356 people and causing 102,667 deaths as of April 11, 2020 [1]. Compared to the previous outbreaks of severe acute respiratory syndrome (SARS) and Middle East respiratory syndrome, COVID-19 has caused more infections and deaths, spreading from an infected person to 2-2.5 people on average [2]. Most countries started reporting infections by the second half of January 2020. The United States reported its first case on January 20, 2020 [3], while England, under the United Kingdom, reported its first cases on January 31, 2020 [4]. Singapore reported its first case on January 23, 2020 [5]. In an effort to contain the COVID-19 pandemic in Singapore, multiple interventions have been implemented on both societal and health care system levels [6], and the country shifted rapidly to Disease Outbreak Response System Condition (DORSCON) orange, the second-highest level of alert for disease outbreaks in Singapore, on February 7, 2020 [7], just 15 days after the first case of COVID-19 infection was confirmed. The World Health Organization (WHO) declared this disease as a pandemic on March 11, 2020, and is unable to ascertain the duration of the pandemic [8].

Countries such as Singapore, Taiwan, and South Korea have taken the necessary precautions to handle this pandemic within their borders in January when the pandemic was largely confined to China [9]. On the international scene, Singapore has received accolades from the WHO and several world leaders praising our efforts in containing the disease [10,11]. The Dean of the Saw Swee Hock School of Public Health, National University of Singapore, has also been invited by several overseas universities to share Singapore’s experience in combating the COVID-19 pandemic [12,13]. Unfortunately, precautionary measures have been reported to be found wanting in other countries such as the United States and the United Kingdom [14,15]. It is to be noted that such delays in preparation for epidemics have also been seen in the past with Zika, influenza A virus subtype H1N1, and Ebola [16].

Social Media Use During Pandemics

Effective risk communication is essential in directing the public to adopt certain desired behaviors such as social distancing and good hygiene habits in times of pandemics. Transparent and consistent communication amidst the uncertainty of the pandemic is also crucial in maintaining public confidence and trust [17,18]. Traditionally, the government and public health authorities (PHAs) relied on websites, news media, print press, and television as main platforms for the dissemination of pandemic-related news and information to the public. In contrast to the 2003 SARS and 2009 H1N1 pandemic, present-day media landscapes worldwide have evolved significantly, with a greater presence of social media and alternative local and overseas media outlets [19]. The advent of social media platforms such as Facebook and Twitter facilitated the instantaneous sharing of information during pandemics for both the health authorities and the general public. With widespread social media use and the participatory web, PHAs must understand that health risk communication is no longer a linear process [20]. The public can voice their sentiments and comments on the actions undertaken by the government as events related to the pandemic unfold. The public themselves are also involved in content creation through blogs and forums. Citizen journalism and propagation of information pertaining to a pandemic is made possible within their social networks.

Existing research on social media has explored epidemics and pandemics such as Zika [21-23], H1N1 [24], and Ebola [25]. The scope of these studies includes descriptive analysis of posting frequency [21], thematic analysis of post content [26], sentiment analysis of posts [23], and social network analysis [24]. Although the WHO has put forth guidelines for emergency risk communication during epidemics [27], countries may adopt different strategies when conveying health risks across social media platforms. Currently, there is a lack of studies that compare the social media outreach efforts of PHAs from different countries and corresponding responses and interactions by the general public. Such studies might offer rich insights on how effectively platforms such as Facebook could be used for risk communication.

This Study

Amid the uncertainty of a health threat such as COVID-19, the public have a greater demand for real time, transparent, and consistent messaging. Government agencies run the risk of losing the centralized control of the risk communication process if they do not act swiftly to public sentiment and dispel falsehoods and misinformation [18,28]. A confluence of factors could lead to unintended behavioral outcomes among the public in the ongoing COVID-19 pandemic. The mismatch in perceived threats as well as costs and benefits of certain health behaviors communicated by either mainstream media, government authorities, or alternative media could result in a distorted understanding among the general public. Hence, it is crucial to understand how the prevailing sentiments and narratives about the pandemic were conveyed through the different communication channels and how it was received by the general public who have access to these channels. This will highlight the trigger points, allowing health authorities to fine-tune messaging along the course of the pandemic to allay public fear and panic.

Hence, in this study, we seek to answer four research questions related to Facebook use during a pandemic. First, how frequently do the PHAs of Singapore, the United States, and England use Facebook for risk communication? Second, what were the primary themes of the COVID-19-related posts by PHAs? Third, what are the Facebook followers’ sentiments and emotions in response to these COVID-19-related posts by PHAs? Fourth,
how common are toxic comments that may incite public unrest, and do these toxic comments gain traction? We have selected Singapore, the United States, and England for this study, as we intend to look at the findings from a cross-country perspective and these are developed countries that have English as their official language.

**Methods**

**Data Extraction**

Data for this study were extracted from three Facebook pages using the tool Facepager [29] on March 19, 2020. The three Facebook pages are officially managed by the Ministry of Health (MOH), Singapore [30], the Centers for Disease Control and Prevention (CDC) in the United States [31], and Public Health England (PHE) in England [32]. As of April 4, 2020, the followers count of the MOH, the CDC, and PHE are 212,453, 2,636,072, and 336,935, respectively. Extracted data include posts by PHAs, comments from Facebook users, and their corresponding reactions, a feature in Facebook where users can interact with a Facebook status update, article, or a photo or video using one of six emotional reactions: Like, Love, Haha, Wow, Sad, and Angry. Contents posted between January 1, 2019, and March 18, 2020, were analyzed. Posts before January 1, 2020, were considered pre-COVID-19, and posts after January 1, 2020, were considered peri-COVID-19. We selected January 1, 2020, as the starting point for peri-COVID-19 since the statement on “Precautionary Measures in Response to Severe Pneumonia Cases in Wuhan, China,” was issued by the MOH on January 2, 2020 [33]. COVID-19-related posts were filtered out by manually scanning through the textual content of the posts.

**Data Analysis**

**Extent of Facebook Use**

To examine the extent of Facebook use by the MOH, the CDC, and PHE, we calculated the average number of daily posts and compared pre-COVID-19 and peri-COVID-19 phases. To identify how specific events may influence the extent of Facebook use, we related the number of daily posts to the key dates on which the three countries reported their first COVID-19 cases or declared the outbreak as a national-level pandemic through the average number of posts per day (PPD) measure. To evaluate the extent of public engagement with the Facebook posts, we calculated the average number of reactions per post (RPP), average number of shares per post (SPP), and average number of comments per post (CPP) for pre- and peri-COVID-19 periods but focusing on COVID-19-related posts for the peri-COVID-19 period.

**Thematic Analysis of COVID-19 Posts**

The prevalent theme of each COVID-19 post was identified using a process involving two coders. First, the principal coder reviewed the contents of the COVID-19 posts by PHAs and assigned the relevant themes [34]. Next, another coder reviewed and confirmed the themes assigned by the first coder. The content of the posts were first screened through and condensed into short units. The predominant theme conveyed in the post (ie, the theme taking the larger proportion of the message) was assigned to posts with more than one theme. The list of themes included situation update, preventive measures, appreciation, public reassurance, disease information, falsehood correction, face mask, research, testing and diagnosis, and miscellaneous. For each of these themes, the number of constituent posts and percentage of these posts to the total number of posts were reported.

**Sentiment and Emotion Analyses of Comments to COVID-19 Posts**

To gain insights into the reactions and comments by Facebook users on the posts by PHAs, we conducted sentiment and emotion analyses on comments written in the English language. The sentiment polarity (SP) score for each comment was identified using the Vader algorithm [35] since the algorithm has been specifically conceptualized for ascertaining the sentiment in short texts (eg, user comments on Facebook or tweets from Twitter). The SP score value ranges from −1 to 1 and was classified into five categories: very negative (−1<s<−0.5), negative (−0.5<s<0), neutral (s=0), positive (0<s<0.5), or very positive (0.5<s<1).

For emotion analysis, we went beyond the emotions available as Facebook reactions. We adopted the eight emotions put forth in the theory of emotion [36] and classified the emotions of the comments as: anger, fear, sadness, disgust, surprise, anticipation, trust, or joy. Among the eight emotions, trust and joy are positive emotions, while anger, sadness, fear, and disgust are considered negative emotions. Surprise and anticipation can be either positive or negative depending on the context, hence not included in either of the two categories. The emotions conveyed in the comments were identified with the help of the DeepMoji algorithm [37] using a two-step process. First, the comments were analyzed using the DeepMoji algorithm, which recommended emojis based on the textual content. Second, the emotion that was mapped to the first-ranked emoji was considered as the emotion for the comment. The table in Multimedia Appendix 1 lists the mapping between the emojis and the corresponding emotions.

The total number of comments, CPP, SP scores, positive to negative sentiments ratio (PNSR) and positive to negative emotions ratio (PNER) were reported. PNSR and PNER are two valid measures that have been used in prior studies for sentiment and emotion analysis in texts [38-40]. The number of comments and the SP scores were plotted alongside the dates of key events.

**Identification of Toxicity in Comments of COVID-19 Posts**

Besides the general sentiment and emotion analyses, we identified toxic comments that may warrant intervention. Toxicity is defined as “the usage of rude, disrespectful, or unreasonable language that will likely provoke or make another user leave a discussion” [41]. In this study, the Perspective application program interface (API) service of Google [42] was used to measure the toxicity of comments. The toxicity score ranges from 0 (nontoxicity) and 1 (full toxicity). We further categorized the comments into a dichotomous variable, where comments with a toxicity score greater than or equal to 0.75 are...
Results

COVID-19 Outreach Efforts of PHAs and Public Engagement

In Table 1 and 2, the aggregated statistics related to the Facebook posts from the MOH, the CDC, and PHE are listed along with the public engagement metrics. In Figure 1, the COVID-19 posts daily count values are plotted in a line graph. In addition, the key dates on which the three countries reported their first COVID-19 cases and declared the outbreak as a national-level pandemic (in national terminology) are highlighted in the figure.

In the pre-COVID-19 phase (January 1, 2019, to December 31, 2019), the CDC had an average of 2 daily posts, while the MOH and PHE had an average of 1 daily post (Table 1). The MOH stepped up on the use of Facebook for public engagement during COVID-19. As of March 18, 2020, the MOH had published 304 posts peri-COVID-19 (January 1, 2020, to March 18, 2020), which was nearly a threefold increase in their PPD from 1.35 to 4.34. The MOH had the highest frequency of postings among the three PHAs with 304 posts, and the majority were related to COVID-19. The mean number of daily posts was 4.3, ranging from 1 to 15 posts daily. February was the most active month with 132 COVID-19 posts. Prior to the first locally confirmed case in Singapore on January 23, 2020, there was a limited number of daily posts from the MOH (ranging from 1 to 3 daily posts). However, the number of daily posts from the MOH increased to 7 two days after the first confirmed case in Singapore, and there have been at least 2 PPD ever since.

Of the total CDC posts, less than half were related to COVID-19. It published the highest number of COVID-19 posts in March, with 53 posts in the first 18 days of the month. The highest number of posts published on a single day was on March 8, 2020, with 5 posts. The CDC started to post at least 1 COVID-19 post every day starting on February 25, 2020. The number of daily posts remained at low levels even after the United States had declared a level 1 emergency on January 30, 2020. The average number of daily posts increased only after the United States declared COVID-19 as a level 1 emergency on January 30, 2020, and rose again after the WHO declared a pandemic on March 11, 2020.

PHE had the lowest posting frequency with only about half of posts being related to COVID-19 posts. Similar to the MOH, February was the most active month with 19 COVID-19 posts for PHE, and the highest number of posts on a single day (n=3) was done on 3 days: January 24, March 4, and March 13, 2020. Despite the United Kingdom declaring COVID-19 as a level 4 incident on March 3, 2020, there were days when PHE had zero COVID-19 posts. PHE started posting at least one COVID-19 post every day on March 13, 2020.

Compared to the pre-COVID-19 phase (Table 2), there was also a considerable increase in the public engagement metrics in the peri-COVID-19 time period. For instance, the MOH had a 7-fold increase in CPP, with a higher average number of people commenting in 2020 compared to 2019. The CDC saw a 9-fold increase in the mean RPP from 2019 to 2020 and close to a 10-fold increase in mean SPP from 2019 to 2020. In the case of PHE, the biggest rise is seen for SPP, with nearly a 5-fold increase from 2019 to 2020.

We have also noted that Facebook users who read peri-COVID-19 posts from the MOH were more likely to react to the post than to share or comment on the post, while Facebook users who read posts from the CDC and PHE were more likely to share the posts than to react or comment on the post. This observation was consistent in both pre- and peri-COVID-19 periods.

Table 1. Summary of COVID-19 Facebook outreach by the MOH, the CDC, and PHE during the periods of pre-COVID-19 (January 1, 2019, to December 31, 2019) and peri-COVID-19 (January 1, 2020, to March 18, 2020).

<table>
<thead>
<tr>
<th>Agency</th>
<th>Outreach effort (pre-COVID-19)</th>
<th>Outreach effort (peri-COVID-19)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Total posts, n</td>
<td>PPD, mean (SD)</td>
</tr>
<tr>
<td>MOH</td>
<td>192</td>
<td>1.4 (1.09)</td>
</tr>
<tr>
<td>CDC</td>
<td>599</td>
<td>2.1 (0.99)</td>
</tr>
<tr>
<td>PHE</td>
<td>346</td>
<td>1.3 (0.56)</td>
</tr>
</tbody>
</table>

bPPD: posts per day.
cMOH: Ministry of Health.
dCDC: Centers for Disease Control and Prevention.
Table 2. Summary of COVID-19 Facebook engagement by the MOH, the CDC, and PHE during the periods of pre-COVID-19 (January 1, 2019, to December 31, 2019) and peri-COVID-19 (January 1, 2020, to March 18, 2020).

<table>
<thead>
<tr>
<th>Agency</th>
<th>Public engagement (pre-COVID-19)</th>
<th>Public engagement (peri-COVID-19)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>RPP(^b), mean (SD)</td>
<td>SPP(^c), mean (SD)</td>
</tr>
<tr>
<td>MOH(^h)</td>
<td>34.3 (26.3)</td>
<td>20.1 (100.3)</td>
</tr>
<tr>
<td>CDC(^i)</td>
<td>230.7 (203.4)</td>
<td>240.9 (697.8)</td>
</tr>
<tr>
<td>PHE(^j)</td>
<td>52.4 (68.7)</td>
<td>102.6 (212.5)</td>
</tr>
</tbody>
</table>

\(^a\)COVID-19: coronavirus disease.
\(^b\)RPP: reactions per post.
\(^c\)SPP: shares per post.
\(^d\)CPP: comments per post.
\(^e\)RPP\(_{C19}\): reactions to COVID-19 post.
\(^f\)SPP\(_{C19}\): shares per COVID-19 post.
\(^g\)CPP\(_{C19}\): comments per COVID-19 post.
\(^h\)MOH: Ministry of Health.
\(^i\)CDC: Centers for Disease Control and Prevention.
\(^j\)PHE: Public Health England.

Figure 1. COVID-19 posts frequency during the analysis period. CDC\(_{PC}\): Centers for Disease Control and Prevention's number of posts; COVID-19: coronavirus disease; DORSCON: Disease Outbreak Response System Condition; MOH\(_{PC}\): Ministry of Health's number of posts; PHE\(_{PC}\): Public Health England number of posts; SG: Singapore; WHO: World Health Organization.

The thematic analysis

The themes appreciation, research, testing and diagnosis, and miscellaneous were combined to the theme others to focus on six major themes. As shown in Table 3, the themes from the MOH are more diverse, with no theme exceeding 30% of the total posts. In contrast, the CDC and PHE posts were largely related to preventive measures. For the MOH, situation update and preventive measures were the top two themes. Interestingly, the CDC and PHE did not issue any post to correct false information, while the MOH issued 16 of such posts. There was also no post from PHE and only 2 posts from the CDC to reassure their Facebook followers, while the MOH issued 32 of such public reassurance posts.
Table 3. Thematic analysis of the public health authorities’ coronavirus disease outreach efforts.

<table>
<thead>
<tr>
<th>Theme</th>
<th>MOH(^a) (n=271), n (%)</th>
<th>CDC(^b) (n=94), n (%)</th>
<th>PHE(^c) (n=45), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Preventive measures</td>
<td>60 (22.1)</td>
<td>50 (53.2)</td>
<td>18 (40.0)</td>
</tr>
<tr>
<td>Situation update</td>
<td>78 (28.8)</td>
<td>21 (22.3)</td>
<td>7 (15.6)</td>
</tr>
<tr>
<td>Disease information</td>
<td>16 (5.9)</td>
<td>17 (18.1)</td>
<td>17 (37.8)</td>
</tr>
<tr>
<td>Public reassurance</td>
<td>32 (11.8)</td>
<td>2 (2.1)</td>
<td>0 (0.0)</td>
</tr>
<tr>
<td>Falsehood correction</td>
<td>16 (5.9)</td>
<td>0 (0.0)</td>
<td>0 (0.0)</td>
</tr>
<tr>
<td>Others</td>
<td>69 (25.5)</td>
<td>4 (4.3)</td>
<td>3 (6.7)</td>
</tr>
</tbody>
</table>

\(^a\)MOH: Ministry of Health.
\(^b\)CDC: Centers for Disease Control and Prevention.
\(^c\)PHE: Public Health England.

Sentiment and Emotion Analyses of Comments to COVID-19 Posts

The number of CPP was highest for the CDC, which was attributed to the high number of followers on their Facebook page (Table 4). Although the MOH had fewer number of followers than PHE, the number of comments received for the MOH’s COVID-19 posts were 5 times more than PHE. This observation can also be attributed to the high number of COVID-19 posts for the MOH vs PHE’s COVID-19 posts. Interestingly, the mean CPP of PHE was still higher than the MOH. The average SP scores of all three PHAs were close to the neutral sentiment mark of zero with only the MOH being slightly positive. Correspondingly, the PNSR and PNER of the MOH were much higher than the values for the CDC and PHE. However, since all these values were below 1, it is an indication that there were more negative sentiments and emotions conveyed in the comments. The CDC and PHE received predominantly negative comments from their followers based on the low PNSR and PNER values.

In Figure 2, the emotion categories are plotted against the sentiment categories, with a darker shade of the box reflecting a higher number of comments. We observed that most of the comments to the MOH posts were angry (n=1704, 33.9%), with 1215 being angry and negative and 489 being angry and very negative. Anger is also the most prevalent emotion for the CDC (n=12,634/42,470, 29.8%) and PHE (n=300/977, 30.7%) posts. For the MOH, the negative emotions (anger, disgust, fear, and sadness) account for 62.0% (n=3119/5032) of the comments, while positive emotions (trust and joy) accounted for 33.0% (n=1655) of the comments. In the case of the CDC and PHE, negative emotions accounted for 63.0% (n=26,716/42,470) and 66.2% (n=647/977) of the comments, respectively, and positive emotions accounted for 28.2% (n=11,987) and 26.0% (n=254) of comments, respectively. Since emotions have a direct effect on sentiments, the negative sentiments accounted for the majority of the comments (n=2431/5032, 48.3%; n=21,015/42,470, 49.5%; and n=491/977, 50.3% for the MOH, the CDC, and PHE, respectively). The MOH had a higher percentage of positive sentiments (n=1725/5032, 34.3%) compared to the CDC (n=12,256/42,470, 28.9%) and PHE (n=277/977, 28.4%).

The temporal trend analysis (Figure 3) provides more information compared to the snapshots provided in Table 4 and Figure 2. For instance, we observed that the number of comments increased significantly over time for the CDC posts, while the number of comments for the MOH posts appeared to have decreased over time. Among the three agencies, PHE had the highest degree of fluctuations in SP scores, with many negative and few positive spikes. The SP scores were mostly negative for the CDC posts, while SP scores were positive for the MOH on several occasions, which contributed to an average SP that tends toward neutral. The MOH had the highest number of days with positive sentiments, particularly the period between February 16, 2020, and March 5, 2020, which could be due to a relatively high number of appreciation posts (n=9) during that period.
Table 4. Emotion and sentiment analyses of COVID-19 Facebook comments.

<table>
<thead>
<tr>
<th>Agency</th>
<th>COVID-19(^a) posts, n</th>
<th>Comments, n</th>
<th>CPP(^b), mean (SD)</th>
<th>SP(^c), mean (SD)</th>
<th>PNSR(^d), mean (SD)</th>
<th>PNER(^e), mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>MOH(^f)</td>
<td>271</td>
<td>5032</td>
<td>18.57 (30.04)</td>
<td>0.02 (0.25)</td>
<td>0.94 (2.11)</td>
<td>0.84 (1.79)</td>
</tr>
<tr>
<td>CDC(^g)</td>
<td>94</td>
<td>42,470</td>
<td>451.81 (529.09)</td>
<td>–0.09 (0.06)</td>
<td>0.57 (0.16)</td>
<td>0.41 (0.12)</td>
</tr>
<tr>
<td>PHE(^h)</td>
<td>45</td>
<td>977</td>
<td>21.71 (31.89)</td>
<td>–0.14 (0.26)</td>
<td>0.55 (0.49)</td>
<td>0.44 (0.54)</td>
</tr>
</tbody>
</table>

\(^a\)COVID-19: coronavirus disease.
\(^b\)CPP: comments per post.
\(^c\)SP: sentiment polarity score.
\(^d\)PNSR: positive to negative sentiments ratio.
\(^e\)PNER: positive to negative emotions ratio.
\(^f\)MOH: Ministry of Health.
\(^g\)CDC: Centers for Disease Control and Prevention.
\(^h\)PHE: Public Health England.

Figure 2. Sentiment and emotions heat map for coronavirus disease Facebook comments (left: Ministry of Health; middle: Centers for Disease Control and Prevention; right: Public Health England).

Figure 3. Temporal trend analysis for the number of comments and sentiment polarity. CDC_CC: Centers for Disease Control and Prevention's number of comments; CDC_SP: Centers for Disease Control and Prevention's sentiment polarity score; DORSCON: Disease Outbreak Response System Condition; MOH_CC: Ministry of Health's number of comments; MOH_SP: Ministry of Health's sentiment polarity score; PHE_CC: Public Health England's number of comments; PHE_SP: Public Health England's sentiment polarity score; SG: Singapore; WHO: World Health Organization.
Identification of Toxicity in Comments of COVID-19 Posts

The CDC had the highest number of toxic comments, followed by the MOH and PHE (Table 5). PHE had the highest average of likes per toxic comment (LPTC) compared to the CDC and the MOH. For the PHE page, toxic comments received more likes and replies from its followers as compared to nontoxic comments. The mean LPTC for PHE was two times higher compared to nontoxic comments. Similarly, toxic comments received more replies compared to nontoxic comments.

Table 5. Summary of coronavirus disease toxic comments.

<table>
<thead>
<tr>
<th>Agency</th>
<th>Total comments, n</th>
<th>Toxic comments, n (%)</th>
<th>LPTC(^b), mean</th>
<th>LPNC(^b), mean</th>
<th>RPTC(^c), mean</th>
<th>RPNC(^d), mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>MOH(^e)</td>
<td>5032</td>
<td>58 (0.01)</td>
<td>0.47</td>
<td>1.38</td>
<td>0.14</td>
<td>0.43</td>
</tr>
<tr>
<td>CDC(^f)</td>
<td>42,470</td>
<td>728 (0.01)</td>
<td>0.89</td>
<td>1.99</td>
<td>0.13</td>
<td>0.71</td>
</tr>
<tr>
<td>PHE(^g)</td>
<td>977</td>
<td>12 (0.01)</td>
<td>2.42</td>
<td>1.44</td>
<td>0.92</td>
<td>0.60</td>
</tr>
</tbody>
</table>

\(^a\)LPTC: likes per toxic comment.
\(^b\)LPNC: likes per nontoxic comment.
\(^c\)RPTC: replies per toxic comment.
\(^d\)RPNC: replies per nontoxic comment.
\(^e\)MOH: Ministry of Health.
\(^f\)CDC: Centers for Disease Control and Prevention.
\(^g\)PHE: Public Health England.

Discussion

Principal Findings

Among the three agencies, the MOH was the most active in using Facebook to reach out to its followers in terms of posting frequency, with an average of around 4 posts daily, exceeding both the CDC and PHE. The MOH displayed a similar active outreach strategy during the previous Zika outbreak in 2016 by ramping up engagement online with more frequent posting [21]. The MOH COVID-19 posts received more attention from their followers compared to the previous outbreak. For instance, the average number of comments received per post was 3.6 for Zika posts [21], while for COVID-19 posts, the average has increased to 15.6.

The posting frequency of the CDC and PHE on matters pertaining to COVID-19 was low in the initial peri-COVID-19 phase; this was because a substantial number of posts were still dedicated to other public health topics (eg, mental health, food disease outbreak, chronic disease management). This may reflect that both countries perceived the risk to be low or possibly that the outbreak was still largely confined within Asia. At the time of analysis, the epicenter of the COVID-19 pandemic was Wuhan, China with several other Asian countries, including Singapore. We observed that the volume of updates on COVID-19 related to prevention from the CDC and PHE increased toward the end of the analysis period, which parallels the surge in case count in both the United States and England. Given the large number of followers on the CDC and PHE Facebook pages, it is a missed opportunity that the CDC and PHE did not engage with their followers more intensively using Facebook. We observed that Facebook users who engaged with the CDC or PHE posts were more likely to share rather than to react or comment on the posts. Hence, Facebook may possibly be a useful platform for the CDC or PHE to disseminate information for Facebook users to propagate to others.

In our analysis of the PHAs’ post content, we restricted the number of themes to six to focus on major themes, unlike earlier studies where more themes were used with a meagre number of posts for certain themes [26]. The posts from the MOH were more diverse with frequent updates on preventive measures, travel advisories, disease information, falsehood correction, and even appreciation for health care workers and other frontline staff. This was in contrast to the posts from the CDC and PHE, where the messages were mostly focused on preventive measures and sporadic situation updates. Falsehood corrections are in need during this pandemic, as an earlier study identified that misleading Facebook posts acquired more popularity than accurate posts during the Zika outbreak in the United States [43]. On this point, we observed that the MOH has adopted misinformation debunking as one of its community and social measures for handling the COVID-19 situation [6]. The current distribution of themes may reflect the different phases that the three countries were going through during the time of our analyses. We anticipate that as the pandemic develops across each country the themes of the posts will continually evolve. Nevertheless, there is a need to enhance awareness and not undermine the possibility of a serious outbreak during the precrisis period [22]. From our analyses, we did not identify much evidence to show attempts at such efforts from the CDC and PHE in their official Facebook pages.

In previous disease pandemics, negative sentiments were generally prevalent in social media [23]. We made similar findings in our analyses where the majority of the posts conveyed anger emotions and negative sentiments. For the MOH, however, we noticed that over time (from mid-February to the first week of March 2020), Facebook users began to be more positive about the government’s response to the pandemic. Nevertheless, there is a need to enhance awareness and not undermine the possibility of a serious outbreak during the precrisis period [22]. From our analyses, we did not identify much evidence to show attempts at such efforts from the CDC and PHE in their official Facebook pages.
to spike in conjunction with specific events. For example, our data showed that the number of comments sharply rose in association with the first confirmed case in the United States (January 21, 2020), when Singapore rose its DORSCON level to orange (February 7, 2020), when the United Kingdom declared COVID-19 as a Level 4 incident (March 3, 2020), and when the WHO declared COVID-19 a pandemic (March 11, 2020).

The prevalence of toxic comments for all three Facebook pages’ COVID-19 posts was fairly low. It is possible that the majority of the toxic comments had been removed (for instance, the CDC has a policy that profane and obscene comments can be deleted [44]), and what was analyzed were those that were not filtered. The US President has repeatedly referred to SARS coronavirus 2 as the “Chinese virus,” and this may have led to anti-Asian sentiments [45]. This may explain why the CDC had the highest number of toxic comments. Fortunately, the volume of such comments remained low, and the agreement with such toxic comments was also low as reflected by the low average number of likes. PHAs should consider dedicating resources during a pandemic to manage toxic comments as well as combat falsehood. We observed that both the CDC and PHE did not have any post to correct falsehoods, unlike the MOH. In contrast, social media platforms have been proactive in setting up centralized hubs dedicated to COVID-19 updates and information such as the COVID-19 Information Center on Facebook [46] or the COVID-19 Information and Resources collection on Google [47] to direct social media users to trusted and reliable information.

Limitations

In this study, we analyzed data from Facebook only. However, PHAs may have used other social media platforms such as Twitter and YouTube to disseminate public health information to their citizens. Thus, this study’s findings may not fully represent the overall social media outreach efforts of PHAs during the COVID-19 pandemic. In addition, the sentiments captured on Facebook comments may not reflect the users of other social media platforms, as the user profiles of these various platforms are known to be different. Furthermore, PHAs may currently still use traditional news and mass media channels to reach the public with information, updates, and guidance measures. Hence, PHAs’ outreach efforts in social media platforms is supplementary, and these platforms are considered either as a resource for additional information or for reaching out to people who no longer follow traditional news and mass media channels. Another limitation of the study was that we have limited our analyses of the Facebook followers’ response to posts initiated by the PHAs. We have not, for instance, analyzed the comments within private circles or closed groups that may be different in nature compared to publicly disclosed comments. Our paper has focused on the comparative analysis of how three PHAs have used Facebook for COVID-19 communications strategy. We did not evaluate if the PHAs’ use of social media has improved over time as they gain experience from dealing with other infectious diseases such as the H1N1 swine flu pandemic, Ebola epidemic, or Zika outbreak. As social media platforms become more prominent, its users and the interactions among its users evolve. Optimal use of these platforms for public health communications will benefit from constant reflection and critical appraisal of what strategies have worked and what have not. Finally, the thematic analysis may be more robust if independent coding of the posts was conducted. However, the huge number of posts rendered this process time-consuming. Accordingly, the review and confirmation of the themes from a second coder was sought as an acceptable compromise.

Conclusions

The Facebook postings by the PHAs in this study provided some insights into their governments’ COVID-19 broader communication strategy. Through our study, we identified differences in the Facebook-based outreach and engagement efforts of three developed countries during the prepandemic and peripandemic periods of COVID-19. The differences were found in terms of both posting frequency and themes in posts. The change in sentiments in response to specific outreach events were also observed. On the whole, the MOH stepped up its outreach efforts on Facebook more intensively compared to the CDC and PHE. We hope that our findings will be of interest to PHAs and health science researchers who study pandemics in the context of social media. In our upcoming work, we intend to conduct studies in two related directions. In our first set of studies, we intend to collect more data from the same three PHA Facebook pages and analyze the results with data segregated in three phases (pre-COVID-19, peri-COVID-19, and post-COVID-19). In the second set of studies, we intend to analyze the outreach efforts of other countries during this COVID-19 pandemic to understand the effectiveness and shortfalls of strategies used by different countries.
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Abstract

Background: The public health emergency of coronavirus disease (COVID-19) is rapidly evolving worldwide; some countries, including Spain, have implemented restrictive measures. Populations that are vulnerable to this outbreak and its physical and mental health effects include community-dwelling older adults with mild cognitive impairment or mild dementia. Telehealth is a potential tool to deliver health care and decrease exposure risk.

Objective: The aims of this study were to explore the impact of confinement on the health and well-being of community-dwelling older adults with mild cognitive impairment or mild dementia, to provide television-based and telephone-based health and social support, and to study the effects of a television-based assistive integrated technology, TV-AssistDem (TeleVision-based ASSistive Integrated Service to supporT European adults living with mild DEMentia or mild cognitive impairment).

Methods: A telephone-based survey was administered in Spain to 93 participants in the TV-AssistDem clinical trial from March 25 to April 6, 2020.

Results: Of the respondents, 60/93 (65%) were women. The mean age was 73.34 (SD 6.07), and 69/93 (74%) lived accompanied. Lockdown measures forced 17/93 respondents (18%) to change their living arrangements. Health status was found to be optimal in 89/93 respondents (96%), with no COVID-19 symptoms. Grocery and pharmacy outings were performed by family members of 68/93 participants (73%); 57 (61%) reported overall well-being, and 65 (70%) maintained their sleep quality. However, participants living alone reported greater negative feelings and more sleeping problems. Regarding leisure activities, 53/93 respondents (57%) took walks, 32 (35%) played memory games, 55 (60%) watched television, and 91 (98%) telephoned relatives. 58/93 (64%) respondents reported accessing moderate or too much COVID-19 information, 89 (97%) received it from television, and 56 (62%) stated that their understanding of the information was extreme. 39/93 (39%) respondents had contacted health and social services, while 29 (31%) requested information regarding these services during the telephone call. There were no significant differences in health and well-being between the intervention and control groups. Respondents with TV-AssistDem performed more memory exercises (24/93, 52% vs 8/93, 17.4%; P<.001) than control respondents.

Conclusions: Our findings suggest that during COVID-19 confinement, the physical and mental health and well-being was optimal for the majority of our vulnerable population. However, those living alone reported greater negative psychological effects and sleeping problems. Measures adopted to address the negative experiences of confinement included keeping informed about the situation, accessing health and social services, having a support network that prevents risk of exposure to COVID-19 and guarantees food and medical supplies, a daily routine with maintained sleeping habits and leisure activities, staying physically and mentally active with cognitive stimulation exercises, and ensuring social connectedness using technology. Television sets were preferred technological devices to access COVID-19 information, watch television as a recreational activity, and perform
Coronavirus disease (COVID-19) has been declared a global emergency by the World Health Organization (WHO); this disease has created a rapidly evolving situation which has forced the implementation of unprecedented restrictions to control its viral spread and mitigate its impact [1]. Spain has one of the highest burdens of COVID-19 worldwide, with 59.4% of cases reported in people aged 60 years and older [2]. In response to the outbreak, the Spanish government issued a royal decree (463/2020) to declare a 15-day national emergency, with the exceptional measure of a nationwide lockdown that started on March 15th and has been extended twice since [3]. This decree enforces social distancing, quarantine of people exposed to the disease, and home confinement of people who remain healthy, allowing only essential outings. This restriction of movement of daily life activities and separation from loved ones may be challenging and unpleasant. This experience may impact the physical and mental health and well-being of those who undergo it. Demographic factors, such as sex, age, and baseline health and well-being status, have been described as preconfinement predictors of greater impact [4]. Community-dwelling older adults are among the most vulnerable to the impact of this confinement. Their chronic conditions may be aggravated by the consequences of confinement [4]. Additionally, WHO underlines that people with mild cognitive impairment or mild dementia may face a greater challenge during the outbreak [5]. Their comprehension of the public health situation and the measures to follow, such as staying at home or wearing a mask, may be limited [6]. Confinement may lead to social isolation, which is a risk factor for health-related consequences [7] and increases risk of dementia and cognitive decline in older adults [8-10]. Moreover, facing a novel and unknown situation is a potential stressor, especially when cognition is compromised [4]. Furthermore, nonattendance of face-to-face activities, such as memory workshops and day care services, may worsen the cognition and functioning of this population [11]. Reduced support availability may consequently increase caregiver burden [6]. Alzheimer Europe recommends the following for people with mild cognitive impairment or mild dementia and their caregivers: building a support network; keeping well informed; guaranteeing food and medical supplies; enjoying leisure activities; staying physically and mentally active using Stimulus, among others, for cognitive stimulation; and keeping socially connected [12].

In the age of information and communications technology, technology home-based interventions [13] (smartphones, tablets, computers, smart televisions, virtual assistants, ambient assistive devices, etc.) can support most of the above recommendations; they facilitate information sharing and online shopping, provide access to sports and entertainment, increase social connectedness, etc. However, most importantly, these interventions enable the distribution of health-related information and services. Telehealth is a potential major tool to deliver routine health care and prevent the risk of viral exposure, especially for people at higher risk [14]. The burden of COVID-19 exerts pressure on health care services, social support services [3], and caregivers. Public health systems that had not proactively integrated telehealth are working reactively against the clock to respond to this urgent situation. Nationally, the Spanish government has launched a COVID-19 triage app, Asistencia COVID-19 [15]; regionally, routine care is being remotely managed via centralized telephone numbers (Salud Responde) [16]. These efforts are noteworthy; however, for years prior to this outbreak, Europe proactively invested in information and communications technology research in at-risk populations with programs such as the European Active and Assisted Living (AAL) Programme. TV-AssistDem (TeleVision-based ASSistive Integrated Service to support European adults living with mild DEMentia or mild cognitive impairment) is an AAL project that was selected for the Call for Proposals “Living well with dementia: The contribution of information and communications technology to integrated solutions for enabling the well-being of people living with dementia and their communities” [17].

TV-AssistDem is a European multicenter randomized controlled trial that evaluates a television-based assistive integrated service to support and improve the quality of life of people with mild cognitive impairment or mild dementia and provide relief to their caregivers. The components of TV-AssistDem are a digital set-top-box service based on Android technology with a television-based interface, a webcam, and a centralized back-end service with a web-based interface. TV-AssistDem facilitates remote support through data transmission and video interactivity between users, caregivers, and health care professionals.

The current study is nested in the TV-AssistDem project. To address the unexpected health emergency of COVID-19, the TV-AssistDem team rapidly adapted the service to provide tailored support. Detailed information on COVID-19 was offered through the functionality of health education with selected content from official sources, such as the WHO, the Spanish Ministry of Health, and local authorities. Videos on recommendations and basic care measures, such as hand washing, were uploaded. In addition to offering informational content, three of the established functionalities of TV-AssistDem
guarantee physical and mental health and well-being, social connectedness, and cognitive stimulation. The Health Education functionality enables visualization of videos of physical activity at home; the Videocall functionality enables communication with loved ones and health professionals through videocalls; and the Memory Games functionality provides cognitive stimulation with Stimulus memory games [18].

The use of information and communications technology in reducing social isolation, improving cognition, and facilitating access to services in people with mild cognitive impairment or mild dementia has been broadly studied [13,19]. However, despite the growing global interest in telehealth during the COVID-19 pandemic [14,20], no study has yet explored the use of telehealth home support during COVID-19 confinement in people with mild cognitive impairment or mild dementia and the impact of confinement on this population.

The three aims of this study were to explore the impact of confinement on the physical and mental health and well-being of community-dwelling older adults with mild cognitive impairment or mild dementia, to provide television-based and telephone-based health and social support, and to study the effects of a television-based assistive integrated technology (TV-AssistDem). We hypothesized that people with access to TV-AssistDem would report greater physical and mental health and well-being.

**Methods**

**Ethical Declarations**

The current study is nested in the clinical trial TV-AssistDem (ClinicalTrials.gov NCT03653234) approved by the Malaga Province Research Ethics Committee (Comité de Ética de la Investigación Provincial de Málaga), approval number 1770-N-17. The substantial amendments derived from this new study were reviewed by the ethics committee and were granted a favorable opinion.

People with mild cognitive impairment or mild dementia and their caregivers provided written consent before taking part in the TV-AssistDem clinical trial as per protocol [18]. Taking into consideration the rights of the participants and to perform this study during this exceptional situation of confinement, we informed people with mild cognitive impairment or mild dementia and their caregivers at the beginning of the telephone interview that the reason for the call was additional follow-up within the framework of the project.

**Survey Development**

Telephone-based survey research was conducted according to Gordon’s Functional Health Patterns [21] (Multimedia Appendix 1). Overall, quantitative strategies (questions with numerically rated items) were used for data collection of the health perception-health management and sleep-rest patterns. Qualitative strategies (open-ended questions) were used for the coping-stress tolerance, activity-exercise, and role-relationship patterns. Data were organized into previously coded and listed categories using a directed content analysis approach.

**Participant Identification and Recruitment**

Researchers from the Biomedical Research Institute of Malaga contacted 100 community-dwelling older adults with mild cognitive impairment or mild dementia by telephone. Potential respondents were TV-AssistDem study participants from both the intervention and control groups who had met eligibility criteria for the TV-AssistDem trial and who had not dropped out of the study. Participants in the intervention group had been specifically trained in the use of TV-AssistDem and were given daily access to the service in their home environment. Participants in the control group received treatment as usual. Both groups received follow-up visits at 6 and 12 months. Inclusion criteria were age >60 years, self-perceived cognitive impairment or caregiver’s perception of cognitive impairment that was present for at least 6 months, score of 23-27 points on the Mini-Mental State Examination, independent living, informal caregiver, pharmacological treatment, and written consent. Exclusion criteria were a score >11 on the Geriatric Depression Scale, terminal illness, and specific conditions (cognitive, visual, motor, etc.) which could compromise the use of the system [18].

**Interview Process**

Participants were contacted by telephone by health professionals (a mental health registered nurse clinical specialist and a neuropsychologist). The researchers had previously established relationships with the participants during the TV-AssistDem study. Potential respondents were considered unreachable when no answer was given to 3 different calls on 3 different days. The telephone call time frame was March 25 to April 6, 2020. The researchers interviewed the participants using the telephone-based survey. Caregivers were interviewed on behalf of people with mild cognitive impairment or mild dementia when cognitive or emotional statuses were compromised.

During each interview, when necessary, health information and counselling was provided by the health professionals regarding COVID-19. This information included the symptoms and mode of transmission of the disease, contact telephone numbers for health care and social services to manage difficulties arising from the confinement situation, and recommendation guidelines for staying physically and mentally active. In addition, people with mild cognitive impairment or mild dementia in the intervention group were notified of the new updates available in the Health Education functionality TV-AssistDem concerning COVID-19. These included selected content from official sources such as the WHO, the Spanish Ministry of Health, and local authorities. Informative content included infographics and videos about the disease, basic protection measures such as hand washing, advice for managing psychological distress, and guidelines to carry out health procedures. Additionally, the participants were encouraged to continue to use three of the usual functionalities of TV-AssistDem which are meant to guarantee physical and mental health and well-being. Physical activity was promoted through the visualization of videos of indoor home exercise. Cognition was stimulated with Stimulus memory games. Lastly, social connectedness with loved ones and health professionals was facilitated through videocalls (Figures 1-3).
**Figure 1.** TV-AssistDem adapted to provide tailored support during COVID-19.

**Figure 2.** TV-AssistDem focused on cognitive stimulation and COVID-19 information.
Data Analysis
The chi-square test and Fisher exact test (when fewer than 80% of the expected frequencies of the cell were greater than 5) were used for analysis of the categorical variables. For quantitative variables, the Student t test was used. The analysis was performed by following an intention-to-treat procedure. The R program (version 3.6.2) was used for the analysis.

Results
Participants
A total of 93/100 (93.0%) TV-AssistDem study participants were successfully contacted: 47/93 (51%) in the intervention group and 46/93 (49%) in the control group. We could not reach 7/100 (7.0%) of the participants. The mean duration of the telephone calls was 12 minutes and 4 seconds (SD 7 seconds). For 21/93 (22%) participants, caregivers were interviewed on behalf of people with mild cognitive impairment or mild dementia whose cognitive or emotional statuses were compromised.

Sociodemographics
The sample of people with mild cognitive impairment or mild dementia had a mean age of 73.34 years (SD 6.07); 60/93 (65%) were women, and 69 (74%) lived accompanied. Lockdown measures forced 17/93 participants (18%) to change their living arrangements (Table 1).
Table 1. Sample characteristics and differences between the intervention and control groups regarding demographic characteristics and living arrangements.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Total (N=93)</th>
<th>Intervention (n=47)</th>
<th>Control (n=46)</th>
<th>Statistical difference</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>73.34 (6.07)</td>
<td>74.00 (6.16)</td>
<td>72.67 (5.98)</td>
<td>$t_{91}=1.053$</td>
<td>.29</td>
</tr>
<tr>
<td>Sex, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>33 (36)</td>
<td>16 (34)</td>
<td>17 (37)</td>
<td>$\chi^2_{1}=0.09$</td>
<td>.77</td>
</tr>
<tr>
<td>Female</td>
<td>60 (65)</td>
<td>31 (66)</td>
<td>29 (33)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Change in living arrangements due to lockdown, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>$\chi^2_{1}=0.57$</td>
<td>.45</td>
</tr>
<tr>
<td>Yes</td>
<td>17 (18)</td>
<td>10 (21)</td>
<td>7 (15)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>76 (82)</td>
<td>37 (79)</td>
<td>39 (85)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Living arrangements, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>$\chi^2_{4}=3.75$</td>
<td>.44</td>
</tr>
<tr>
<td>Alone</td>
<td>24 (26)</td>
<td>14 (30)</td>
<td>10 (22)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Spouse</td>
<td>39 (42)</td>
<td>22 (47)</td>
<td>17 (37)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Children</td>
<td>12 (13)</td>
<td>5 (11)</td>
<td>7 (15)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Spouse and children</td>
<td>13 (14)</td>
<td>4 (9)</td>
<td>9 (19)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>5 (6)</td>
<td>2 (4)</td>
<td>3 (7)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Functional Health Patterns**

The health status of the participants was mainly found to be optimal; 89/93 (97%) presented no COVID-19 symptoms. Grocery and pharmacy outings were performed by family members for 68/93 participants (73%). Most of our respondents did not report inadequate or insufficient food supplies, nor did they report being unable to obtain regular medical care or prescriptions. 57/93 (61%) respondents reported overall well-being, and 65 (70%) maintained their quality of sleep (Table 2). Negative experiences reported included fear of becoming infected or infecting family members, frustration and boredom due to not being able to take part in daily activities, loss of usual routine, and social isolation. Leisure activities included physical, intellectual, recreational, and social activities. Of the 93 participants, 53 (57%) took walks, 32 (35%) played memory games, 55 (59%) watched TV, and 91 (98%) telephoned their family and friends (Table 3). Off-protocol, numerous respondents mentioned during the interviews that religious activities such as listening to religious programs on the radio felt comforting, and joining their neighbors at 8 PM for the national clapping against COVID-19 felt uplifting and provided a powerful reminder that although restrictions are followed in isolation, we are all part of a community.
Table 2. Differences between the intervention and control groups regarding health status and management during the COVID-19 pandemic.

<table>
<thead>
<tr>
<th>Health status</th>
<th>Total (N=93), n (%)</th>
<th>Intervention (n=47), n (%)</th>
<th>Control (n=46), n (%)</th>
<th>Chi-square (df)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>**Health status (COVID-19)**a</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No symptoms</td>
<td>89 (96)</td>
<td>45 (96)</td>
<td>44 (96)</td>
<td>1.33 (2)</td>
<td>.51</td>
</tr>
<tr>
<td>Symptoms without test</td>
<td>3 (3)</td>
<td>1 (2)</td>
<td>2 (4)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Symptoms and positive test</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hospitalized</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ICUb inpatient</td>
<td>1 (1)</td>
<td>1 (2)</td>
<td>0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Deceased</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Health management: groceries/pharmacy</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Patient</td>
<td>12 (13)</td>
<td>3 (6)</td>
<td>9 (20)</td>
<td>9.19 (5)</td>
<td>.10</td>
</tr>
<tr>
<td>Patient and family member</td>
<td>7 (8)</td>
<td>3 (6)</td>
<td>4 (9)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Family member</td>
<td>68 (73)</td>
<td>35 (75)</td>
<td>33 (72)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Home worker</td>
<td>1 (1)</td>
<td>1 (2)</td>
<td>0 (0)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Online</td>
<td>1 (1)</td>
<td>1 (2)</td>
<td>0 (0)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>4 (4)</td>
<td>4 (9)</td>
<td>0 (0)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Mental health and well-being</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Well</td>
<td>57 (61)</td>
<td>27 (59)</td>
<td>30 (65)</td>
<td>0.41 (1)</td>
<td>.52</td>
</tr>
<tr>
<td>Calm</td>
<td>8 (9)</td>
<td>3 (7)</td>
<td>5 (11)</td>
<td>0.55 (1)</td>
<td>.46</td>
</tr>
<tr>
<td>Sad</td>
<td>27 (29)</td>
<td>17 (37)</td>
<td>10 (22)</td>
<td>2.57 (1)</td>
<td>.11</td>
</tr>
<tr>
<td>Worried</td>
<td>20 (22)</td>
<td>7 (15)</td>
<td>13 (28)</td>
<td>2.30 (1)</td>
<td>.13</td>
</tr>
<tr>
<td>Afraid</td>
<td>10 (11)</td>
<td>6 (13)</td>
<td>4 (9)</td>
<td>0.450 (1)</td>
<td>.50</td>
</tr>
<tr>
<td>Anxious</td>
<td>22 (24)</td>
<td>8 (17)</td>
<td>14 (30)</td>
<td>2.15 (1)</td>
<td>.14</td>
</tr>
<tr>
<td>Bored</td>
<td>13 (14)</td>
<td>6 (13)</td>
<td>7 (15)</td>
<td>0.09 (1)</td>
<td>.74</td>
</tr>
<tr>
<td><strong>Sleep quality</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Maintained</td>
<td>65 (70)</td>
<td>35 (81)</td>
<td>30 (68)</td>
<td>2.01 (1)</td>
<td>.16</td>
</tr>
<tr>
<td>Altered</td>
<td>22 (24)</td>
<td>8 (19)</td>
<td>14 (32)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unknown</td>
<td>6 (6)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

bICU: intensive care unit.
Table 3. Differences between the intervention and control groups regarding activities.

<table>
<thead>
<tr>
<th>Activity category and type</th>
<th>Total (N=93), n (%)</th>
<th>Intervention (n=47), n (%)</th>
<th>Control (n=46), n (%)</th>
<th>Chi-square (df)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Physical</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>None</td>
<td>12 (13)</td>
<td>8 (19)</td>
<td>4 (9)</td>
<td>1.43 (1)</td>
<td>.23</td>
</tr>
<tr>
<td>Walking</td>
<td>53 (57)</td>
<td>23 (49)</td>
<td>30 (65)</td>
<td>2.51 (1)</td>
<td>.11</td>
</tr>
<tr>
<td>Stair climbing</td>
<td>10 (11)</td>
<td>5 (11)</td>
<td>5 (11)</td>
<td>0.01 (1)</td>
<td>.97</td>
</tr>
<tr>
<td>Gymnastics</td>
<td>19 (20)</td>
<td>12 (26)</td>
<td>7 (12)</td>
<td>1.52 (1)</td>
<td>.22</td>
</tr>
<tr>
<td>House chores</td>
<td>8 (9)</td>
<td>6 (13)</td>
<td>2 (4)</td>
<td>2.09 (1)</td>
<td>.27</td>
</tr>
<tr>
<td>Other</td>
<td>12 (13)</td>
<td>3 (6)</td>
<td>9 (20)</td>
<td>3.59 (1)</td>
<td>.058</td>
</tr>
<tr>
<td><strong>Intellectual</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Memory exercises</td>
<td>32 (35)</td>
<td>24 (52)</td>
<td>8 (17)</td>
<td>12.22 (1)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Reading</td>
<td>24 (26)</td>
<td>13 (28)</td>
<td>11 (24)</td>
<td>0.22 (1)</td>
<td>.63</td>
</tr>
<tr>
<td>Playing games</td>
<td>6 (7)</td>
<td>1 (2)</td>
<td>5 (11)</td>
<td>2.85 (1)</td>
<td>.20</td>
</tr>
<tr>
<td>Needlework</td>
<td>18 (20)</td>
<td>6 (13)</td>
<td>12 (26)</td>
<td>2.49 (1)</td>
<td>.11</td>
</tr>
<tr>
<td>Painting</td>
<td>8 (9)</td>
<td>5 (11)</td>
<td>3 (7)</td>
<td>0.55 (1)</td>
<td>.71</td>
</tr>
<tr>
<td><strong>Recreational</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Watching television</td>
<td>55 (60)</td>
<td>28 (61)</td>
<td>27 (59)</td>
<td>0.04 (1)</td>
<td>.83</td>
</tr>
<tr>
<td>Listening to radio or music</td>
<td>9 (9.8)</td>
<td>3 (6.5)</td>
<td>6 (13)</td>
<td>1.11 (1)</td>
<td>.48</td>
</tr>
<tr>
<td>Playing with information and communications technology</td>
<td>8 (8.7)</td>
<td>4 (8.7)</td>
<td>4 (9)</td>
<td>0.00 (1)</td>
<td>&gt;.99</td>
</tr>
<tr>
<td>House chores</td>
<td>41 (45)</td>
<td>18 (39)</td>
<td>23 (50)</td>
<td>1.10 (1)</td>
<td>.29</td>
</tr>
<tr>
<td>Keeping pets or plants</td>
<td>12 (13)</td>
<td>2 (4)</td>
<td>10 (22)</td>
<td>6.13 (1)</td>
<td>.01</td>
</tr>
<tr>
<td><strong>Social</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Home visits</td>
<td>46 (50)</td>
<td>24 (51)</td>
<td>22 (48)</td>
<td>0.10 (1)</td>
<td>.75</td>
</tr>
<tr>
<td>Calls</td>
<td>91 (98)</td>
<td>46 (98)</td>
<td>45 (98)</td>
<td>&lt;0.001 (1)</td>
<td>.99</td>
</tr>
<tr>
<td>Videocalls</td>
<td>45 (48)</td>
<td>23 (49)</td>
<td>22 (48)</td>
<td>0.01 (1)</td>
<td>.91</td>
</tr>
<tr>
<td>Texting</td>
<td>46 (50)</td>
<td>25 (53)</td>
<td>21 (46)</td>
<td>0.53 (1)</td>
<td>.47</td>
</tr>
</tbody>
</table>

Knowledge of COVID-19 Situation and Health and Social Services

Of the 93 respondents, 58 (64%) reported accessing moderate or too much COVID-19 information, 89 (96.7%) learned about COVID-19 from television, and 56 (62%) described their understanding of the information as extreme. Moreover, 39/93 (38%) respondents had contacted health and social services, while 29 (31%) requested information regarding these services during the telephone call (Table 4).
Table 4. Differences between the intervention and control groups regarding information and resources pertaining to the COVID-19 pandemic.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Total (N=93), n (%)</th>
<th>Intervention (n=47), n (%)</th>
<th>Control (n=46), n (%)</th>
<th>Chi-square (df)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Amount of COVID-19(^a) information accessed</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>None</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>2.55 (3)</td>
<td>.47</td>
</tr>
<tr>
<td>Too little</td>
<td>9 (10)</td>
<td>3 (7)</td>
<td>6 (13)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Moderate</td>
<td>29 (32)</td>
<td>15 (33)</td>
<td>14 (30)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Too much</td>
<td>29 (32)</td>
<td>17 (38)</td>
<td>12 (26)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Extreme</td>
<td>24 (26)</td>
<td>10 (22)</td>
<td>14 (30)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>COVID-19 information source</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Family and friends</td>
<td>47 (51)</td>
<td>27 (59)</td>
<td>20 (43)</td>
<td>2.13 (1)</td>
<td>.14</td>
</tr>
<tr>
<td>Television</td>
<td>89 (97)</td>
<td>45 (98)</td>
<td>44 (96)</td>
<td>0.34 (1)</td>
<td>.56</td>
</tr>
<tr>
<td>Newspaper</td>
<td>5 (5)</td>
<td>3 (7)</td>
<td>2 (4)</td>
<td>0.21 (1)</td>
<td>.65</td>
</tr>
<tr>
<td>Digital media</td>
<td>11 (12)</td>
<td>5 (11)</td>
<td>6 (13)</td>
<td>0.10 (1)</td>
<td>.75</td>
</tr>
<tr>
<td>Radio</td>
<td>11 (12)</td>
<td>6 (13)</td>
<td>5 (11)</td>
<td>0.10 (1)</td>
<td>.75</td>
</tr>
<tr>
<td><strong>Understanding of COVID-19 information</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>None</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>2.85 (3)</td>
<td>.41</td>
</tr>
<tr>
<td>Too little</td>
<td>7 (8)</td>
<td>2 (4)</td>
<td>5 (11)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Moderate</td>
<td>13 (14)</td>
<td>8 (18)</td>
<td>5 (11)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Too much</td>
<td>15 (17)</td>
<td>9 (20)</td>
<td>6 (13)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Extreme</td>
<td>56 (62)</td>
<td>26 (58)</td>
<td>30 (65)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Resources contacted</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>None</td>
<td>54 (61)</td>
<td>30 (68)</td>
<td>24 (55)</td>
<td>3.17 (3)</td>
<td>.37</td>
</tr>
<tr>
<td>Health services</td>
<td>32 (36)</td>
<td>14 (32)</td>
<td>18 (41)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>COVID-19 services</td>
<td>1 (1)</td>
<td>0 (0)</td>
<td>1 (2)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Emergency services</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Social services nongovernmental organization</td>
<td>1 (1)</td>
<td>0 (0)</td>
<td>1 (2)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Resources used</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Health services number</td>
<td>12 (13)</td>
<td>3 (6)</td>
<td>9 (20)</td>
<td>3.59 (1)</td>
<td>.058</td>
</tr>
<tr>
<td>COVID-19 services number</td>
<td>1 (1)</td>
<td>0 (0)</td>
<td>1 (2)</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Social services nongovernmental organization number</td>
<td>3 (3)</td>
<td>1 (2)</td>
<td>2 (4)</td>
<td>0.62 (1)</td>
<td>.49</td>
</tr>
<tr>
<td>TV-AssistDem Health Education</td>
<td>13 (14)</td>
<td>13 (14)</td>
<td>N/A(^b)</td>
<td>N/A</td>
<td>N/A</td>
</tr>
</tbody>
</table>

\(^a\)COVID-19: coronavirus disease.
\(^b\)Not applicable.

**Differences Between Living Alone and With Others**

In comparison with the participants living with others (69/93, 74%), the participants living alone (24/93, 26%) reported less well-being (35% vs 71%; \(\chi^2=9.61; P=.002\)), more anxiety (59% vs 41%; \(\chi^2=3.90; P=.048\)) and more sleeping problems (48% vs 19%; \(\chi^2=4.71; P=.03\)). They more frequently reported being sad (44% vs 25%; \(\chi^2=2.953; P=.09\)) and bored (26% vs 10%; \(\chi^2=3.613; P=.057\)); however, these last results were only marginally significant.

**Differences Between the Intervention and Control Groups**

There were no significant differences between the intervention and control groups in any sociodemographic variables, health status variables, or other variables associated with COVID-19 (Tables 1–4). Similarly, there were no differences regarding health management, mental health, well-being, or sleeping problems. Respondents with TV-AssistDem performed more memory exercises than control participants (24/93, 52% vs 8/93, 17%; \(P<.001\)).
Discussion

Principal Results

Our findings show that at the time of assessment, the physical and mental health and well-being of our study participants with mild cognitive impairment or mild dementia was overall optimal, although living alone was found to be a risk factor for greater psychological negative impact and sleeping problems. Television-based health and social support were provided in the intervention group, and telephone-based support was provided when requested. Television sets stood out as the preferred technological devices to access COVID-19 information, watch television as a recreational activity, and perform memory exercises as an intellectual activity.

Our sample presented characteristics which have been described as preconfinement predictors for greater health and well-being impact: female sex, old age, and mild cognitive impairment or mild dementia [4,5]. However, the change in living arrangements suggests that some households decided to rearrange their support network for the duration of the confinement. Having a support group at home has been described as helpful during disease outbreaks [4]. Our findings are encouraging in that they demonstrate that guaranteeing basic supplies, performing meaningful activities, and ensuring understanding of the situation by providing information from available resources improve the experience of confinement, as described by Brooks et al [4].

Overall, the respondents experienced optimal health status at the time of data collection, which can be explained by the reduced risk of exposure due to decreased daily life outings; they also reported having adequate supplies, which has been reported to mitigate the consequences of quarantine [4]. Our findings regarding mental health and well-being 2 weeks into confinement coincide with those described in the literature for quarantines under 10 days. Our respondents expressed fear, frustration, and boredom, which are frequently expressed negative feelings during confinement [4].

Participation in meaningful activities goes beyond pleasure or entertainment in people with mild cognitive impairment or mild dementia and has shown benefits for cognition and functioning improving independence in instrumental activities of daily living [22]. Physical activity plays a role in enhancing and maintaining cognition [23]; while the outdoor daily life and physical activities of our respondents were restricted, the vast majority engaged daily in physical activities. Leisure activities involving intellectually high cognitive effort or social interaction have been associated with better cognition [24]. Considering that nonattendance of memory workshops and day care services and social isolation may worsen the cognition and functioning of this population, participating in memory games analogically or technologically using smartphones, tablets, computers, or television-based devices may slow the negative consequences of confinement on cognition. The fact that respondents with TV-AssistDem performed significantly more memory exercises than control respondents suggests the potential of television-based activity for cognitive stimulation. Recreational activities have also demonstrated benefits in dealing with challenging situations [24]; however, careful attention must be given to watching television, which is associated with a dose-response cognitive decline [25].

Evidence suggests that access to devices as smartphones, tablets, computers, and television-based devices, which facilitate connectedness and communication, may reduce feelings of isolation [4]; the sample in this study has access to these devices. Since social isolation and loneliness have been associated with poorer cognition [26], special attention must be drawn to people with mild cognitive impairment or mild dementia regarding social activities during confinement. Furthermore, setting up a specific telephone support line has been described as effective in terms of providing health and social support [4,27]. In addition, TV-AssistDem offers and will continue to offer videocall services during confinement to participants in the intervention group.

Inadequate information is generally a potential stressor when facing novel and unknown situations [4]. While poor information may prevent people from comprehending the severity of the situation and complying with the measures, being extremely informed may significantly impact their perception of the situation and cause extreme worry. People with mild cognitive impairment or mild dementia face additional risk, as their cognition and understanding of the information may be compromised. Considering our population characteristics and that their access to COVID-19 information was reported to be moderate to too much, their extreme understanding is exceptional. While television sets stand out as the main source of information, family and friends are the second most common source, which may explain the participants’ remarkable understanding of the situation.

To our knowledge, this is the first study to explore the impact of COVID-19 confinement on the physical and mental health and well-being of community-dwelling older adults with mild cognitive impairment or mild dementia and the use of telehealth home support during COVID-19 confinement; no systematic reviews or clinical trials have been registered regarding this study population and technology to date.

Limitations

Although telephone call interviewing was the safest means to communicate with people with mild cognitive impairment or mild dementia during the COVID-19 pandemic, there were several drawbacks. The amount of information gathered and provided in a single telephone call is limited, and researchers were required to balance the time spent on each call. Furthermore, overloading people with mild cognitive impairment or mild dementia with a long interview is not advisable, as it may feel tedious and time-consuming; also, excessive information should not be provided, as they may not be able to understand or remember it all in one telephone call. To ensure telephone call standardization, researchers followed an exhaustive structured protocol.

The impacts on physical and mental health and well-being were assessed 2 weeks into confinement. Studies show that aggravation of physical chronic conditions and poorer mental health and well-being, specifically significantly higher
posttraumatic stress symptoms, appear when a quarantine lasts longer than 10 days. As the duration of the Spanish confinement is not yet clear, the long-term impact and consequences will need to be assessed over time [4]. At the time of submission of this publication, the government had announced an extension of the period of confinement; therefore, new evaluations will be carried out to determine the effects of the prolonged duration of the confinement.

Conclusions

TV-AssistDem, our television-based assistive integrated technology, has been demonstrated to go beyond its initial objective of telehealth home support, promoting active aging of the elderly in their own homes and reducing caregiver burden. It has emerged as a promising cognitive stimulation and telehealth tool to deliver health care and facilitate remote caregiver support during exceptional circumstances, such as the current COVID-19 outbreak.

Our findings suggest that living alone is a risk factor for mental health and well-being and sleep during the coronavirus disease confinement in people with mild cognitive impairment or mild dementia. Recommended measures to address the negative experience of confinement include keeping well informed about the situation and accessing health and social services, having a reliable support network that decreases risk of exposure to COVID-19 and guarantees food and medical supplies, establishing a daily routine with maintained sleeping habits and leisure activities, staying physically and mentally active with cognitive stimulation exercises, and ensuring social connectedness using technology. Our findings show the potential of television sets for informative, recreational, and intellectual purposes in this population.

The findings of this study are valuable and meaningful and contribute to the growing evidence of COVID-19 research across populations, with special attention to people with mild cognitive impairment or mild dementia and technologies. Research regarding the assessment of needs of people with mild cognitive impairment or mild dementia and their caregivers during the COVID-19 pandemic, as well as technology-based support interventions, are urgently globally needed [6,28]. Our approach to explore the uniqueness of this experience in vulnerable populations is appropriate and replicable. Telephone-based interventions during the COVID-19 pandemic to survey and raise health awareness in older adults have proven to be feasible when face-to-face measures are not possible during outbreaks [27].

Government preparedness and responses to situations of the magnitude of COVID-19 determine related outcomes and consequences that go beyond the disease itself and have political, economic, and social impacts. In the short term, this study aims to prepare countries that have yet to face similar governmental restrictions to plan accordingly to guarantee and protect the physical and mental health and well-being of their community-dwelling older adults with mild cognitive impairment or mild dementia. In the long term, this study will contribute to the preparedness for another possible future outbreak. The consequences of this outbreak may affect not only people in confinement and their caregivers but also the health care system, which will need to provide care to address these consequences. The need for remote approaches to outreach and screen people at risk of social isolation may stimulate enhanced implementation of telehealth information and communications technology, such as TV-AssistDem, in the care and support of vulnerable populations who suffer the effects of the COVID-19 pandemic.

Acknowledgments

The authors acknowledge the TV-AssistDem consortium, SmartHealth TV Solution, for the project technology and COVID-19 adaptation and Stimulus for providing the cognitive stimulation software. This project is nested in the TV-AssistDem project, which was selected for funding under the 2016 Call for Proposals focused on “Living well with dementia: The contribution of information and communications technology to integrated solutions for enabling the well-being of people living with dementia and their communities” by the European Active and Assisted Living Programme: TV-AssistDem (AAL-2016-024). This study was additionally funded by Instituto Carlos III through project AC16/00080.

Authors' Contributions

The authorship of this manuscript follows the International Committee of Medical Journal Editors standards. JMGC and EDP made substantial contributions to the conception and design of the work; JMGC and EDP acquired the data; JMGC and JGP analyzed and interpreted the data; JMGC and JGP drafted the work, and JMGC, EDP, JGP, ACV, and FM revised it critically for important intellectual content; and JMGC, EDP, JGP, ACV and FM gave final approval of the version to be published.

Conflicts of Interest

None declared.

Multimedia Appendix 1

Survey questions.

[DOCX File , 21 KB - imir_v22i5e19434_app1.docx ]

References

http://www.jmir.org/2020/5/e19434/


Abbreviations

AAL: active and assisted living
COVID-19: coronavirus disease
ICU: intensive care unit
TV-AssistDem: TeleVision-based ASSistive Integrated Service to supporT European adults living with mild DEMentia or mild cognitive impairment
WHO: World Health Organization

©Jessica Marian Goodman-Casanova, Elena Dura-Perez, Jose Guzman-Parra, Antonio Cuesta-Vargas, Fermin Mayoral-Cleries. Originally published in the Journal of Medical Internet Research (http://www.jmir.org), 22.05.2020. This is an open-access article distributed under the terms of the Creative Commons Attribution License (https://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution, and reproduction in any medium, provided the original work, first published in the Journal of Medical Internet Research, is properly cited. The complete bibliographic information, a link to the original publication on http://www.jmir.org/, as well as this copyright and license information must be included.
Original Paper

Use of a Real-Time Locating System for Contact Tracing of Health Care Workers During the COVID-19 Pandemic at an Infectious Disease Center in Singapore: Validation Study

Hanley J Ho\(^1\), MPH; Zoe Xiaozhu Zhang\(^1\), PhD; Zhilian Huang\(^1\), PhD; Aung Hein Aung\(^1\), MPH; Wei-Yen Lim\(^1\), PhD; Angela Chow\(^{1,2}\), PhD

\(^1\)Department of Clinical Epidemiology, Office of Clinical Epidemiology, Analytics, and Knowledge (OCEAN), Tan Tock Seng Hospital, Singapore
\(^2\)Lee Kong Chian School of Medicine, Nanyang Technological University, Singapore

Corresponding Author:
Hanley J Ho, MPH
Department of Clinical Epidemiology
Office of Clinical Epidemiology, Analytics, and Knowledge (OCEAN)
Tan Tock Seng Hospital
11 Jalan Tan Tock Seng
308433
Singapore
Phone: 65 6511 5054
Email: hanley_ho@ttsh.com.sg

Abstract

Background: In early 2020, coronavirus disease (COVID-19) emerged and spread by community and nosocomial transmission. Effective contact tracing of potentially exposed health care workers is crucial for the prevention and control of infectious disease outbreaks in the health care setting.

Objective: This study aimed to evaluate the comparative effectiveness of contact tracing during the COVID-19 pandemic through the real-time locating system (RTLS) and review of the electronic medical record (EMR) at the designated hospital for COVID-19 response in Singapore.

Methods: Over a 2-day study period, all admitted patients with COVID-19, their ward locations, and the health care workers rostered to each ward were identified to determine the total number of potential contacts between patients with COVID-19 and health care workers. The numbers of staff-patient contacts determined by EMR reviews, RTLS-based contact tracing, and a combination of both methods were evaluated. The use of EMR-based and RTLS-based contact tracing methods was further validated by comparing their sensitivity and specificity against self-reported staff-patient contacts by health care workers.

Results: Of 796 potential staff-patient contacts (between 17 patients and 162 staff members), 104 (13.1%) were identified by both the RTLS and EMR, 54 (6.8%) by the RTLS alone, and 99 (12.4%) by the EMR alone; 539 (67.7%) were not identified through either method. Compared to self-reported contacts, EMR reviews had a sensitivity of 47.2% and a specificity of 77.9%, while the RTLS had a sensitivity of 72.2% and a specificity of 87.7%. The highest sensitivity was obtained by including all contacts identified by either the RTLS or the EMR (sensitivity 77.8%, specificity 73.4%).

Conclusions: RTLS-based contact tracing showed higher sensitivity and specificity than EMR review. Integration of both methods provided the best performance for rapid contact tracing, although technical adjustments to the RTLS and increasing user compliance with wearing of RTLS tags remain necessary.

(J Med Internet Res 2020;22(5):e19437) doi:10.2196/19437
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**Introduction**

In early 2020, coronavirus disease (COVID-19) emerged in Wuhan, China; the disease spread by community and nosocomial transmission, infecting up to 3019 health care workers by February 12, 2020 [1].

Contact tracing is used to identify individuals potentially exposed to infectious diseases; it is crucial for the prevention and control of infectious disease outbreaks [2,3]. Health care workers face high risks of contracting infectious diseases due to the large amounts of time they spend interacting with patients and their coworkers [4,5]. Health care workers experience contact with 14-18 persons in a typical work shift in a general ward, with nurses having the longest duration of physical contact with patients [6]. As contacts in health care settings tend to be close, any exposure to an infectious patient requires immediate contact tracing and contact management. Failure to identify potentially exposed contacts puts other patients and health care workers at greater risk of infection [7].

Conventional contact tracing methods are limited by their cost and reliability. Continuous direct observation has been considered to be the gold standard method to accurately quantify contact time (including activities and locations of interest); however, due to the intensive human resource requirements of this method, it is cost-ineffective and impractical for large-scale projects [8]. Self-reporting methods, such as activity diaries and interviews, have been used as alternatives to direct observation due to the lower intensity of their human resource demands [6,8]; however, these methods are also time-consuming and subject to reporting biases that compromise the accuracy of the data collected [9,10]. Another commonly used method for contact tracing is data extraction from administrative and clinical databases such as electronic medical records (EMRs) [8,11]. Although this method overcomes some of the problems related to cost and reliability, it is also time-consuming and limits the capture of patient contact episodes to care providers who can input data in the EMR [8,12].

Technological advances such as real-time locating systems (RTLSs) have shown promise in overcoming the barriers to conventional contact tracing methods [13,14]. In recent years, health care institutions have been increasingly exploring the use of RTLSs to establish contacts within health care premises [12,13,15]. One type of RTLS technology is radio-frequency identification (RFID) tracking. RFID tracking requires the user to wear an RFID tag, which continuously sends wireless signals to sensors (RFID readers) installed at various locations in the hospital [16]. RFID technology can provide an accurate gauge of health care workers’ movements and their interactions with patients and coworkers [15]. This capability is useful for hospital contact tracing during an infectious disease outbreak.

While many studies have been conducted on community-based contact tracing measures using digital technology, fewer articles have focused on technology for hospital-based contact tracing for health care workers. During the COVID-19 pandemic, we evaluated the comparative effectiveness of contact tracing through RTLSs and the conventional method of identifying contacts from EMRs and validated these methods against self-reporting of contacts by health care workers.

**Methods**

**Setting**

This study was performed during the COVID-19 pandemic in Singapore at the National Centre for Infectious Diseases (NCID), the designated hospital for COVID-19 response. Singapore identified its first COVID-19 case on January 23, 2020; by February 19, 2020, a total of 84 cases were reported nationally [17]. Of these, the NCID managed 65 cases. The study was conducted over 2 days from midnight on February 25, 2020 to 11:59 PM on February 26, 2020. The NCID is a 330-bed purpose-built facility for the management of emerging infectious diseases. The NCID building was outfitted with RTLS technology, and location trackers were installed in all ward areas. All staff working within the building were provided with RTLS tags, which they routinely carried during work. The tags also served as access cards to the NCID building and inpatient wards.

**Real-Time Locating System**

Staff wearing RTLS tags could be located within the wards and inpatient rooms of the NCID. All inpatient rooms were fitted with RTLS location exciters and wireless access points. Whenever a tag passed a location exciter in an inpatient room, the tag would receive a low-frequency signal and transmit a radio frequency signal to the access point, where the location triangulation technology would decipher the signals and determine the exact location of the RTLS tag.

**Electronic Medical Record**

The NCID also uses an EMR system to capture clinical encounters of all inpatients. Staff providing clinical care were issued with personal accounts to make entries into patients’ clinical notes regarding their clinical assessments, medication orders, laboratory and radiological tests, and charting of vital signs.

**Participants**

Participants included medical and nursing staff who could have had contact with patients with COVID-19 isolated in the general wards of the NCID during the 2-day study period. Inpatients with a laboratory-confirmed diagnosis of COVID-19 infection were identified through the hospital’s laboratory information system, and on-duty medical and nursing staff were identified from duty rosters.

We excluded staff members who did not have access to the hospital EMR system, did not have a working RTLS tag associated with their identity, or did not have a sufficiently charged RTLS tag that could be reliably detected by the location trackers. We identified these staff members by checking all staff that were on the roster for any movement records captured by the RTLS in the week preceding the 2 days of the study, and we excluded those whose identity could not be found in the RTLS (i.e., they were not issued a tag) or who did not register any movement record (i.e., they were not using their tag or their tag had not been charged).

http://www.jmir.org/2020/5/e19437/
Study Design

The study was divided into two parts. In the first part of the study, we compared two methods of contact tracing for medical and nursing staff who had come into contact with a confirmed patient with COVID-19 over the study period: the conventional method of reviewing the EMR and the extraction of staff records from the RTLS. For the EMR reviews, we extracted the names of all physicians and nurses who had come into contact with patients based on entries in the EMR. Records included medical and nursing notes as well as documentation of patients’ vital signs. For extraction of staff records from the RTLS, we used location-based tracking to identify all individuals picked up by the appropriate location tracker in a specific airborne infection isolation room to which each patient with COVID-19 was admitted. We used a highly sensitive cutoff of at least 1 second (ie, as long as a staff member’s RTLS tag was picked up by the location tracker in a specific room, we considered that the staff member had been in contact with the patient admitted to that room).

For each patient day (a 24-hour period from midnight to 11:59 PM for each specific patient with COVID-19), we counted the total number of unique staff-patient contacts identified using EMR-based and RTLS-based contact tracing methods. For staff with multiple contacts with the same patient in the same day, we included only the first contact episode. We then classified the episodes into contacts identified through both methods and contacts identified through either one of the two methods. We constructed 2×2 tables for each patient day and aggregated these tables. We reported the total number of contacts identified by the two methods, the proportions identified by both methods, and the proportions identified by either one of the two methods.

In the second part of our study, we attempted to validate both methods against self-reporting by physicians and nurses. For this part of the study, we restricted our analysis only to patients with COVID-19 who had been admitted to two wards in the NCID on February 25 and 26, 2020, housed in single airborne infection isolation rooms across six isolation wards. From the ward duty rosters, a total of 212 staff members (30 medical, 14.2%, and 182 nursing, 85.8%) were rostered for duty in these six wards over the study period. We excluded 50/212 staff members (23.6%; 5 medical, 10.0%, and 45 nursing, 90.0%) due to tag-related issues, and the remaining 162 staff members (25 medical, 15.4%, and 137 nursing, 84.6%) were included in our study. In total, based on the ward location of each patient and the number of staff rostered to each ward over the 2-day study period, 796 potential staff-patient contacts were identified between these 17 inpatients and 162 staff members.

Table 1 compares the number of contacts identified by the RTLS with those identified by the EMR for 34 patient days. Of 796 potential staff-patient contacts, 104 (13.1%) were identified by both RTLS and EMR, 158 (158.7%) by RTLS alone, and 99 (12.4%) by EMR alone; 539 (67.7%) were not identified through either method. Among the total of 257 staff-patient contacts identified, the RTLS identified 158 (61.5%), while the EMR identified 203 (79.0%). However, it is not possible to determine whether the contacts were identified accurately.

Results

RTLS Versus EMR-Based Contact Tracing

Our study included 17 inpatients with COVID-19 warded at the NCID on February 25 and 26, 2020, housed in single airborne infection isolation rooms across six isolation wards. From the ward duty rosters, a total of 212 staff members (30 medical, 14.2%, and 182 nursing, 85.8%) were rostered for duty in these six wards over the study period. We excluded 50/212 staff members (23.6%; 5 medical, 10.0%, and 45 nursing, 90.0%) due to tag-related issues, and the remaining 162 staff members (25 medical, 15.4%, and 137 nursing, 84.6%) were included in our study. In total, based on the ward location of each patient and the number of staff rostered to each ward over the 2-day study period, 796 potential staff-patient contacts were identified between these 17 inpatients and 162 staff members.
Table 1. Summary of possible contacts identified by the RTLS and EMR over 34 patient days. Percentages are calculated according to row values.

<table>
<thead>
<tr>
<th>EMR detection status</th>
<th>Detected by RTLSa</th>
<th>Not detected by RTLS</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Detected by EMRb</td>
<td>104 (13.1%)</td>
<td>99 (12.4%)</td>
<td>203</td>
</tr>
<tr>
<td>Not detected by EMR</td>
<td>54 (6.8%)</td>
<td>539 (67.7%)</td>
<td>593</td>
</tr>
<tr>
<td>Total</td>
<td>158</td>
<td>638</td>
<td>796</td>
</tr>
</tbody>
</table>

aRTLS: real-time locating system.  
bEMR: electronic medical record.

Validation of RTLS-Based and EMR-Based Contact Tracing

For our validation study, we evaluated staff-patient contacts for 10 confirmed patients with COVID-19 in two wards (5 in Ward A and 5 in Ward B). During the 1-day validation study period, 36 staff members (6 medical, 17%, and 30 nursing, 83%) were rostered to Ward A and 30 staff members (6 medical, 20%, and 24 nursing, 80%) were rostered to Ward B. Of these, 8 staff members (1 medical, 13%, and 7 nursing, 87%) from Ward A and 2 staff members (both nursing) from Ward B were excluded due to staff tag–related issues. Therefore, we included 28 staff members from Ward A and 28 staff members from Ward B in our study. This gave a total of 280 potential staff-patient contacts.

In general, EMR review produced more staff records than the RTLS ($P<.001$). The overall observed agreement between the RTLS and EMR was 80.8%.

Table 2 compares the performance of RTLS staff records with self-reported contacts. Of 280 potential staff-patient contacts, 36 (12.9%) were self-reported as having occurred. Of these, 26 contacts were traced by RTLS, giving a sensitivity of 72.2%. Of 244 self-reported non–staff-patient contacts, 214 were accurately identified by RTLS, giving a specificity of 87.7%. The positive predictive value was 46.4%, while the negative predictive value was 95.5%.

Table 3 compares the performance of EMR review against self-reporting by staff. Of 36 self-reported staff-patient contacts, 17 were identified by EMR review, giving a sensitivity of 47.2%. Of 244 staff-patient contacts not reported by staff, 190 were identified by EMR review, giving a specificity of 77.9%. The positive predictive value was 23.9%, while the negative predictive value was 90.9%.

Among the logistic regression models, Model 3 performed significantly better than Model 1 ($P<.001$) but not differently from Model 2 ($P = 0.84$) (Table 4). These results suggest that the RTLS was better than the EMR at identifying self-reported contacts. This is consistent with our results showing the higher sensitivity and specificity of the RTLS than of the EMR compared with self-reported contacts.

Table 4 shows the overall performance of combining RTLS-based and EMR-based contact tracing. If we used an “or” strategy and considered staff-patient contacts to have truly occurred if they were traced by either RTLS or EMR review, the sensitivity increased to 28/36 (77.8%); however, this came at a cost of lower specificity (179/244, 73.4%). On the other hand, if we used an “and” strategy and considered staff-patient contacts to have truly occurred if they were traced by both RTLS and EMR, the sensitivity decreased to 15/36 (41.7%) while the specificity increased to 225/244 (92.2%).
Table 4. Coefficients and comparisons of three logistic regression models for the EMR method, the RTLS method, and both methods.

<table>
<thead>
<tr>
<th>Comparison</th>
<th>Model 1&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Model 2&lt;sup&gt;b&lt;/sup&gt;</th>
<th>Model 3&lt;sup&gt;c&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>EMR&lt;sup&gt;d&lt;/sup&gt; detection, coefficient (95% CI)</td>
<td>1.15 (0.43 to 1.87)</td>
<td>N/A</td>
<td>-0.10 (–1.01 to 0.82)</td>
</tr>
<tr>
<td>RTLS&lt;sup&gt;e&lt;/sup&gt; detection, coefficient (95% CI)</td>
<td>N/A</td>
<td>2.92 (2.40 to 3.74)</td>
<td>2.96 (2.04 to 3.88)</td>
</tr>
<tr>
<td>&lt;sup&gt;P&lt;/sup&gt; value of nested model comparison&lt;sup&gt;f&lt;/sup&gt; with Model 3</td>
<td>.001</td>
<td>.84</td>
<td>N/A</td>
</tr>
</tbody>
</table>

<sup>a</sup>Model 1: EMR detection is the only independent variable.
<sup>b</sup>Model 2: RTLS detection is the only independent variable.
<sup>c</sup>Model 3: both EMR detection and RTLS detection are independent variables.
<sup>d</sup>EMR: electronic medical record.
<sup>e</sup>Not applicable.
<sup>f</sup>RTLS: real-time locating system.

Table 5. Comparison of two different approaches to combining EMR and RTLS data versus self-reported contacts with patients with COVID-19. Percentages are calculated according to row values.

<table>
<thead>
<tr>
<th>Self-reported status</th>
<th>Contact tracing using an “or” strategy</th>
<th>Contact tracing using an “and” strategy</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Detected by EMR&lt;sup&gt;a&lt;/sup&gt; or RTLS&lt;sup&gt;b&lt;/sup&gt;</td>
<td>EMR or RTLS Not detected by EMR or RTLS</td>
<td>Detected by EMR and RTLS Not detected by EMR and RTLS</td>
</tr>
<tr>
<td>Contacts by self-report</td>
<td>28 (77.8%)</td>
<td>8 (22.2%)</td>
<td>15 (41.7%)</td>
</tr>
<tr>
<td>Noncontacts by self-report</td>
<td>65 (26.6%)</td>
<td>179 (73.4%)</td>
<td>19 (7.8%)</td>
</tr>
<tr>
<td>Total</td>
<td>93</td>
<td>187</td>
<td>34</td>
</tr>
</tbody>
</table>

<sup>a</sup>EMR: electronic medical record.
<sup>b</sup>RTLS: real-time locating system.

Discussion

Principal Findings

Timely and accurate hospital contact tracing is vital to preserve staff and patient safety and to prevent nosocomial transmission of infectious diseases. Our study demonstrated that RTLS-based contact tracing has higher sensitivity and specificity than EMR-based contact tracing compared to self-reporting by staff.

The performance of the EMR reviews was surprisingly poor, with low sensitivity of 47% and moderate specificity of <78%. This is likely related to clinical operational processes, where the staff member performing clinical documentation for the patient may not be the same staff member who entered the patient’s room. This is especially likely in the context of a busy airborne infection isolation ward, where staff may split the workload of performing practical procedures (which would require the donning and doffing of PPE and time interacting with patients to perform clinical procedures) and administrative tasks (including clinical documentation). A lack of clarity was likely present when documenting which specific staff members had performed certain tasks. Moreover, staff-patient contacts that are not required to be noted in routine reports or that did not significantly affect clinical care of the patient may not have been documented.

Consequently, although EMR review detected more staff-patient contacts than the RTLS over our 2-day study period, many of the contacts would have either been false positive or false negative. The inability to accurately contact trace staff may lead to false alarms or false reassurances when evaluating the risk of exposure to an infectious patient.

The RTLS-based contact tracing method performed better than the EMR reviews, with moderate sensitivity of 72% and high specificity of 88%. While we did not specifically measure the time taken for each method, it was estimated that the RTLS data extraction time was approximately 2 to 3 minutes per patient, while the EMR record reviews required approximately 20 minutes per patient. These findings are comparable to previous studies validating the accuracy and ease of RFID technology in quantifying human contact episodes [12,18,19]. Chang et al [19] validated the accuracy of RFID tag readers (>80%) in detecting proximity events in the intensive care unit by comparing data obtained from direct observation; they demonstrated sensitivities ranging from 73.8%-90.9% as well as specificities ranging from 83.8%-98.0% for the technology used, with better performance for invasive events. Lucet et al [18] found no difference in the interaction duration between health care workers and patients with tuberculosis in airborne isolation when comparing records obtained from RFID network sensors, direct observations, and interviews. Hellmich et al [12] showed that the use of RFID technology in the emergency department generated twice as many contacts compared with the conventional method of EMR review during a pertussis outbreak, and each RTLS data query required less than 5 minutes, compared to 30-60 minutes per EMR review.
To identify the number of staff members in contact with an infectious patient as accurately as possible, high test sensitivity is desired. Based on our study, RTLS-based contact tracing would be able to identify most contacts with exposure to a patient with COVID-19. The sensitivity of this method could be increased slightly by integrating EMR-based contact tracing methods (with a slight compromise of specificity). Presently, this may be the most practicable solution to obtain contacts quickly. Further verifications with staff would be required to capture the most accurate list of staff contacts requiring follow-up and intervention.

Aside from staff-patient contacts, there is also potential to use RTLS technology to determine staff-staff contacts by using the RTLS data to analyze which staff members were in the same predemarcated zones at the same time. This has important practical applications in the event that a health care worker is confirmed to have an infectious disease and contact tracing of exposed staff is required.

The results obtained in our study were partially limited by implementation-related challenges of the RTLS system. RTLS electronic tags held by each staff member would need to be detected by the correct location exciter when the staff member moved from one demarcated zone to another. Careful calibration of the technology by the developers was necessary to optimize the contact tracing results.

We also observed that it was necessary to exclude a sizeable proportion of staff from our study due to staff tag-related issues. This is partly because in the setting of the COVID-19 outbreak, some nursing staff were rapidly redeployed to augment the personnel at the NCID; consequently, RTLS tags were not readily available to them. Furthermore, issues related to staff acceptance of RTLS technology, compliance with carrying the tag consistently during routine work, and technical issues such as proper tag association and regular charging of the battery may have been present. Key principles for gaining user acceptance of such technology include clearly conveying the purpose and intended uses of the technology and ensuring that individual electronic tags are practically convenient to use [13]. Although effort was made to ensure that staff are aware of the importance of contact tracing and to integrate door access into a single tag for convenient use, some staff members still did not have fully charged working tags. Further studies are needed to evaluate the knowledge, attitudes, practices, and behaviors of health care workers toward RTLS technology.

While direct observation and self-reporting methods are regarded as having a “higher” standard to accurately determine the duration of contact between staff and patients as well as the nature of the interaction (eg, multiple brief episodes versus a few episodes of prolonged contact) [6,8], such methods are not practically implementable for extended periods of time due to heavy personnel and time requirements (eg, the need for research staff to observe health care workers or for health care workers to complete self-reported diaries for an entire shift of 8-10 hours per day [6]). Other forms of technology, such as closed circuit television monitoring, have also been used to assess risk exposure of movements of health care workers in an outbreak setting [20,21]; however, these technologies are potentially time-intensive and labor-intensive.

Studies validating the accuracy of RFID technology have found no difference in the interaction duration between health care workers and tuberculosis patients when comparing records obtained from RFID network sensors, direct observations, and interviews [18] and in the detection of proximity events in the intensive care unit by comparing data from direct observation [19]. We believe that the RTLS system, when properly implemented, will be a pragmatic means of capturing all staff-patient contact episodes in a similar fashion to facilitate rapid contact management of health care workers.

Strengths
This was a pragmatic study conducted in an outbreak setting; hence, it offers a “real-world” perspective on the usefulness of EMR-based and RTLS-based contact tracing methods. The study team employed a systematic and standardized process to perform the contact tracing using the two methods and to conduct telephone conversations with health care workers to ensure accurate capture of data. Furthermore, the findings of our study add to the limited information on the comparative effectiveness of RFID technology and conventional methods for contact tracing. Most studies on RTLSs are confined to the measurement of human contact duration in health care settings [5,22,23].

Limitations
For the RTLS-based contact tracing, we only used location-based tracking to determine contacts and did not assess the proximity of the contacts. However, we reason that staff members entering the isolation room would likely have needed to be in close contact with the patient (within 2 meters) to perform their clinical duties; hence, this was a reasonable means of determining close contacts with the patient. Regarding our chosen standard of self-reported contacts by health care workers, information bias was possible, as staff were required to recall their movements during a shift that had already been completed. We sought to minimize errors in recall by contacting the participants 1 day after their working shifts and by corroborating their reports with other colleagues on the team. Our study period was short due to resource challenges faced by the study team, whose members were concurrently involved in outbreak management work during the COVID-19 pandemic. However, we believe that our study methodology was robust and that our observations remain valid in our evaluation of novel technology under actual outbreak conditions.

Conclusions
We have demonstrated that RTLS-based contact tracing has higher sensitivity and specificity than EMR-based contact tracing compared with self-reported contacts. Integration of both methods appeared to provide the best performance for rapid contact tracing during the COVID-19 pandemic, with a sensitivity of 78% and a specificity of 73%. Technical adjustments and increasing user compliance are necessary to further improve the effectiveness of the RTLS for contact tracing purposes.
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Abstract

The coronavirus disease (COVID-19) pandemic is an extremely complex existential threat that requires cohesive societal effort to address health system inefficiencies. When our society has faced existential crises in the past, we have banded together by using the technology at hand to overcome them. The COVID-19 pandemic is one such threat that requires not only a cohesive effort, but also enormous trust to follow public health guidelines, maintain social distance, and share necessities. However, are democratic societies with civil liberties capable of doing this? Mobile technology has immense potential for addressing pandemics like COVID-19, as it gives us access to big data in terms of volume, velocity, veracity, and variety. These data are particularly relevant to understand and mitigate the spread of pandemics such as COVID-19. In order for such intensive and potentially intrusive data collection measures to succeed, we need a cohesive societal effort with full buy-in from citizens and their representatives. This article outlines an evidence-based global digital citizen science policy that provides the theoretical and methodological foundation for ethically sourcing big data from citizens to tackle pandemics such as COVID-19.
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A Pandemic in a Digital World

When our society has faced existential crises in the past, we have banded together to overcome the challenge. The coronavirus disease (COVID-19) pandemic is one such threat that requires not only a cohesive effort, but also enormous trust to follow public health guidelines, maintain social distance, and share basic necessities [1,2]. Are democratic societies with civil liberties capable of doing this?

The answer to this question is perhaps right in our pockets. The internet connects us all, and with more than 3 billion devices currently in circulation worldwide [3], if there is one ubiquitous tool that leverages the power of the internet like no other, it is the smartphone. The idea of smartphones being one of the primary solutions to this global problem might seem far-fetched until we unpack its potential. Smartphones provide us with the ability to directly reach and engage with a significant proportion of the world’s population in near real time, which has immense potential for addressing COVID-19 outbreaks via rapid detection. Moreover, smartphones have the capacity to provide big data via sensors, such as global positioning systems [4].

Smartphones can provide data about population movement patterns [5], which are extremely pertinent to not only understand and implement social distancing and isolation measures, but also to develop predictive epidemiological modeling of virus spread. In addition, smartphones can facilitate real time interventions to modify behavior and link people with health care services—aspects that can be used to manage both the physical and mental health effects of COVID-19. However, for such intensive and intrusive data collection measures to succeed, we need buy-in from citizens.

The policies and responses of governments around the world have varied in speed and intensity [6], but what unites them is the evidence that COVID-19 is highly contagious. The reality
is that the success of government policies to detect, contain, and minimize the spread of COVID-19 lies beyond the health care systems that are currently barely coping with the ever-increasing growth of COVID-19 positive cases [7]. The success of government policies ultimately depends on the willingness of citizens to follow public health guidelines and abide by laws restricting free movement, which is a challenge in free societies where citizens in one country might abide by regulations better than citizens in another country [8,9]. Thus, whether it is the ability to leverage ubiquitous digital tools such as smartphones, or whether it is the success of government policies to manage and minimize the COVID-19 outbreaks, implementation of these strategies ultimately depends on citizen engagement. The key to building public trust is to link citizen science to citizen engagement.

The Digital Citizen Science Policy Solution

Citizen science is a participatory approach that can range from contributory and collaborative methods (data collection and analysis) to co-creation of knowledge (conceptualization and knowledge translation). It can pave the way for increased citizen engagement and crowdsourcing of big data during this crisis. Citizen science has become increasingly interdisciplinary over the past couple of decades [10], which has implications for population health science—a field of science that plays a key role in addressing broad health inequities [11]. Moreover, with the increasing power of citizens to affect change, citizen science is earning a place in national science policies of countries such as the United States and Australia by complementing the efforts of governments and health professionals [10].

Citizen science offers an opportunity to transform population health science by engaging a larger proportion of the population in data collection to bring citizen perspectives closer to traditional decision-making processes [10]. However, there is currently no coherent citizen science policy to tackle the COVID-19 pandemic. The success of citizen science depends on innovative mobile health (mHealth) apps. The ultimate purpose of mHealth and citizen science, particularly from a disease risk management point of view, is to enable digital epidemiological modeling to prevent, detect, and manage the current wave of the COVID-19 pandemic, as well as to predict and prepare for subsequent waves. One of the biggest challenges in the current COVID-19 pandemic has been the inability to effectively track the virus and population movements that facilitate the spread of the disease.

Digital epidemiology is a novel field of science that has been growing rapidly in the past few years. It has been fueled by the increasing availability of data and computing power, as well as by breakthroughs in data analytics [12,13]. The digital health revolution has transformed the collection and analysis of electronic health records, as well as physiological and behavioral measurements at the individual level. However, our health care systems are primed for benefiting downstream service providers for disease management rather than promoting upstream policies to prevent disease development. Another concern is the lack of ethical engagement in digital health, where the power resides predominantly with researchers and providers.

These challenges point toward the need for policy that addresses the intersection of citizen science, innovation, and health to facilitate mHealth and digital citizen science platforms that enable ethical surveillance, integrated knowledge translation, and real-time interventions [14,15]. This combination is critical to address population health crises such as the COVID-19 pandemic. The creation of mHealth and digital citizen science platforms can enable:

- Implementation of ethical real-time surveillance to assess COVID-19 community risk by subjective and objective (sensor-based) longitudinal data gathering.
- Implementation of near real-time integrated knowledge based on the data provided by crowdsourced citizens to increase awareness of health-promoting practices.
- Implementation of evidence-based real-time communication that not only link citizens to health care services but also ensures safe social distancing and psychological support.
- Development of decision-making dashboards at the back end, which enhances real-time information sharing and data analytics that would inform community decision making to mitigate risk and ensure productivity during health crises.
- Addressing future pandemics by developing models of risk mitigation, which would not only prepare communities, but also enhance health system capacity for future communicable diseases.

The development of such platforms requires robust theoretical underpinnings that provide stakeholders a clear pathway to decision making. One such pathway is the SMART Framework [11]. It integrates citizen science, community-based participatory research, and systems science through ubiquitous tools to conduct population health research in the digital age (Figure 1). A key component of this framework is the necessity to repurpose citizen-owned ubiquitous communication devices (ie, smartphones) that have revolutionized the ability to sense, share, and link big data. This potential for repurposing smartphones is magnified in the current COVID-19 crises because smartphones have the reach to create equity by empowering disenfranchised citizens, and smartphone-based apps have the capacity to source big data to inform policies through the voice of the citizens.
### Operationalizing Digital Citizen Science Policy

The flexibility of mHealth and digital citizen science platforms to scale-up opens enormous opportunities to operationalize policy across jurisdictions, whether within a single country or across a cohort of nations. For instance, from a Canadian perspective, health care implementation is the mandate of provinces and territories [16], so natural authorities to introduce digital citizen science policies would be the provinces and territories, where resources are obtained from health care budgets. The federal governments can play a larger role in mandating such policies, which will eventually play a part in enrolling entire populations, a critical factor in the success of mHealth and digital citizen science platforms.

However, digital citizen science policies can exist outside traditional health care systems, as this approach takes a population health lens of health in all policies, which has its own advantages of systems integration [17]. Because citizen science platforms can exist outside health care systems, they do not have to exist within government ecosystems.

In fact, mHealth and digital citizen science platforms have traditionally been used for noncommunicable disease monitoring and interventions, which are implemented outside health care systems by academic research units [14,15]. As the same approach can be used to tackle pandemics like COVID-19, there are opportunities to commercialize mHealth and digital citizen science platforms that will break the silos of jurisdictional authorities. One scenario is that big technology companies, which already have access to a significant proportion of big data collected passively from smartphones across the world, will become major players in disease management [18]. The pros and cons of such a scenario need to be debated comprehensively and are beyond the scope of this policy document. However, the opportunity to commercialize and introduce mHealth and digital citizen science platforms allows groups at risk, such as Indigenous communities, to take control and tackle the risk of pandemics such as COVID-19 [19]. Thus, although the operationalization digital citizen science policies can take many shapes and forms, it is apparent that government agencies will lose their grip on digital health if they do not act now [20].

### Benefits of Citizen-Focused Digital Health

Apart from the obvious benefits to the health of populations by reducing the risk of communicable diseases like COVID-19, when digital health takes a citizen science approach, it can enable community empowerment by connecting citizens for a common cause, manage misinformation by directly engaging citizens, and inform evidence-based decision making using big data. There are multiple benefits that would result from linking citizen science and citizen engagement.

The social and societal benefits are:

- **Community empowerment**: citizen science connects citizens with one another, facilitating engagement, knowledge sharing, and problem solving, especially during existential crises.
- **Decision making**: citizen science can bring citizens closer to traditional decision-making processes by contributing to the greater dialogue around issues that are of the highest concern to society.
- **Misinformation management**: citizen science can play an important role in countering digital misinformation.

The population health benefits are:
• Prevention, early detection, and policy interventions: this approach would engage citizens in real time to predict and address global population health risks such as the COVID-19 outbreak, as well as link these risks with upstream policy and downstream health care use data to develop preventive public health policies.

• Evaluating population health interventions: a digital citizen science approach provides the ability to evaluate population health interventions in different jurisdictions, which are especially pertinent when different and incohesive municipal, provincial, and federal policies to counter a pandemic such as COVID-19 are being implemented worldwide.

• Real time interventions: the ability to engage with citizens in real time to deploy behavioral interventions that can help manage population health crises such as COVID-19 are critical to implement measures such as social distancing and mental health support for self-isolating populations across the world.

The benefits to decision makers are:

• Development of decision-making dashboards: real time big data can be used to develop decision-making dashboards that incorporate advanced data analytics to inform global policies during pandemics and manage productivity during social distancing, if necessary.

• Assessing environmental effects: using citizen science, we can understand the effect of physical, social, and cultural environments on health behaviors such as social distancing and abiding by public health guidelines, aspects that are essential to flatten the curve of pandemics.

• Identifying and addressing environmental risks: the trajectory of pandemics such as COVID-19 need to be addressed by taking into consideration varied environmental risks in different geographic regions of the world, and citizen scientists could play an important role in enabling global risk management of pandemics.

The economic benefits are:

• Licensing user access: mHealth and digital citizen science platforms can be licensed to external users on a large-scale to enable commercially viable digital epidemiological studies worldwide.

• Developing mHealth smartphone apps: similarly, mHealth and citizen science platforms can be the source of commercially viable front end mHealth smartphone apps that can be developed rapidly to tackle population health crises such as pandemics.

• Commercialization of dashboards: there is the potential to commercialize decision-making dashboards for different jurisdictions from mHealth and digital citizen science platforms to facilitate real time information sharing worldwide.

### Anticipating and Addressing Challenges

#### Data Privacy and Security

One of the biggest challenges to deploying citizen science at any scale is individuals’ right to privacy. As smartphone-based citizen scientist data are granular and detailed owing to the leverage of sensors such as global positioning systems, protecting privacy and anonymity of citizens through strong encryption processes must be the highest priority [11,21,22]. Moreover, before any citizen scientist engagement, obtaining informed consent has to be mandatory. Apart from obtaining informed consent, citizen scientists should be provided an option to dropout and delete their own data (ie, embedding of open source features as much as possible). However, to truly conduct ethical surveillance, data co-ownership is essential, where citizen scientists are able to participate in data visualization, analysis, and knowledge translation [9,12,13]. Ethical surveillance is paramount as COVID-19 tracking escalates across the world because the elimination of ethical data collection now can potentially open doors for invasive surveillance in the future [23]. Apart from equitable engagement with citizens, ethical surveillance also depends on advanced encryption and secure server storage processes, which abide by jurisdictional laws. These capabilities need to be embedded into digital platforms for citizen science to ensure the data that can lead to citizen identification is secured with rigorous ethical and analytical protocols. More importantly, it should be made clear to citizens that anonymity is the guiding principle behind all data privacy and security procedures.

#### Data Validity and Linkages

Data validity eventually depends on successful and consistent citizen science engagement with digital tools that facilitate secure data collection, synthesis, analyses, and dissemination [24]. A significant factor in citizen scientist engagement would be intuitive front-end human-computer interfaces such as easy to use smartphone apps, and back-end databases that encapsulate data management, modeling, and mobilization. An important feature in ensuring the success of digital citizen science platforms is citizen contribution to the development of both front-end apps and back-end decision-making dashboards. Open-source back-end data management systems [25] can facilitate collaboration across sectors and disciplines via linkages with other open-source databases to maximize the potential of citizen science [26-29]. Nevertheless, the future of citizen science platforms in digital health is dependent on linking upstream administrative, policy, and behavioral citizen data that potentially exist outside the health care system with downstream health care use data. Ultimately, these data linkages require not only legislative action but also digital and logistical infrastructure.

#### Internet Inequity

The most systemic barrier to digital citizen science is internet inequity. Internet inequity is defined as differential internet access based on wealth, location (urban, rural, or remote), gender, age, or ethnicity [11]. Thus, a risk of the digital citizen science approach is the potential to widen existing health disparities by excluding vulnerable populations who do not have access to the internet [30]. With respect to smartphone dependence, evidence indicates that minority groups and younger, lower income, and less-educated users are more likely to be dependent on smartphones to access the internet [31], an inequity that could be turned into an opportunity via mHealth.
and digital citizen science approaches. The digital divide is a complex phenomenon, with varying internet bandwidth across different low-, middle-, and high-income countries. However, there seems to be a connection between bandwidth divide and income divide worldwide [31]. Ultimately, as the United Nations has declared that access to the internet is a human right [32], policy makers have a moral responsibility to address internet inequity, and crises such as the COVID-19 pandemic should provide the impetus for internet equity.

**Legitimization and Citizen Scientist Compliance**

As the COVID-19 experience has demonstrated, pandemics present public health, economic, and social challenges on a global scale unlike anything else we have witnessed. Thus, tackling pandemics will require transformational change with significant support in terms of personnel training, funding, and time, and increases in transparency to balance the power between decision makers, researchers, and citizens. The COVID-19 challenge provides the prospect of overturning the traditional neglect that citizen science has endured to offer new insights for solving population health crises [33]. However, the ultimate success of citizen science is dependent on effective engagement. The challenges of citizen scientist recruitment, retention, and compliance need to be addressed by a combination of logistical, technological, and methodological solutions before, during, and after data collection.

The integration of citizen science with community-based participatory research can aid citizen engagement and empowerment [12]. Another important factor is developing strategies that are specific to different cohorts, demographic groups, and jurisdictions by taking into consideration historical, cultural, and sociopolitical contexts of populations. Nevertheless, the big question is, regardless of the need for a cohesive societal effort to overcome pandemics, why will citizens ultimately comply? Transformational change requires radical ideas, and if we want citizens to trust institutions, perhaps there is a need to provide citizens with incentives for ethical surveillance. In other words, pay people for sharing data that will enable us to understand the progression of pandemics, and enforce the stringent public health measures necessary to flatten their curve. We cannot secretly monitor citizens; at the same time, we are in uncharted waters when it comes to health and economic consequences of this pandemic. Thus, it is important to seriously consider incentivizing citizens to share data, whether it is through monetization of citizen scientist data, providing tax credits, or other in-kind contributions that would not only ensure equitable participation of citizens but also aid economic equity.

**Conclusion**

The COVID-19 pandemic is an extremely complex existential threat that requires cohesive societal effort to address health system inefficiencies and to overcome gaps in real-time data analytics. When our society has faced existential crises in the past, we have banded together by using the technology at hand to overcome them. Pandemics such as COVID-19, although extremely challenging, offer us an opportunity to innovate and consider options that would normally be ignored due to lack of vision, resources, and coordination. The answer to the current crisis could be right in our pockets. With more than 3 billion smartphones currently in circulation worldwide, they provide us with the ability to directly reach and engage with a significant proportion of the world’s population in near real time. However, for such intensive and potentially intrusive data collection measures to succeed, we need a cohesive societal effort with significant buy-in from citizens. A global policy for digital citizen science that facilitates citizen engagement across the world via sophisticated digital epidemiological platforms is a viable solution to not only overcome the COVID-19 outbreak but also better anticipate, prepare, and tackle future pandemics with the rapid response that is necessary in our globalized world.
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Abstract

Background: Effective risk communication about the outbreak of a newly emerging infectious disease in the early stage is critical for managing public anxiety and promoting behavioral compliance. China has experienced the unprecedented epidemic of the coronavirus disease (COVID-19) in an era when social media has fundamentally transformed information production and consumption patterns.

Objective: This study examined public engagement and government responsiveness in the communications about COVID-19 during the early epidemic stage based on an analysis of data from Sina Weibo, a major social media platform in China.

Methods: Weibo data relevant to COVID-19 from December 1, 2019, to January 31, 2020, were retrieved. Engagement data (likes, comments, shares, and followers) of posts from government agency accounts were extracted to evaluate public engagement with government posts online. Content analyses were conducted for a random subset of 644 posts from personal accounts of individuals, and 273 posts from 10 relatively more active government agency accounts and the National Health Commission of China to identify major thematic contents in online discussions. Latent class analysis further explored main content patterns, and chi-square for trend examined how proportions of main content patterns changed by time within the study time frame.

Results: The public response to COVID-19 seemed to follow the spread of the disease and government actions but was earlier for Weibo than the government. Online users generally had low engagement with posts relevant to COVID-19 from government agency accounts. The common content patterns identified in personal and government posts included sharing epidemic situations; general knowledge of the new disease; and policies, guidelines, and official actions. However, personal posts were more likely to show empathy to affected people ($\chi^2=13.3$, $P<.001$), attribute blame to other individuals or government ($\chi^2=28.9$, $P<.001$), and express worry about the epidemic ($\chi^2=32.1$, $P<.001$), while government posts were more likely to share instrumental support ($\chi^2=32.5$, $P<.001$) and praise people or organizations ($\chi^2=8.7$, $P=.003$). As the epidemic evolved, sharing situation updates (for trend, $\chi^2=19.7$, $P<.001$) and policies, guidelines, and official actions (for trend, $\chi^2=15.3$, $P<.001$) became less frequent in personal posts but remained stable or increased significantly in government posts. Moreover, as the epidemic evolved, showing empathy and attributing blame (for trend, $\chi^2=25.3$, $P<.001$) became more frequent in personal posts, corresponding to a slight increase in sharing instrumental support, praising, and empathizing in government posts (for trend, $\chi^2=9.0$, $P=.003$).

Conclusions: The government should closely monitor social media data to improve the timing of communications about an epidemic. As the epidemic evolves, merely sharing situation updates and policies may be insufficient to capture public interest...
in the messages. The government may adopt a more empathic communication style as more people are affected by the disease to address public concerns.
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## Introduction

### Background

On December 31, 2019, a cluster of pneumonia cases of unknown etiology were first reported in Wuhan, the capital city of Hubei Province, China [1]. The causative pathogen was soon identified as a novel coronavirus, severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2) [2] and the disease caused by SARS-CoV-2 was termed the coronavirus disease (COVID-19) [3]. Epidemiological investigation of the first 41 laboratory-confirmed human cases revealed that most had a history of visiting a seafood wholesale market (Huanan Market) in Wuhan where live wild animals were also sold for human consumption [4], but later, human-to-human transmission was confirmed, as cases without a history of visiting the market increased dramatically [5-7]. The outbreak of COVID-19 in Wuhan rapidly evolved into a severe pneumonia epidemic nationally and later worldwide. As of May 13, 2020, a total of 84,458 confirmed human cases of COVID-19 including 4644 deaths in China were reported to the World Health Organization [8]. Worldwide, COVID-19 has been a pandemic affecting more than 200 countries or territories with a total of 4,170,424 human cases of COVID-19 including 287,399 deaths as of May 13, 2020.

### Communication About Outbreaks

The outbreak of a newly emerging respiratory infectious disease usually puts individuals at a high risk of infection and constitutes a highly uncertain situation that changes rapidly, threatening serious potential loss and prompting considerable psychological distress [9,10]. Feelings of uncertainty provoke great public anxiety, which if not properly addressed can develop into public panic and herd behaviors that may harm social order and population health [11,12]. Effective outbreak communication, particularly at the early stage, becomes critically important for dealing with excessive public fear, promoting risk awareness, empowering the public in taking protective actions, and gaining public confidence and trust [11,13,14]. Conceptual models for guiding outbreak communications have been developed since the 2003 outbreak of severe acute respiratory syndrome (SARS) [14-17] and used in empirical research for examining communication practices during the 2009 influenza A/H1N1 pandemic [14], the 2013-2016 Ebola outbreak in West Africa [18], and most recently the outbreak of COVID-19 [19]. These communication models and empirical research indicate that effective outbreak communication should be prompt and transparent, dynamic as the situation evolves to meet changes in public needs, relevant and able to engage the community, and empathic and caring to address public emotional distress [14-19].

## Social Media as a Platform for Outbreak Communication

The high penetration of internet use and rapid development of information and communication technologies have made the internet an increasingly important health information source worldwide [20-23]. Reading, commenting, sharing, and seeking health information from social media, particularly through a mobile device, has become an increasingly important pattern of health information consumption in China [20,24,25]. During an epidemic, social media can facilitate the spread of epidemic awareness, attitudes toward control and preventive measures, emotional responses and behaviors, as well as misinformation and rumors in the public through online interactivity [26-30]. As the epidemic evolves, this may facilitate homogeneous mental representations of the epidemic, leading to collective behavioral responses [31]. In China, Sina Weibo (the Chinese version of Twitter) is one of the most popular platforms that attracted 486 million active monthly users in 2019 [32], most of whom accessed their user accounts through a mobile device [24]. Its microblogging function allows users to create and share short messages in a multimedia format, and other users can “share,” “like,” “comment,” and “follow” the initial posts. Numerous government agencies in China also make use of Weibo to communicate with the public. As of June 2019, there were a total of 139,270 verified government microblogs in Weibo [24].

With the proliferation of internet and social media used as health information sources, infodemiology (or infoveillance), the study (or surveillance) of “distribution and determinants of information,” in the internet or a population for the aim of guiding policy making and public health interventions [33] has been commonly used in the case of infectious disease outbreaks. Among various applications of infodemiology or infoveillance methods for social media data about infectious disease outbreaks, tracking information (concept) prevalence data [27,34-38] and qualitatively analyzing and categorizing contents of the social media data [19,27,36-41] are believed to be able to provide important insights into outbreak communications. However, existing studies mainly focused on tracking specific concepts or information such as blame [27], misinformation [34], stigma [30], specific keywords and sentiment [35], and organization trust and managing uncertainty [39], possibly due to specific research interests or using machine-aided analysis which does not allow flexible content analysis [42]. Moreover, existing studies mainly focused on one side of the outbreak communication, either the public response or response of health authorities [19,27,34-41]. This only provides partial understanding about the interactivity between the public and health authorities, whereas two-way communication is believed to be crucial for effective outbreak communication [40].
Although a recent infoveillance study on Weibo data about COVID-19 provided some qualitative descriptions about the potential interactions between the public and government online about COVID-19 by time, the study did not quantify public engagement and government responsiveness regarding COVID-19 and how these changed by time as the pandemic unfolded [38]. In addition, this study’s qualitative results seemed to lack a clear structure for understanding public perceptions and emotions [38]. The study conducted by Chew and Eysenbach [37] provides more comprehensive methods for guiding coding of social media data related to discussion topics, emotions, and online behaviors as well as quantifying and tracking the changes of these contents as the epidemic unfolds.

**Study Objectives**

The outbreak of COVID-19 was an unprecedented epidemic that China experienced for the first time in this digital era. Based on this study’s literature review on important principles of effective outbreak communication and the knowledge gaps of current infodemiology or infoveillance studies examining outbreak communication using social media data, this study aimed to make use of the Weibo data about COVID-19 from December 2019 to January 2020 in China to answer the following research questions:

1. How did the public respond to the outbreak of COVID-19 as cases of COVID-19 increased and increasingly stringent containment measures were implemented, and how quickly could the government respond to public discussions about COVID-19?
2. To what extent could government messages about COVID-19 engage the general online users?
3. What contents did the public discuss online, and how did these contents change as the epidemic evolved? To what extent could the government respond to the temporal change of public discussions online?

**Methods**

**Data Extraction**

Four keywords in Chinese characters were used to capture data relevant to COVID-19 from Weibo from December 1, 2019, to January 31, 2020: “Wuhan pneumonia,” “novel coronavirus,” “novel coronavirus pneumonia,” and “novel pneumonia.” Data were retrieved using the built-in Weibo searching function and were subsequently screened by the Python Web Crawler, a tool that has been demonstrated to be efficient in identifying the most relevant posts that contain the set keywords [43]. A total of 1,028,204 relevant posts were initially retrieved. We also tried the keywords “unknown pneumonia” and “SARS” in Chinese characters to capture Weibo data from December 1, 2019, to January 9, 2020, when the etiology of COVID-19 was not yet confirmed [2]. Since “Wuhan pneumonia” is a less specific term for COVID-19 before official announcement of unknown pneumonia in Wuhan on January 9, 2020, we manually checked the relevant posts by January 9, 2020, in the database. This excluded 466 from 469 posts on December 30, 2019, but this term successfully detected over 99% of the posts relevant to COVID-19 in the subsequent days. The final database included a total of 1,027,738 posts comprising of 914,247 (89.0%) posts from personal accounts of the public, 45,398 (4.4%) posts from accounts of government agencies, and 67,746 (6.6%) posts from accounts of media and commercial agencies. Accounts of government, media, and commercial agencies were verified by Weibo to be “official” at registration by submitting relevant documents of their organizations for verification. Each post record comprises account name, contents, post time, engagement data of each post including numbers of likes (ie, showing confirmation or agreement with the post contents), comments, shares, and followers.

**Engagement Analysis**

This study evaluated how much government posts can engage online users in the communications about COVID-19 by calculating the engagement index using engagement data of the posts delivered by government agency accounts [44,45]. The engagement data comprising likes, shares, and comments on the posts from each government account and the number of followers of these accounts were first extracted. These engagement data were then used to calculate the three metrics of social media engagement: popularity (likes per post and per 1000 followers), commitment (comments per post and per 1000 followers), and virality (shares per post and per 1000 followers); all three metrics were subsequently aggregated to generate the overall engagement index. Based on the engagement index, we identified the top five most active government agencies in both the health and nonhealth sectors. When ranking engagement, we specifically excluded any government account that delivered fewer than the average number of posts generated by government agencies combined during the study period because these government accounts could rank high based on engagement index but were considered inactive in interacting with online audiences. We used mean but not the median number of posts as the cut-off because over 50% of government agencies only had 1 post during the study period. In addition, since the National Health Commission (NHC) of China is regarded as the lead agency in coordinating the national effort to combat the COVID-19 outbreak in China, its engagement data were included in comparison with other government agencies despite that its engagement index was not ranked in the top five.

**Content Analysis**

There is currently no consensus about how to best sample social media data for content analysis [42], but random sampling has been commonly used and seems to be suitable for social media data [46]. However, for random sampling, sample sizes differ a lot across studies due to different study purposes, duration of study period, resources, and whether data were coded automatically or manually [42]. Manual coding can generate richer information by accommodating new codes emerging during data analysis, but the sample size must be kept at a manageable level to avoid fatigue and improve accuracy in coding. Since we were interested in temporal changes in the discussion contents about COVID-19 among general online users, we focused on the personal account posts for content analysis. We first excluded personal account posts that lacked all engagement (no likes, comments, and shares) because these posts may have captured little attention and interest of other online users. Thereafter, 20 posts per calendar day between
December 31, 2019, and January 31, 2020, were randomly selected for content analysis. In addition, 4 posts delivered by personal accounts (1 on December 29, 2019, and 3 on December 30, 2019) before the first official announcement of the unknown pneumonia cases in Wuhan on December 31, 2019, were included for content analysis. Therefore, a total of 644 personal account posts were finally included for content analysis.

As a comparison with personal account posts and supplement for understanding government responsiveness in the communications about COVID-19, we also analyzed the contents of all posts from the first 5 government accounts of both the health and nonhealth sectors based on the rank of the engagement index and posts from the NHC in the same period. The first government post relevant to COVID-19 was posted on December 31, 2019. A total of 273 government posts were included for content analysis.

A tentative coding scheme was first developed based on preliminary analysis of a random training subset of 100 posts using open coding by one author (QL) and iteratively refined through independent analysis of another 100 training posts by authors QL, JY, and MD, and discussion from the team. The coding scheme was then used by two authors (JY and MD) to analyze the 274 selected government posts and 644 selected individual posts for final content analysis, each analyzing half of these posts. Although the coding scheme was used, the coders were advised to be open to new codes during the analysis. After both coders finished their part, they mutually checked 10% of the posts from each other’s subset to ensure consistency in coding. Finally, one author (QL) double-checked a random subset of 10% of all posts for content analysis to ensure the accuracy and reliability of the coding. Any inconsistencies were solved by going back to relevant data and joint discussions among authors QL, JY, and MD to reach an agreement. Interrater reliability was assessed by calculating Cohen kappa, with a value of 0.6 or above indicating adequate reliability. The set of codes finally generated were then constant compared to develop thematic categories.

**Statistical Analysis**

A Pearson chi-square test was used to compare the overall percentages of each thematic category between personal account posts and government agency posts. Latent class analysis (LCA) was used to explore main patterns of post contents by type of account. To conduct the LCA, we first generated a binary-coded variable (1=the specific thematic category is present and 0=the specific thematic category is absent) for each thematic category coded for each post. These variables were then entered into Mplus 7.3 (Muthén and Muthén) for LCA. Major fit indices provided by Mplus including Akaike information criterion (AIC), Bayesian information criterion (BIC), sample size adjusted BIC (aBIC), and the entropy value were used to determine the optimal number of class for the post contents of both personal accounts and government agency accounts. A model with smaller values of AIC, BIC, and aBIC but with a higher entropy value is preferred, but we also consider the interpretability of the model and model parsimony [47]. The LCA would finally determine the content pattern (ie, latent class) of each post. A chi-square for trend was then used to examine the temporal change of the proportion of each content pattern by week by type of account after checking the linearity of the distribution of proportion of each content pattern by week. The temporal trend analysis excluded the 4 personal posts delivered before December 31, 2019. The LCA was conducted using Mplus 7.3, and other statistical analyses were conducted using STATA 15.1 for Windows (StataCorp LLC).

**Results**

**Weibo Activity**

We detected information prevalence in relation to the outbreak by plotting daily numbers of Weibo posts by type of accounts with daily numbers of newly confirmed cases of COVID-19 in Figure 1. The Weibo “top search enquires” automatically identified by the built-in function of Weibo based on the number of relevant posts on that day were also marked on observable peak days of Weibo activity (Figure 1). There was a peak on December 31, 2019, when a cluster of unknown pneumonia cases in Wuhan were officially announced for the first time. Another small peak was detected on January 9, 2020, when there was a hot discussion about naming the etiology of unknown pneumonia in Wuhan as the novel coronavirus. Weibo activity increased dramatically starting from January 18, 2020, when daily new confirmed cases of COVID-19 substantially increased. For personal account posts, a third peak was found on January 22, 2020, when the Wuhan government announced a policy of mandatory wearing of face masks in public places and human-to-human transmission of COVID-19 was announced by an expert who had just visited Wuhan for investigations, and the last peak within our study timeframe was detected on January 24, 2020, within 24 hours after Wuhan city was locked down. For posts from government agencies and media and commercial agencies, the third peak was not observed, and the last peak within the study time frame occurred 2 days later. Overall, it appeared that public online reactions followed the spread of the disease and government actions, and responded earlier than the government.
Public Engagement With Government Messages

Table 1 presents the engagement metrics of the five most active Weibo accounts of government agencies from both the health and nonhealth sectors in the communications about COVID-19 on Weibo. In the health sector, the most active government agencies are the Municipal Health Commission (MHC) in several cities of China, including Wuhan, Zhuhai, Shanghai, and Beijing, and one city-level hospital in Sichuan Province, China. In China, the MHC in different cities are required to report duties to the provincial and national health commissions. In the nonhealth sector, the most active government agency was the Hubei Branch of the Red Cross Society of China, an organization supervised by the Chinese government that is mainly responsible for encouraging donation to support affected people during the epidemic. The remainders are from the system of public security bureaus that are responsible for tracking close contacts of patients with COVID-19 and implementing local policies of traffic restrictions during the epidemic. The engagement analysis shows that, despite being relatively more active compared with other government agency accounts based on the rank of the engagement index, other than Wuhan MHC, all government agencies had low popularity (likes per post per 1000 followers), commitment (comments per post per 1000 followers), and virality (shares per post per 1000 followers). The NHC, despite having attracted a large number of followers, had extremely low popularity, commitment, and virality.
### Table 1. Government agencies with the greatest engagement and associated engagement metrics for coronavirus disease communications from December 2019 to January 2020.

<table>
<thead>
<tr>
<th>Government agencies</th>
<th>Posts, n</th>
<th>Followers, n</th>
<th>Popularity(^a), n</th>
<th>Commitment(^b), n</th>
<th>Virality(^c), n</th>
<th>Engagement index(^d)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Top 5 from health sector</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Wuhan MHC(^e)</td>
<td>40</td>
<td>58,144</td>
<td>242.73</td>
<td>9.72</td>
<td>2.62</td>
<td>255.07</td>
</tr>
<tr>
<td>Zigong No 4 People’s Hospital</td>
<td>21</td>
<td>298</td>
<td>42.03</td>
<td>5.27</td>
<td>0.96</td>
<td>48.26</td>
</tr>
<tr>
<td>Zhuhai MHC</td>
<td>18</td>
<td>11,844</td>
<td>27.82</td>
<td>3.53</td>
<td>1.18</td>
<td>32.52</td>
</tr>
<tr>
<td>Shanghai MHC</td>
<td>11</td>
<td>403,603</td>
<td>25.35</td>
<td>1.84</td>
<td>1.14</td>
<td>28.34</td>
</tr>
<tr>
<td>Daxing (in Beijing) MHC</td>
<td>12</td>
<td>65,707</td>
<td>14.41</td>
<td>1.61</td>
<td>1.38</td>
<td>17.41</td>
</tr>
<tr>
<td><strong>Top 5 from nonhealth sector</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hubei Branch of the Red Cross Society of China</td>
<td>21</td>
<td>97,523</td>
<td>78.20</td>
<td>8.70</td>
<td>1.10</td>
<td>88.01</td>
</tr>
<tr>
<td>Gaolan People’s Procuratorate (in Gansu Province)</td>
<td>22</td>
<td>550</td>
<td>13.06</td>
<td>4.71</td>
<td>1.82</td>
<td>19.59</td>
</tr>
<tr>
<td>Suixian People’s Procuratorate (in Hubei Province)</td>
<td>59</td>
<td>435</td>
<td>6.97</td>
<td>4.71</td>
<td>2.42</td>
<td>14.10</td>
</tr>
<tr>
<td>Longchang Public Security Bureau (in Sichuan Province)</td>
<td>26</td>
<td>8803</td>
<td>12.51</td>
<td>0.73</td>
<td>0.20</td>
<td>13.44</td>
</tr>
<tr>
<td>Datong Fire Services Department (in Shanxi Province)</td>
<td>13</td>
<td>2155</td>
<td>8.07</td>
<td>2.75</td>
<td>0.82</td>
<td>11.64</td>
</tr>
<tr>
<td>National Health Commission of China</td>
<td>30</td>
<td>5,371,595</td>
<td>7.51</td>
<td>0.33</td>
<td>0.22</td>
<td>8.04</td>
</tr>
</tbody>
</table>

\(^a\)Likes per post per 1000 followers.

\(^b\)Comments per post per 1000 followers.

\(^c\)Shares per post per 1000 followers.

\(^d\)Engagement index = popularity + commitment + virality.

\(^e\)MHC: Municipal Health Commission.

### Individual and Government Post Contents

Frequencies and proportions of thematic categories of post contents for personal and government accounts are shown in Table 2, and detailed descriptions of the thematic categories identified in our study can be found in Multimedia Appendix 1.

We noted 3 cyber-support behaviors from personal account posts: sharing knowledge or information, emotional exchange, and seeking information of which only the first 2 were identified in government posts. As is shown in Table 2, for sharing knowledge and information in both groups, the most common thematic categories were situation updates of COVID-19 followed by general knowledge about coronavirus pneumonia and advice on preventive measures. Government agency posts were more likely to share information about policies, guidelines, and official actions (\(\chi^2=14.5, P<.001\)), and instrumental support (\(\chi^2=32.5, P<.001\)), while personal account posts were more likely to share information on public responses to the epidemic (\(\chi^2=19.1, P<.001\)). Personal account posts were more likely to be classified as emotional exchange (\(\chi^2=30.5, P<.001\)) including showing empathy to affected people (\(\chi^2=13.3, P<.001\)), attributing blame to people or organizations for malpractice during the epidemic (\(\chi^2=28.9, P<.001\)), and expressing worry about the epidemic (\(\chi^2=32.1, P<.001\)). The government posts more likely praised people or organizations (\(\chi^2=8.7, P=.003\)). The main groups of people praised by both groups were health care workers, while the main people or organizations being blamed in personal account posts included other individuals (eg, individuals who consumed wild animals, breached the infection containment measures, and committed medical violence) and the government (individual government officers or government in general). Regarding seeking information, the main information sought was updates about the epidemic situation.
### Table 2. Frequency of thematic categories from posts delivered by individual and government accounts.

<table>
<thead>
<tr>
<th>Thematic categories</th>
<th>Individuals (n=644), n (%)</th>
<th>Government (n=273), n (%)</th>
<th>P value&lt;sup&gt;a&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Sharing knowledge/information</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Situation update about COVID-19&lt;sup&gt;b&lt;/sup&gt;</td>
<td>287 (44.6)</td>
<td>108 (39.6)</td>
<td>.16</td>
</tr>
<tr>
<td>General knowledge about coronavirus pneumonia</td>
<td>206 (32.0)</td>
<td>82 (30.0)</td>
<td>.39</td>
</tr>
<tr>
<td>Advice on preventive measures</td>
<td>114 (17.7)</td>
<td>56 (20.5)</td>
<td>.32</td>
</tr>
<tr>
<td>Policies, guidelines, and official actions</td>
<td>95 (14.8)</td>
<td>69 (25.3)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Human-to-human transmission</td>
<td>79 (12.3)</td>
<td>27 (9.9)</td>
<td>.30</td>
</tr>
<tr>
<td>Fight against rumors</td>
<td>46 (7.1)</td>
<td>23 (8.4)</td>
<td>.50</td>
</tr>
<tr>
<td>Cause of viral emergence</td>
<td>44 (6.8)</td>
<td>14 (5.1)</td>
<td>.33</td>
</tr>
<tr>
<td>Public response during the epidemic</td>
<td>43 (6.7)</td>
<td>0 (0.0)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Instrumental support</td>
<td>13 (2.0)</td>
<td>29 (10.6)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Infection and illness experience</td>
<td>10 (1.6)</td>
<td>2 (0.7)</td>
<td>_c</td>
</tr>
<tr>
<td>Seeking social support</td>
<td>10 (1.6)</td>
<td>0 (0.0)</td>
<td>_c</td>
</tr>
<tr>
<td>Request for information transparency</td>
<td>8 (1.2)</td>
<td>0 (0.0)</td>
<td>_c</td>
</tr>
<tr>
<td>Reports of scientific research</td>
<td>3 (0.5)</td>
<td>0 (0.0)</td>
<td>_c</td>
</tr>
<tr>
<td>Seeking close contact</td>
<td>0 (0.0)</td>
<td>2 (0.7)</td>
<td>_c</td>
</tr>
<tr>
<td><strong>Emotional exchange</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Showing empathy to or blessing affected people</td>
<td>86 (13.4)</td>
<td>14 (5.1)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Blaming people or organizations</td>
<td>78 (12.1)</td>
<td>3 (1.1)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Providing reassurance about risk</td>
<td>73 (11.3)</td>
<td>30 (11.0)</td>
<td>.88</td>
</tr>
<tr>
<td>Expressing worry or fear about the risk</td>
<td>70 (10.9)</td>
<td>0 (0.0)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Praising people or organizations</td>
<td>53 (8.2)</td>
<td>40 (14.7)</td>
<td>.003</td>
</tr>
<tr>
<td>Warning about the epidemic</td>
<td>48 (7.5)</td>
<td>11 (4.0)</td>
<td>.05</td>
</tr>
<tr>
<td>Seeking information</td>
<td>36 (5.6)</td>
<td>0 (0.0)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

<sup>a</sup>P values were calculated using a Pearson chi-square test.

<sup>b</sup>COVID-19: coronavirus disease.

<sup>c</sup>Cell with expected frequency less than 5 and thereby P values from the chi-square test were not available.

Compared with post contents of government agencies from the health sector, we found that the four government agencies from the system of public security bureaus were more likely to share information about situation updates ($\chi^2_{1}=15.9$, $P<.001$), while the Hubei Red Cross Society of China were more likely to post contents about instrumental support (eg, donation of materials or money; $\chi^2_{1}=25.3$, $P<.001$) and showing empathy to affected people ($\chi^2_{1}=25.7$, $P<.001$).

### Content Patterns and Temporal Changes

The LCA revealed five main content patterns within both personal posts and government posts (Multimedia Appendix 2). For personal posts excluding the 4 posts before December 31, 2019, the most prevalent content pattern comprised of posts that were mainly sharing situation updates (situation class; n=208/640, 32.5%), followed by those with greater probabilities of showing empathy and blaming (empathy-blaming class; n=166/640, 25.9%); those mainly sharing general knowledge (knowledge class; n=119/640, 18.6%); those mainly sharing policy, guidelines, and official actions (policy class; n=85/640, 13.3%); and those mainly sharing worry about the epidemic (worry class; n=62/640, 9.7%). For the government posts, 3 similar classes as those in the personal posts were found, including the situation class (n=77/273, 28.2%), knowledge class (n=79/273, 28.9%), and policy class (n=40/273, 14.7%; Multimedia Appendix 3). Another 3 classes were different from those of the personal posts, including posts that mainly shared prevention tips and fought against rumors (prevention-rumors class; n=40/273, 14.7%) and those mainly providing instrumental support, praising people, and that had a slightly higher probability of showing empathy (support class; n=37/273, 13.6%; Multimedia Appendix 3).

The temporal change of each content pattern by type of account are shown in Figure 2. The chi-square for trend analyses found that for personal posts, proportions of posts sharing situation updates increased from week 1 (December 31, 2019-January 6, 2020) to week 3 (January 14-20, 2020; for trend, $\chi^2_{1}=28.6$, $P<.001$).
P<.001) but declined thereafter (for trend, χ²₁=19.7, P<.001). Sharing general knowledge (for trend, χ²₁=15.3, P<.001) and policies, guidelines, and official actions (for trend, χ²₁=15.3, P<.001) declined each week, while showing empathy and blaming increased significantly in later weeks (for trend, χ²₁=25.3, P<.001), and worry about the epidemic remained stable and low. For government agency account posts, sharing situation updates and prevention tips, and fighting against rumors remained stable; sharing general knowledge declined each week (for trend, χ²₁=14.7, P<.001), while sharing policies, guidelines, and official actions (for trend, χ²₁=8.9, P=.003), and providing instrumental and emotional empathy and praising people (for trend, χ²₁=9.0, P=.003) increased significantly on the last 2 weeks of the study time frame.

Figure 2. Temporal changes in the proportion of main content patterns by type of account.

We also specifically explored how providing reassurance, a main emotional content in government posts, changed as the epidemic evolved. We found that providing reassurance in government posts was more frequent in the first 3 weeks but declined in the last 2 weeks of the study time frame (for trend, χ²₁=4.2, P=.04).

Discussion

Principal Findings

The Weibo activity in the early stage of the COVID-19 epidemic showed that public reactions seemed to follow the spread of the disease and government actions in China. This again evidences the value of infodemiology or infoveillance studies to understand public response to the disease and government actions during the early epidemic stage despite a concern over the censorship of online information for propaganda purposes in China. There was 1 post blaming people who consumed wild animals for causing “Wuhan pneumonia” that was captured on December 29, 2019. On December 30, 2019, 3 more posts were identified: 2 seeking confirmation about unknown pneumonia cases detected in Hunan Seafood Market in Wuhan and 1 sharing information about unknown pneumonia cases found in the market. All 4 posts were from accounts of individuals who lived in Wuhan. This indicates that before the official announcement of the first cluster of unknown pneumonia in Wuhan on December 31, 2019 [1], relevant information had been spread in the public through interpersonal communication, social media, or other channels. The first government post was delivered on December 31, 2019, 2 days after the first individual post, indicating that, although the Chinese government’s outbreak communication has been more timely and transparent compared with their response to the 2003 SARS outbreak [48], more efforts are required to improve early outbreak communication when uncertainty usually challenges communication. Early posts should be treated as alarms and responded to in a timely
Our study evidences the use of social media among the Chinese government agencies in the communications about COVID-19 at the early epidemic stage, but the communication remained limited. The engagement analysis indicates that the public generally had low engagement with government agency posts, even those from the most active government agencies. In China, the NHC is expected to play a leading role in risk communication during an epidemic, while provincial and municipal health commissions are expected to report duties and provide epidemic information of their own provinces and cities, respectively, to the NHC. However, although the NHC and provincial health commissions have attracted a large number of followers on social media during the epidemic, compared with municipal health commissions, messages from these high-level health authorities were more disengaged by the general public. The generally low values of the engagement metrics popularity (likes per post per 1000 followers), commitments (comments per post per 1000 followers), and virality (shares per post per 1000 followers) may indicate low levels of interest, use, emotional arousal, or even credibility of the government information among the online audiences [50,51]. This may partly reflect a population inertia effect, where it takes a certain amount of time, or threat, before there is a noticeable change in the bulk practices of a population. The duration of such a period of inertia would be valuable to know.

The content analysis suggests that the Chinese government agencies mainly used social media to “inform” the public about updates of the epidemic situation; knowledge of the coronavirus pneumonia; policies, guidelines, and government actions; and prevention tips, all being the key risk messages included in the official websites of health authorities for communicating about an epidemic [40]. This suggests that government agencies mainly adopt a top-down approach in risk communication and use the social media for one-way communication. The temporal changes of content patterns of personal posts indicate that the public have less interest in situation updates, general knowledge, policies, and guidelines as the epidemic evolves. However, the public may feel more empathic with the affected people and angry about other individuals or the government who put people at risk, as an increasing number of people are affected by the disease and the control measures. The government seemed to continue frequently sharing situation updates; policies, guidelines, and official actions; and prevention tips despite a decline in public interest. However, we also observed a significant increase in the frequency of instrumental and emotional support in government posts as the epidemic evolved. This provides in-depth understanding about why sentiment analysis indicates a decline in negative sentiment but increases in positive sentiment as the epidemic unfolded [35]. The inconsistent temporal changes in content patterns between personal and government posts and insufficient emotional support of government posts indicates an overall inadequate government responsiveness to public concerns. Reassuring the public about the epidemic risk was one of the main emotional contents identified from the government posts and was particularly apparent in the first 2 weeks; even Weibo data indicated a generally low risk awareness and concern among the general public. This is consistent with the public response to the 2009 influenza A/H1N1 pandemic shown by Twitter data [37]. Our study indicates that this may be because the government overassured the public at the early epidemic stage, which is against Sandman and Lanard’s [52] guidelines that risk communication should lean toward the alarming side particularly when the situation is uncertain. However, reassurance should be provided as more people are infected to deal with excessive or prolonged fear. The increasing use of blame in personal posts as more people were infected coincides with Douglas’ [53] idea that contemporary risk is highly politicized. As more people are affected, “whose fault?” becomes a primary question to seek the accountability of certain persons or organizations and make sense of the epidemic [27].

Our study found that the public blamed not only individuals who put others at greater risk during the epidemic but also government, particularly local government figures for their perceived failures in risk communication and control measures. This also aligns with Beck’s works on global risk society, in which authorities are increasingly questioned and blamed for failing to protect individuals [54]. Current data reveals seldom use of conspiracy theories in the attribution of blame and blame as a way to spread rumors [55]. In contrast, the government agencies tend to praise people who had made contributions to the control of the epidemic. This is viewed as a blame-avoidance strategy, called heroization [55], to direct public outrage to the appreciation of another group of people. Working with heroes in outbreak communication may be critical to improving communication effectiveness.

Limitations
First, individual posts were sampled by randomly choosing equal numbers of posts per calendar day for content analysis rather than using the common probability-based random sampling, which would generate a large sample size due to the vast amount of social media data. However, there is currently no consensus about how to best sample social media data, and our sampling strategy was able to draw a random manageable sample using manual coding. Second, only posts of government agencies that were more actively engaged with the public in online communication about COVID-19 were included for content analysis. This means that the sample of government posts for content analysis may not be representative of all government posts. However, this sample was considered to have greater impact on online audience’s knowledge, perceptions, attitudes, and behaviors due to greater audience interest and attention to their messages. Third, our study did not evaluate the responses to and concerns over COVID-19 among nonnetizens, particularly those living in rural areas and older people in China [24], and the Chinese government’s communications about COVID-19 through other channels. In addition, our data only covered the first 5 weeks after unknown pneumonia cases in Wuhan were first officially announced, which is a relatively short but critical period for outbreak communication. Furthermore, due to the problem of censorship on Weibo data in China, our data based on keyword extraction may lose a considerable part of Weibo data, particularly those posted before the official announcement of the outbreak in
Wuhan. This means that our data may not be able to accurately assess the delay of government responsiveness to the threat online.

Implications
The governments can closely monitor the social media discussions to identify public concerns to further improve government responsiveness in outbreak communication. To improve government responsiveness and public engagement, first, persons who have received training in risk communication can be designated for monitoring public concerns online, delivering timely messages, communicating about the uncertainty, and making efforts to address public concerns online. Second, the municipal health commission can communicate more locally relevant information to attract local followers’ interest and motivate their information sharing. Third, the provincial and national health commissions can organize direct dialogues with online audiences on social media (eg, Weibo Chats) with trustworthy health care workers to capture audience’s attentions and interests, and facilitate the rapid spread of fact-related messages [39]. Although the main role of the NHC in risk communication may be to disseminate facts, increasing messages showing empathy and care to affected people as the epidemic evolves is believed to be essential for maintaining credibility and trust in the public during a crisis [14].

Conclusion
The public seemed to respond earlier to the outbreak of COVID-19 online than government agencies. The Chinese government agencies’ use of social media for outbreak communications remained limited to providing knowledge and information to the public. As the epidemic evolved, the public had declining interest in fact-related messages but became more empathic with the affected people and tended to attribute blame to other individuals or the government. The tendency of increasingly attributing blame to other individuals or the government may push the Chinese government to seek accountability and refine the compensation system for affected people. As more people are affected, the government may adopt a more empathic communication style to address public emotional response.
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Abstract

Background: The beginning of the coronavirus disease (COVID-19) epidemic dates back to December 31, 2019, when the first cases were reported in the People’s Republic of China. In the Czech Republic, the first three cases of infection with the novel coronavirus were confirmed on March 1, 2020. The joint effort of state authorities and researchers gave rise to a unique team, which combines methodical knowledge of real-world processes with the know-how needed for effective processing, analysis, and online visualization of data.

Objective: Due to an urgent need for a tool that presents important reports based on valid data sources, a team of government experts and researchers focused on the design and development of a web app intended to provide a regularly updated overview of COVID-19 epidemiology in the Czech Republic to the general population.

Methods: The cross-industry standard process for data mining model was chosen for the complex solution of analytical processing and visualization of data that provides validated information on the COVID-19 epidemic across the Czech Republic. Great emphasis was put on the understanding and a correct implementation of all six steps (business understanding, data understanding, data preparation, modelling, evaluation, and deployment) needed in the process, including the infrastructure of a nationwide information system; the methodological setting of communication channels between all involved stakeholders; and data collection, processing, analysis, validation, and visualization.

Results: The web-based overview of the current spread of COVID-19 in the Czech Republic has been developed as an online platform providing a set of outputs in the form of tables, graphs, and maps intended for the general public. On March 12, 2020, the first version of the web portal, containing fourteen overviews divided into five topical sections, was released. The web portal’s primary objective is to publish a well-arranged visualization and clear explanation of basic information consisting of the overall numbers of performed tests, confirmed cases of COVID-19, COVID-19-related deaths, the daily and cumulative overviews of people with a positive COVID-19 case, performed tests, location and country of infection of people with a positive COVID-19 case, hospitalizations of patients with COVID-19, and distribution of personal protective equipment.
Conclusions: The online interactive overview of the current spread of COVID-19 in the Czech Republic was launched on March 11, 2020, and has immediately become the primary communication channel employed by the health care sector to present the current situation regarding the COVID-19 epidemic. This complex reporting of the COVID-19 epidemic in the Czech Republic also shows an effective way to interconnect knowledge held by various specialists, such as regional and national methodology experts (who report positive cases of the disease on a daily basis), with knowledge held by developers of central registries, analysts, developers of web apps, and leaders in the health care sector.

(J Med Internet Res 2020;22(5):e19367) doi:10.2196/19367
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Introduction

In early 2020, the pandemic of the coronavirus disease (COVID-19) started to spread all over the world. COVID-19 is caused by a novel type of coronavirus, referred to as severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2). This highly infectious disease is mainly manifested by fever, respiratory difficulty (cough, dyspnea), muscle pain, and fatigue. The disease can be rather serious for people who are older or have chronic illnesses and can even be fatal. The beginning of the COVID-19 epidemic dates back to December 31, 2019, when the first cases were reported in the city of Wuhan in Hubei Province in the People's Republic of China. Over the next 4 months, more than 1,120,000 people became infected across the world and almost 60,000 patients died from the disease [1].

In the Czech Republic, the first 3 cases of infection with the novel coronavirus were confirmed on March 1, 2020. A team of experts from the Institute of Health Information and Statistics of the Czech Republic (IHIS CR), together with researchers from the Institute of Biostatistics and Analyses at the Faculty of Medicine of the Masaryk University, focused on the design and development of a web app intended to provide a regularly updated overview of COVID-19 epidemiology. The aim of the research team was to adopt one of the time-tested methodologies for data mining, analytics, knowledge discovery, and data science projects, and to apply it in the process of mapping the current COVID-19 epidemic situation in the Czech Republic. This paper describes all essential steps from methodological as well as technical points of view. The methodological approach to the design, development, and implementation of online monitoring of the COVID-19 epidemic is based on a verified methodology for the acquisition, processing, and presentation of information. The methodology discussed in this paper made it possible to interconnect knowledge held by various specialists such as regional and national methodology experts from the National Institute of Public Health and regional public health authorities, who report positive cases of the disease on a daily basis, with knowledge held by developers of central registries, analysts, developers of web apps, and leaders in the health care sector.

Methods

Methodological Background for the COVID-19 App: An Overview of the Current Situation in the Czech Republic

When the urgent need emerged to map the current situation regarding the COVID-19 epidemic, it was essential to consider several factors that might have a significant impact on the resulting reports. The infrastructure of a nationwide information system run by the public administration is one of the most important factors in this regard; data from basic registries as well as data from health service providers are collected and processed in this information system. The cooperation between organizations involved in the process of data reporting, collection, processing, validation, analysis, evaluation, and visualization is another key aspect. The methodological setting of communication channels, duties resulting from legal measures, clearly defined competence, the sequence of steps to be made, and the overall management of the health care sector are complex at the time of an unexpected pandemic. In addition, it is important to select appropriate procedures for knowledge mining from database structures and for an undistorted
interpretation of data provided to individual target groups. These groups involve not only the general public and health care professionals but also the media, as the resulting reports are published on behalf of the Ministry of Health of the Czech Republic and can, therefore, be considered as guaranteed and entirely reliable.

Among several known methodological recommendations and standardized procedures, which can be cited as the implementation of the knowledge discovery in databases, the process Sample, Explore, Modify, Model, Assess and cross-industry standard process for data mining (CRISP-DM) are used most frequently in practice [16]. The team of authors chose the latter methodology (CRISP-DM) due to its higher versatility. The individual stages of this methodology directly correspond to the complex solution of analytical processing and visualization of data, which provides validated information on the COVID-19 epidemic across the Czech Republic. The power of CRISP-DM is demonstrated by the fact that great emphasis is put on the understanding and on a correct implementation of all six steps needed in the process (see Multimedia Appendix 1); furthermore, CRISP-DM provides the option to return back to previous steps, and importantly, it does not leave out the frequently omitted process of checking the achieved results before their publication.

**Business Understanding**

In the initial stage, maximum attention is paid to mapping the situation from the managerial point of view. In this case, the task is focused on online visualization of data on the current state of the COVID-19 epidemic in the Czech Republic. The Ministry of Health of the Czech Republic is responsible for the methodological setting of regular reports and processing data on newly identified cases of COVID-19 across the Czech Republic (see Figure 1), record keeping on testing locations, and overviewing the purchases and distribution of personal protective equipment (PPE). The reporting process always starts with a person with suspected COVID-19 being referred by a physician or a regional public health authority (RPHA) to a testing location, where a biological sample is taken from them, in compliance with the RPHA methodology. The sample is then analyzed by one of the appointed laboratories, which determines whether or not it is positive for SARS-CoV-2. The result is subsequently entered into the central Information System of Infectious Diseases (ISID), which is then taken over by the respective RPHA. In the next step, the same RPHA carries out a second investigation to verify the result, informs the person about the result, and, if the sample was confirmed to be positive for SARS-CoV-2, provides information about the next steps to be taken. The systematically designed architecture of the National Health Information System (NHIS) made it possible for the result of each performed test to be processed by a laboratory and verified by the respective RPHA in the central ISID, both procedures being done with only a minimum delay. The primary objective of the ISID is to obtain information on the incidence of infectious diseases to assess the epidemiological situation across the Czech Republic, to monitor the population’s health status, and to control the provision of health care. In compliance with section 70, paragraph 3 of the Act No 372/2011 Coll, on Health Services and Conditions of Their Provision (Act on Health Services), the administration of NHIS has been delegated to the IHIS CR. NHIS is a fully computerized system involving components that are enshrined in the legislation. Each person in the Czech Republic can be unequivocally identified based on their birth certificate number; based on this number, essential links can be found between the NHIS and other relevant databases run by the public administration, such as the National Register of Hospitalized Patients, the Registry of Inhabitants, the National Register of Health Services Providers, the National Register of Health Care Professionals, or the Death Records Database. Data from these registries provide a comprehensive—and, most of all, up-to-date—data basis for subsequent analytical processing. On top of that, the unequivocal identification of patients, which is identical across these registries, made it possible to obtain information on the infection rate among health care workers in real time, for example.

**Data Understanding**

For a correct collection and processing of information on the COVID-19 epidemiology in the Czech Republic, it is essential that all reporting processes are well understood, that communication with all involved institutions runs smoothly, that the architecture of central databases is well designed from the technical point of view, and that the resulting reports are correctly interpreted. At the same time, all interactive outputs,
whether in the form of graphs, maps, or tables, which are available for the general public, must meet the condition that it will never lead to a direct identification of any patient. It is therefore not possible to show detailed information on a district (or even a town) in combination with sex or age of a given person. What can be published, on the other hand, are summary data on the entire Czech Republic (or possibly on individual regions or districts), as the population of the entire country (or region or district) is large enough and the total number of positive cases is higher than 10, which cannot lead to the direct identification of a particular patient. Other examples of outputs that can be published involve daily reports on cumulative numbers and on the increase or decrease in the number of confirmed cases or division according to sex or age groups. When processing personal data in the various part of NHIS, every individual record must be processed in accordance with Regulation (EU) 2016/679 of the European Parliament and of the Council of April 27, 2016, on the protection of natural persons with regard to the processing of personal data and on the free movement of such data, and repealing Directive 95/46/EC (General Data Protection Regulation), Act No 372/2011 Coll, on Health Services and Conditions of Their Provision (Act on Health Services), as subsequently amended, and the Act No 110/2019 Coll, on the Processing of Personal Data, as subsequently amended. The interactive online reporting is based on the five following data sets, which, combined together, characterize the COVID-19 epidemic in the Czech Republic. First, reports by RPHAs contain daily records of persons with confirmed COVID-19 (eg, date of report, age, sex, region, location, and country of infection). Second, reports by laboratories (LAB) contain deidentified records on persons with confirmed COVID-19, which have not yet been taken over by a RPHA in the respective region. In relation to reports by RPHAs, these are disjointed sets of records (each particular record goes to the LAB repository and consequently is either approved or directly confirmed by a respective RPHA); in other words, none of the records are present in both data sets, and undesirable duplicates are, therefore, avoided. Figure 2 shows how records provided by RPHAs and LABs are transferred into ISID. Among necessary adjustments, patient identification against the Registry of Inhabitants is performed at this stage, aiming to determine the region of a citizen who has been confirmed as a positive case by the laboratory. Third, a report on performed COVID-19 tests contains the number of all samples tested by laboratories across the Czech Republic on individual days. Fourth, reports on persons hospitalized in health care facilities contain daily summaries of currently hospitalized persons, persons in a serious condition or receiving highly intensive care (eg, mechanical ventilation, extracorporeal membrane oxygenation), and hospitalized persons who have been cured or discharged to home quarantine. Fifth, a report by the Ministry of Health of the Czech Republic contains purchases and distribution of PPE, and provides up-to-date numbers of face masks, respirators, goggles, bottles with disinfectant, face shields, and other equipment.

Figure 2. Diagram of data transfer within the Information System of Infectious Diseases.
Data Preparation

Several different data sources are used as input at this stage; these data sources must be validated thoroughly and then transformed into a form suitable for computer processing and subsequent visualization. In particular, the validation process involves a set of control mechanisms ensuring the completeness of individual records. This stage involves data cleaning (incomplete records are detected, corrected, or removed), construction of particular data views (selected attributes with primary identification are derived and merged), and data integration (final data sets are automatically generated). This process ensures that no invalid records are included in the stage of further processing and web visualization. Syncing tests, which are launched at regular intervals, are among the main control mechanisms. These tests provide information on whether or not data presented in the end report are consistent with data on the input. Their objective is to detect possible inconsistencies in the input records, such as a patient’s incomplete or incorrectly entered birth certificate number; their permanent address; or distinction between a Czech citizen, a foreigner, or even a person who is homeless. If possible, standardized lists of values (ie, those valid on a nationwide level) are integrated, making it possible to name values in a unified way. As an example, a standardized classification of territorial units in the Czech Republic has been used (Nomenclature of Units for Territorial Statistics) based on unique codes for each of the 14 Czech regions (eg, CZ064 was used as a code for the South Moravian Region). Valid records in the ISID form the basis for the selection of descriptive attributes and their final adaptation into a format in which they are sent by export tools at regular intervals and in a secured manner to the web server. Figure 3 shows a diagram of implementation of individual components, showing the communication among three independent servers transmitting data sources that are necessary to draw the final visual outputs and to provide open data sets to the public.

Figure 3. Deployment diagram. CSV: comma-separated values; cURL: Client URL; ISID: Information System of Infectious Diseases; JSON: JavaScript Object Notation; LAB: laboratories; ODBC: Open Database Connectivity; PDO: PHP Data Objects; RPHA: regional public health authority; SQL: Structured Query Language; SSH: Secure Shell.

Modelling

In this step, detailed static instructions were prepared for each report (graph, map, table), always involving its data source, computational algorithm, description of visualization, explanation of its meaning, and information on the last update. Afterward, the entire process of data processing and dynamic drawing of the online report was transformed into a fully automatic one. All predefined data sets are transferred into an internal data storage device, which is dedicated to epidemiological analyses and reporting; individual overviews are subsequently generated in the form of interactive graphs, maps, and data tables. The resulting presentation is a set of interactive graph visualizations and tabular outputs, which can be viewed online by anyone using only a standard web browser.

JavaScript library, which is based on d3.js. Graphs are slightly adjusted to meet the report’s needs, mainly in the responsive environment of the contemporary imaging technology. Tabular data are subsequently processed using the DataTables library, which internally employs jQuery (The jQuery Team). In this case, the data layer mainly consists of preprocessed and saved files in the JavaScript Object Notation (JSON) format. This approach significantly accelerates the access to data, making it possible to accelerate the app’s response markedly. On each update, data are transformed straight away, source files being replaced by new ones. The number of computational operations that are carried out at the app layer is kept at a minimum. The presentation layer deals with the graphical appearance of the user interface with control elements as well as the interactivity of the visualization. All reports prepared in this way are first implemented on development servers, where functionality and data correctness are thoroughly verified. Development servers
are also used to check syncing with external data sources. Individual versions are subsequently published, always within the logical structure of the web app, which is divided into thematic sections. The app itself has been designed to be responsive and is fully supported by all types of devices, including the portable ones (mobile, tablet, and desktop).

**Evaluation of Results**

It is extremely important to validate the results before their publication, particularly when providing information about the spread of an epidemic. Despite several optimization and transformation processes performed in the preceding stages, data must remain consistent and all reports must correspond with the original input as well as with calculations carried out to check agreement with primary data. User testing not only revealed some inconsistency in original values obtained by static calculations, but also brought new ideas on how to improve the intelligibility, technical implementation, and user interface. Experts on accessibility of web apps were called in to the target group was also taken into consideration, as it consists of disabled users, among others, for whom navigation on the internet might be difficult. A correct structure of headings, an adequate contrast between texts and the background, the overall legibility, a properly defined alternative information for images, and the availability of complementary tabular overviews next to graphs and maps are the most important accessibility attributes that have been thoroughly applied. One must keep in mind that web apps guaranteed by the state administration are required to provide maximum accessibility for all citizens without exception.

**Deployment of Results**

Primary data are entered into the ISID by LAB and RPHAs. After their validation and the unification of data formats, two data exports are created, and these are periodically sent from the ISID to a location from where they can be finally used for the purposes of the web portal. The periodicity of updates is set to 2 hours, with a nighttime shutdown between 2 am and 6 am. The cron tool launches the updating script on the side of the “Disease at the Moment” (“Onemocnění aktuálně” in Czech) app at predefined times, which results in the transformation of provided data into preprocessed data sets. The previously mentioned syncing tests are launched during this process as well. The entire process is launched on the production instance of the “Disease at the Moment” app, as well as on the development instance and the stage instance. The latter two instances are automated by Jenkins, which is a continuous integration tool. In case of any error in data assembly or in the update of the entire app, an email notification is sent to the development team, allowing it to react appropriately. At the time of writing this paper (April 2020), primary data are updated three times a day on the production instance (12:30 am, 8:30 am, and 5:30 pm), and secondary data are usually updated once a day.

**Open Data for COVID-19**

Science is built on data, namely their collection, analysis, publication, reanalysis, critique, and reuse. Barriers include inability to access data, restrictions on usage applied by publishers or data providers, and publication of data that are difficult to reuse, for example, because they are poorly annotated or “hidden” in unmodifiable tables like PDF documents [17]. For that reason, the concepts of open access and open data are strongly emphasized and play a key role in the complex web-based reporting of the COVID-19 epidemic in the Czech Republic. The Ministry of the Interior of the Czech Republic guarantees and maintains the National Catalogue of Open Data, which consists of 24 local instances, including the Catalogue of Open Data run by the Ministry of Health of the Czech Republic. The main goal is to collect metadata about data sets published as open data throughout the whole country and to show transparency and effectiveness of government services [18]. There are three major target groups of potential users who can access various data sets freely: (1) those who are interested in information describing the entire concept together with benefits of broad usage of open data sets; (2) those who want to publish and update various data sets in accordance with the given open data rules, such as diagrams, data formats, keywords, and metadata description; and (3) those who can browse and freely use available data sets for the purpose of further analysis and development. The authors of this paper decided to adopt a standardized methodology for the publication of open data, and thus facilitate the use of COVID-19 epidemiological data sets by different public sector bodies, academic institutions, and business sector companies.

**Google Analytics as the Monitoring Service**

Monitoring and further analysis of web usage is one of the crucial points in terms of reflecting users’ behavior and requirements. Systematic tracking and web analysis significantly improve the efficiency and quality during a long-term design and development of robust web apps. Google Analytics is a third-party service that measures and generates up-to-date statistics, reports, and analyses based on website traffic and on the behavior of its visitors. It tracks the visitors’ activity, collects statistical data in real time, and stores them for a later analysis. Using different types of metrics, we can easily determine the number of visitors over any period, which pages they viewed, and how long was their visit. The flow of visitors is an important factor, showing user transitions between pages and the rate of abandonment of every single page [19]. Based on Google Analytics’ powerful features, advanced visualizations mapping the analytics intelligence, dashboard, mobile device tracking, referrers, and geographic tracking capabilities have been used [20].

**Results**

**Description of the COVID-19 App: An Overview of the Current Situation in the Czech Republic**

On March 11, 2020, the first version of the web portal was released [21]. It provides a set of outputs in the form of tables, graphs, and maps intended for the general public and the media. Its primary objective is to provide a well-arranged visualization and clear explanation of basic information included in the basic overview of COVID-19 epidemiology in the Czech Republic (see Multimedia Appendix 2). The overall numbers of performed tests, confirmed cases of COVID-19, persons who have
recovered from the disease, and COVID-19-related deaths are displayed first to the user. The rest of the webpage is divided into several sections with coherent topics, each of them providing a synoptic overview from a selected perspective. First, basic overviews according to reports by RPHAs and positive results from laboratories show the overall number of persons who were tested positive for COVID-19, the incidence of confirmed cases of COVID-19 by region per 100,000 people, absolute numbers of people with positive COVID-19 cases by region, the overall number of performed tests (including repeated tests in the same person) for COVID-19 across the entire Czech Republic, and an overview of COVID-19-related deaths by age group and by region. Second, daily overviews according to reports by RPHAs and positive results from laboratories show a daily overview of number of persons with newly confirmed COVID-19, a daily overview of the number of performed tests (including repeated tests in the same person), the overall (cumulative) number of persons with laboratory-confirmed COVID-19 and the daily percentage change, and the daily percentage of persons with confirmed COVID-19 in the number of performed tests on a given day. Third, the number of persons with laboratory-confirmed COVID-19 according to reports by RPHAs shows an overview of cumulative numbers of persons with laboratory-confirmed COVID-19 that have been verified by RPHAs (not the number of all persons with laboratory-confirmed COVID-19), the location and country of infection of people with a positive COVID-19 case, and the number of persons with laboratory-confirmed COVID-19 by sex and age group. Fourth, an overview of hospitalizations of patients with COVID-19 shows the current number of hospitalized persons, the number of persons in a serious condition or receiving highly intensive care, and the number of hospitalized persons who have been cured or discharged to home quarantine. Fifth, an overview of the distribution of PPE shows how much PPE has been purchased and distributed by the Ministry of Health of the Czech Republic across individual regions.

Because published data are based on several independent sources, it is obvious that updates must be performed at different times. Nevertheless, fixed time intervals have been set at which updated values are presented on the web. The latest numbers summing up the incidence of COVID-19 in the Czech Republic are updated 3 times a day: at 12:30 am, at 8:30 am, and at 8:30 pm. The overviews showing total numbers from the previous day are prepared each morning at 8:30 am, and the latest numbers of recovered persons and COVID-19-related deaths are published at 8:30 am and at 5:30 pm.

Types of Visualization

In the stages of design and development of this web app, particular emphasis was placed on the character of presented data, which might be viewed by users anywhere and anytime. That was one of the reasons why responsive web design was among the main requirements, together with the overall optimization for mobile devices. The majority of line graphs and bar charts, therefore, primarily display an overview from the last 14 days, which is always adjusted even to small screens of mobile phones without the user having to manipulate the graph in any way. An additional complex view of the entire period of epidemic follow-up means that users of smaller devices may need to manipulate the graph if they want to display all values (Figures 4 and 5). A tabular overview is the last option available, displaying all values in rows and columns of a table. Other types of charts are also available on the website, such as the pie chart, stacked bar chart, or grouped bar chart, as well as map visualization and standard tables. Moreover, all published data are available to download in an open data format.

Figure 4. Daily trend in the percentage of persons with confirmed coronavirus disease in the overall number of persons tested on a given day.
Open Data Sets

Open data sets intended for further processing are an integral part of this information website. Source data in .CSV (comma-separated values) and JSON formats are published daily at regular intervals, and can be downloaded by anyone who wants to process them either by a computer or manually. Data set schema are also included, describing the structure of records. Normalized schemas contain the list and definitions of all descriptive attributes as well as the technological representation of the data schema. All data sets published in this way are linked to records in the National Catalogue of Open Data (provided by the Ministry of Health of the Czech Republic), which is administered by the IHIS CR.

Analysis of the Number of Visits

The Google Analytics component is used to monitor and to analyze the users' behavior on the website. The objective of the development team was to monitor all basic characteristics such as the number of sessions, page views, ways of user acquisition (direct, organic, referral), type of device used (mobile, tablet, desktop), display resolution, and web browser. An overview of sessions on a given day and time makes it possible for the development team to plan timely releases of new versions of the portal and to update information. The website was officially launched on March 11, 2020, and has immediately become the primary communication channel employed by the health care sector to present the current situation regarding the COVID-19 epidemic. In the period between March 11, 2020, and April 12, 2020, the web portal registered 13,634,325 sessions and 19,662,351 page views. Returning visitors accounted for 16,286,766 (more than 80%) of users. This trend can also be confirmed by the graph showing how visitors landed on the website. A total of 7,158,020 (more than 50%) of visits were direct (ie, the website URL was typed into a browser) or were the result of an organic search (ie, users employed search engines such as Seznam.cz or Google.com). From the beginning, the development team designed the website as mobile-first. With regard to the portal contents, we assumed that its visitors would want to see the information fast and at any time. A total of 8,248,766 (more than 60%) of visitors used a mobile device or a tablet. A focus on graphs being drawn on displays with a certain resolution was no less important. The most usual width of mobile devices was 360 px, which comfortably accommodates a summary graph containing information from the last 14 days. Despite the clear preference of mobile devices, we also had to bear in mind that all graphs had to be well displayed in desktop browsers. Although Chrome was the most frequently used browser (8,112,423 of users, almost 60%), we also had to consider that some users prefer Internet Explorer (version 11.0 or lower), which accounted for more than 160,000 sessions. We used the Google Data Studio tool to create a dashboard that presents all needed information (see Multimedia Appendix 2) and thus provides a clear and easily available report. After the publication of open data sets and of a publicly available application programming interface on March 28, 2020, more than 100,000 page views were recorded over the next few days.

Discussion

The web-based app introducing an overview of the current spread of COVID-19 in the Czech Republic has been designed, developed, and implemented in accordance with the CRISP-DM methodology. All interactive graphs, maps, and tables fully respect strict rules of data management in the health care sector, where data reporting, collection, processing, validation, analysis, evaluation, and final publishing are under the supervision of the Ministry of Health of the Czech Republic. The online interactive overview of the current spread of COVID-19 in the Czech Republic [21] provides comprehensive information to the general public in a well-arranged manner. Since the launch of the first version of the website, the development team has not only systematically collected and evaluated suggestions on improvements from the general public but has also responded to the needs of leadership in the health care sector and of the media. Selected requirements (ie, those that are not contrary to legislation on personal data protection and that do not lead to a direct identification of an individual) are subsequently implemented and released in the next version. At the beginning of March 2020, the epidemiological situation in the Czech Republic was deemed rather serious, so many measures have been put in place aiming to curb the epidemic on a nationwide level and as effectively as possible. This is why an entire family of web apps focusing on COVID-19 has been under development. In addition to the existing overview of the current situation in the Czech Republic, two more online systems are planned to be launched in a short time (ie, in the next few weeks): (1) an epidemiological portal on COVID-19, which will present the descriptive demography, mathematical prediction models, overviews of incidence, prevalence and mortality, the R coefficient, and other relevant information; and (2) an online control room for intensive care, containing the latest reporting on occupancy and availability of beds in real
time, including an interface for a quick entry of the currently free capacity for patients with COVID-19 positive cases versus patients with COVID-19 negative cases. All three online tools have been primarily designed with the objective to keep everyone across the Czech Republic informed and to provide objective, data-based views for further decisions made by the leadership of the health care sector and by the emergency committee dealing with the COVID-19 epidemic in the Czech Republic.
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Multimedia Appendix 1
Diagram of the cross-industry standard process for data mining reference model.
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Multimedia Appendix 2
Selected visualization of coronavirus disease epidemiology in the Czech Republic. A: incidence of confirmed cases of coronavirus disease in the Czech Republic by region per 100,000 people. B: Overall number of persons who tested positive for coronavirus disease in the Czech Republic. C: Daily overview of the number of persons with newly confirmed coronavirus disease over the last 2 weeks. D: Overall number of persons with laboratory-confirmed coronavirus disease by age group.
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Multimedia Appendix 3
Overview of monitored statistics regarding the number of visits (period: March 12-April 12, 2020).
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Abstract

The ongoing coronavirus disease outbreak demonstrates the need for novel applications of real-time data to produce timely information about incident cases. Using health information technology (HIT) and real-world data, we sought to produce an interface that could, in near real time, identify patients presenting with suspected respiratory tract infection and enable monitoring of test results related to specific pathogens, including severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2). This tool was built upon our computational health platform (CHP), which provides access to near real-time data from disparate HIT sources across our health system. This combination of technology allowed us to rapidly prototype, iterate, and deploy a platform to support a cohesive organizational response to a rapidly evolving outbreak. Platforms that allow for agile analytics are needed to keep pace with evolving needs within the health care system.

(J Med Internet Res 2020;22(5):e18707) doi:10.2196/18707
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The ongoing coronavirus disease (COVID-19) outbreak demonstrates the need for novel applications of real-time data to produce timely information about incident cases [1]. Using health information technology (HIT) and real-world data (RWD), we sought to produce an interface that could in near real time, identify patients presenting with suspected respiratory tract infection and enable monitoring of test results related to specific pathogens, including severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2).

This tool was built upon our computational health platform (CHP), which provides a data integration and analysis platform across our health system [2]. The platform enriches clinical data with geolocation information and real-time data from our enterprise integration engine. Data within our clinical data warehouses are transformed into the Observational Medical Outcomes Partnership (OMOP) common data model [3] and merged with data from the integration engine to support real-time analytics and promote the capacity for rapid collaboration. We developed an interactive dashboard to summarize these data and present them in a format suitable for analysis (Figure 1).

http://www.jmir.org/2020/5/e18707/
Factors impeding data access included limitations in electronic health record (EHR) interfaces and manual reporting workflows. After moving to an integrated EHR and laboratory information system, our Health Level 7 order and results feed became limited to results, which prevented access to other essential data such as order information, requiring us to develop a method to extract data from the underlying clinical database. The second bottleneck was the manual workflow in reporting COVID-19 results from the state reference laboratory, which initially relied on faxed paper results.

This real-time platform provides several benefits for managing a cohesive organizational response to a rapidly evolving outbreak. Trends can be tracked, issues with individual patients can be identified, hot spots can be determined, and new patients can be automatically reported for contact tracing. Delays in testing and resulting can also be identified across an integrated health care delivery system to address potential barriers to care delivery. Since these data are integrated with our OMOP data repository, downstream apps and timely observational research are also supported.

From March 1, 2020, through May 14, 2020, the tools described here were used to follow over 40,000 patients tested for COVID-19 across our health system, with information regarding admissions, intensive care unit capacity, and ventilator use for over 9600 patients with positive SARS-CoV-2 results. Dashboards were created to track laboratory testing volumes, turnaround times, and outstanding tests. The platform was also used to create a clinical COVID-19 data registry to support operational analytics, quality improvement initiatives, and biomedical research across the organization, and to create clinical predictive models [4].

With the rapid increase in COVID-19 and associated morbidity and mortality, there is a noted urgency to leverage available resources to identify risk factors and possible treatments, and track outcomes. For this, high-quality data are needed to generate evidence [5]. Although randomized controlled trials are being implemented internationally, they have several limitations, including typically long time periods from initiation to results. As such, other methods are needed to provide short-term information that can be used to guide the clinical and organizational response to a rapidly evolving pandemic. RWD has the potential to offer important insights into the management of COVID-19 and for the development of clinical predictive models that can be used in frontline care. Many investigators have begun to take advantage of RWD for COVID-19 research, but, although the information generated from RWD sources can be valuable, ensuring high-quality analysis requires new methodologic approaches, significant data validation, and careful interpretation of results.

Platforms that allow for agile analytics are needed to keep pace with evolving needs within the health care system. By leveraging our existing CHP, the initial tool was created and sourced with near real-time data in approximately 1 day of development effort from one developer and one clinical informaticist. These systems require an integrated team of HIT experts, clinical informaticists, health care providers, and administrative support to ensure that high-quality data can be efficiently disseminated across the enterprise. Such systems can be used to generate the RWD needed to drive evidence generation, especially with a rapidly evolving pandemic, but care is needed to ensure high-quality data are produced and that results are correctly interpreted given their observational nature.
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Figure 1. The architecture of data flows within the computational health platform with key integration points that allow for real-time data access and agile analytics. HL7: Health Level 7.
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Abstract

Background: Coronavirus disease (COVID-19) has affected more than 200 countries and territories worldwide. This disease poses an extraordinary challenge for public health systems because screening and surveillance capacity is often severely limited, especially during the beginning of the outbreak; this can fuel the outbreak, as many patients can unknowingly infect other people.

Objective: The aim of this study was to collect and analyze posts related to COVID-19 on Weibo, a popular Twitter-like social media site in China. To our knowledge, this infoveillance study employs the largest, most comprehensive, and most fine-grained social media data to date to predict COVID-19 case counts in mainland China.

Methods: We built a Weibo user pool of 250 million people, approximately half the entire monthly active Weibo user population. Using a comprehensive list of 167 keywords, we retrieved and analyzed around 15 million COVID-19–related posts from our user pool from November 1, 2019 to March 31, 2020. We developed a machine learning classifier to identify “sick posts,” in which users report their own or other people’s symptoms and diagnoses related to COVID-19. Using officially reported case counts as the outcome, we then estimated the Granger causality of sick posts and other COVID-19 posts on daily case counts. For a subset of geotagged posts (3.10% of all retrieved posts), we also ran separate predictive models for Hubei province, the epicenter of the initial outbreak, and the rest of mainland China.

Results: We found that reports of symptoms and diagnosis of COVID-19 significantly predicted daily case counts up to 14 days ahead of official statistics, whereas other COVID-19 posts did not have similar predictive power. For the subset of geotagged posts, we found that the predictive pattern held true for both Hubei province and the rest of mainland China regardless of the unequal distribution of health care resources and the outbreak timeline.

Conclusions: Public social media data can be usefully harnessed to predict infection cases and inform timely responses. Researchers and disease control agencies should pay close attention to the social media infosphere regarding COVID-19. In addition to monitoring overall search and posting activities, leveraging machine learning approaches and theoretical understanding of information sharing behaviors is a promising approach to identify true disease signals and improve the effectiveness of infoveillance.
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Introduction

Since the outbreak of coronavirus disease (COVID-19) in December 2019 in Wuhan, Hubei Province, China [1,2], the novel coronavirus has affected more than 200 countries and territories worldwide. As of May 16, 2020, there were more than 4 million confirmed cases of COVID-19 and over 300,000 deaths [3]. Amid many unknown factors, severe lack of laboratory testing capacity, delays in case reports, variations in local COVID-19 responses, and uncoordinated communication pose tremendous challenges for monitoring the dynamics of the epidemic and developing policies and targeted interventions for resource allocation.

When conventional disease surveillance capacity is limited, publicly available social media and internet data can play a crucial role in uncovering the hidden dynamics of an emerging outbreak [4]. Research in digital disease surveillance, also referred to as infoveillance or infodemiology, has shown great promise in the useful employment of internet data to track the real time development of public attention, sentiment, and health [5-8]. Specifically, data based on internet searches and social media activities can nowcast and forecast disease prevalence as a supplement to conventional surveillance methods for various infectious diseases [5-7,9-14].

One of the best-known examples of digital disease surveillance is Google Flu Trends, which used real time Google search terms to predict clinical incidence rates of influenza with great initial success [13,14]. Data from social media platforms such as Twitter have also been shown to be effective in predicting and tracking various epidemics, such as influenza [10,12] and Zika virus [15], with varying degrees of success. However, digital surveillance data present unique challenges. For example, after its release in 2008, Google Flu Trends became less accurate over time, consistently overestimating flu prevalence during 2011-2013. The prediction error was partially attributed to people’s changing search behaviors as well as increased public attention to the epidemic itself, which fueled awareness-related search queries that were not strongly related to disease incidence [7,16]. Compared to aggregated search queries, user-generated social media data have the advantage of being more direct and granular, allowing researchers to mine specific content to reflect actual illness. However, media attention to emerging diseases can fuel social media activities, resulting in a deluge of discussions that dilute true disease signals of actual infection cases; thus, predictions are less accurate [12].

The unprecedented magnitude and transmission speed of COVID-19 brought about massive social media activities as people isolated themselves in their homes to break the infection chain [17]. Massive social media data inevitably contain massive noise (eg, public reactions and awareness of the disease), which can be counterproductive for disease forecasting. A few early infoveillance studies tracked public discussion of COVID-19 and patient characteristics on Weibo, the most popular public social media site in China [18-21]. Two studies suggested that COVID-19–related Weibo posts and search queries can be used to predict disease prevalence [19,22]. However, these studies relied upon coarse-grained social media data and query data based on a few keywords with a short time window at the onset of the outbreak [19,22]. As such, the predictive accuracy and result interpretability of these studies are limited by the same pitfalls of infoveillance studies mentioned above. There are many reasons to search for and discuss COVID-19 on social media, especially because the disease has received substantial media coverage and many countries are under mandatory lockdown. To more accurately predict infection cases and inform a rapid response, it is therefore critical to use granular and specific social media data to identify reliable disease signals (ie, “sick posts” reporting symptoms and diagnosis).

Here, we present an infoveillance effort to collect and analyze COVID-19–related posts on Weibo and to identify specific types of Weibo posts that can predict COVID-19 case counts in mainland China. To our knowledge, this study involves the largest, most comprehensive, and most granular collection of social media data related to COVID-19 in the Chinese language, far exceeding the scale, granularity, and timespan of similar studies [19,22]. We built a Weibo user pool of 250 million people, approximately half the active Weibo user population [23]. Using a comprehensive list of 167 keywords associated with COVID-19, we retrieved around 15 million social media posts from November 1, 2019 to March 31, 2020. With greatly increased data granularity, we developed a supervised machine learning classifier to distinguish “sick posts,” which are reports of one’s own and other people’s symptoms or diagnosis, from other COVID-19 related posts that could dilute disease signals from the data stream. Using the officially reported case counts as the outcome, we compared the predictive power of sick posts versus other COVID-19 posts. We show evidence that sick posts predicted the daily cases reported by the Chinese Center for Disease Control and Prevention (China CDC) up to 14 days in advance, while other COVID-19–related posts had much weaker predictive power. For the subset of geotagged posts, we found that the predictive pattern held true for both Hubei province and the rest of mainland China. Our work demonstrates a viable method to identify disease signals through reports of symptoms or diagnosis rather than relying upon general discussion of COVID-19, making a significant contribution to the infoveillance literature.

Methods

Data Collection

The social media data used in this study were collected from a popular Chinese microblog platform, Weibo, which had over 516 million monthly active users at the end of 2019 [23]. Weibo is very similar to Twitter, access to which is blocked in mainland China. Unlike Twitter, Weibo does not provide large-scale public application programming interface (API) access to its...
database. Weibo enables keyword-based advanced searching of posts via its web interface; however, per Weibo policy, the output of these searches is limited to 50 pages (or around 1000 posts). Therefore, large-scale public data access is notoriously difficult.

To bypass these limitations, we employed a Weibo user pool originally built in 2018, which started from 5 million active Weibo users obtained in our previous research unrelated to COVID-19 [24,25]. We then retrieved the initial 5 million users’ followers and followees (second degree users), the followers and followees of the second degree users (third degree users), etc., until no new users were found. This snowball process resulted in a pool of 250 million users (with bots filtered out), which represents approximately 48.4% of all monthly active Weibo users in 2019 [23] and is similar to the 2018 population of Weibo users in terms of self-reported sex and age distribution [26] (see Figure 1).

Figure 1. Demographic composition of our Weibo user pool compared to that in the 2018 Annual Sina Weibo user report. Age is reported in years.

COVID-19 Posts

Following best practices for content retrieval and analysis [27], we generated a comprehensive list of keywords related to COVID-19 through close observation of Weibo posts every day from late January to March 2020. We then retrieved COVID-19 posts by searching all posts by users in the user pool with 167 keywords covering general terms related to the epidemic, such as coronavirus and pneumonia, as well as specific locations (eg, “Wuhan”), drugs (eg, “remdesivir”) and preventive measures (eg, “mask”). For a complete keyword list, see Multimedia Appendix 1, Table A).

After removing duplicates (ie, reposts of original posts), we retained 14,983,647 posts sent between November 1, 2019 (ie, 30 days before the first confirmed cases) and March 31, 2020 (to access the Weibo dataset on COVID-19, see [28]).

A subset of 464,111/14,983,647 of these posts (3.10%) were tagged with geographic information. We distinguished between posts sent within Hubei province (ie, the epicenter; 169,340/14,983,647; 36.49%) and those from elsewhere in mainland China (294,771/14,983,647; 63.51%).

Sick Posts

We conceptually defined “sick posts” as posts that report any symptoms or diagnoses that are likely related to COVID-19 based on published research and news reports from the medical social media site DXY.cn [29]. We collected a broad list of symptoms, including common symptoms such as cough and shortness of breath and uncommon symptoms such as diarrhea. Sick posts can be further categorized into “ingroup sick posts,” which we defined as posts that disclose the user’s own or immediate family members’ symptoms or diagnoses, and “outgroup sick posts,” which report symptoms and diagnoses of people not in the user’s immediate family. The reason for the a priori categorization is that people tend to have firsthand and more accurate information about their own or immediate family members’ medical conditions; meanwhile, they have much less reliable information about people outside of their household, especially during a national lockdown. All posts that were obtained using the 167 keywords but did not fall into these categories were classified as “other COVID-19 posts.” We provide an example of an ingroup sick post below (translated and edited for brevity):

During the SARS epidemic in 2003, I got pneumonia with symptoms of fever and cough, was suspected of being infected with SARS, and ended up being hospitalized for more than a month. Now we got COVID-19 in 2020 and I started coughing again, which has lasted for more than a month. What a mess <Face Palm> (Posted 10:23 PM, January 29, 2020)

We also provide an example of an outgroup sick post:

One man in another village drank too much. He said he felt sick and had cold symptoms. His brother measured his temperature which turned out to be 38 Celsius. His brother called 120 and sent him to...
hospital. The whole village was shocked and everyone was afraid to go outside. (Posted 10:14 PM, January 29, 2020)

We used supervised machine learning algorithms to identify sick posts from the keyword-retrieved COVID-19 posts. We first sampled 11,575 posts in proportion to the retrieved posts across 5 months of data collection. Next, 11 human judges annotated whether a post was an ingroup sick post, outgroup sick post, or other COVID-19 post. The judges independently annotated a subset of 138 posts and achieved high agreement (Krippendorff $\alpha = 0.945$) before they divided and annotated the remaining posts. Then, the annotated posts were used to train machine learning models with various algorithms. Based on the classification performance (see Table 1), we selected the model using the random forest algorithm (F1 score = 0.880). The model classified the 14,983,647 COVID-19 posts into 394,658 (2.63%) ingroup sick posts, 97,635 (0.65%) outgroup sick posts, and 14,491,354 (96.71%) other COVID-19 posts. Because of the low number of outgroup sick posts, we combined ingroup and outgroup sick posts in subsequent analyses.

Among the subset of geotagged COVID-19 posts (464,111/14,983,647, 3.10% of all retrieved posts), 5,650 sick posts (1.2%) and 163,690 other COVID-19 posts (35.3%) were tagged in Hubei; meanwhile, 26,488 sick posts (5.7%) and 268,283 other COVID-19 posts (57.8%) were from elsewhere in mainland China. These post counts were then aggregated by days. To control for the day-to-day fluctuations of Weibo posts, we further normalized these numbers against the daily counts of all Weibo posts generated by our user pool. The normalized sick post and other COVID-19 post counts can be interpreted as counts per 1 million posts. Figure 2 summarizes our data collection and classification process.

### Table 1. Performance of machine learning models in classifying sick posts.

<table>
<thead>
<tr>
<th>Model</th>
<th>F1 score</th>
<th>Precision</th>
<th>Accuracy</th>
<th>Recall</th>
</tr>
</thead>
<tbody>
<tr>
<td>Decision tree</td>
<td>0.835</td>
<td>0.840</td>
<td>0.830</td>
<td>0.830</td>
</tr>
<tr>
<td>Extra tree</td>
<td>0.785</td>
<td>0.785</td>
<td>0.785</td>
<td>0.785</td>
</tr>
<tr>
<td>Extra trees</td>
<td>0.878</td>
<td>0.881</td>
<td>0.885</td>
<td>0.885</td>
</tr>
<tr>
<td>K nearest neighbors</td>
<td>0.810</td>
<td>0.819</td>
<td>0.819</td>
<td>0.819</td>
</tr>
<tr>
<td>Multilayer perceptron</td>
<td>0.847</td>
<td>0.845</td>
<td>0.851</td>
<td>0.851</td>
</tr>
<tr>
<td>Support vector machine</td>
<td>0.877</td>
<td>0.877</td>
<td>0.878</td>
<td>0.878</td>
</tr>
<tr>
<td>Random forest</td>
<td>0.880</td>
<td>0.885</td>
<td>0.888</td>
<td>0.888</td>
</tr>
</tbody>
</table>

### COVID-19 Daily Case Counts

We collected the daily new case counts in mainland China from China CDC on May 8, 2020. China CDC’s official website started collating data on January 16, 2020. Earlier counts were obtained from Huang et al [1] and validated against relevant briefings from the National Health Commission. The final case data cover the same period from November 1, 2019, to March
31, 2020, within which the first reported COVID-19 clinical case dates back to December 1, 2019. We also distinguished between cases within and outside Hubei (see Figure 3).

It is noteworthy that China CDC released seven editions of diagnostic criteria throughout the time period covered in this study and thus introduced systematic changes to the case counts. Particularly, on February 12, 2020, Hubei province started to implement the fifth edition of the COVID-19 diagnostic criteria released on February 4, 2020. This led to a temporary surge of new cases [30]. The impact of this incident was controlled for in our analyses, as discussed in the section below. After close comparison of each edition, we concluded that the changes among other editions of the diagnostic criteria were relatively minor, and their release dates did not appear to be associated with abrupt changes in the case counts; therefore, we did not further control for them.

Figure 3. Daily Weibo posts and confirmed COVID-19 cases between November 1, 2019 and March 31, 2020.

Statistical Analysis
We performed Granger causality tests [31] to discover if an increase of sick posts forecasted an increase of new cases, as formulated in the following linear model:

where $C_t$ is the difference in new case counts at day $t$ from day $t-1$, $S_{t-i}$ is the difference in sick post counts (normalized) at day $t$ from day $t-1$, and $I_t$ is a time-varying binary variable that equals 1 on February 12, 2020, the day on which Hubei adopted the fifth edition of the diagnostic criteria. This binary variable controls for the exogenous pulse of case counts [32]. Since we collected Weibo posts from as early as November 1, 2019, 30 days before the first reported case of COVID-19 on December 1, 2019, we were able to test up to 29 lags of such posts (ie, $m \leq 29$). The model is further explained as follows.

First, difference scores instead of raw new case counts were used because Dickey-Fuller tests for the raw counts could not reject nonstationarity (ie, the presence of a unit root) for lag 3–29 at a 5% confidence level (see Table B in Multimedia Appendix 1). Both stationarity and the inclusion of autoregressive terms are required by Granger causality. In contrast, the Dicky-Fuller tests suggested that the difference scores of the case counts were stationary: nonstationarity was rejected for lag 1–12 at a 1% confidence level and for lag 13–29 at a 5% confidence level (see Table B in Multimedia Appendix 1). The Dickey-Fuller tests reached the same conclusion for the stationarities of the sick post counts and their difference scores (see Table B in Multimedia Appendix 1). We thus also used the difference scores instead of the raw counts to reduce correlations among lag terms of sick post counts. This more clearly identifies their independent effects on case counts. In short, these difference scores can be interpreted as “daily-additional” cases or Weibo posts in addition to the counts from the previous day.

Second, to determine the number of lag terms to include (ie, $m$ in the above formula), we compared model fit statistics while iteratively adding lag terms. The model comparison suggested that the inclusion of more lags continuously improved the model fit up to the maximum lags (ie, 29; see Table C in Multimedia Appendix 1). However, the parameter estimates did not change.
qualitatively after including more than 20 lags (see Tables D and E in Multimedia Appendix 1). For parsimony and statistical power, we settled at 20 lags for the following analyses.

Finally, we included a binary variable to control for the change in the diagnostic criteria of COVID-19 on Feb 12, 2020, following the procedure of intervention analysis [33]. Because this change is unlikely to induce permanent changes to case counts, an instant pulse function was applied at the date of the change. We also tested models that allowed the effect to linearly decay in 2, 3, 4, or 5 days; these models fitted the data more poorly than the model with an instant pulse (see Table F in Multimedia Appendix 1).

**Results**

Ordinary least squares regression with robust standard errors was used to estimate the final models. With 20 lag terms in the model, the modeled data include daily-additional new COVID-19 cases from December 1, 2019 to March 31, 2020 and daily-additional counts of sick posts and other COVID-19 posts from November 10, 2019 to March 11, 2020 (N=122).

Figure 4A summarizes the estimates of Granger causality for sick posts predicting new COVID-19 cases with standardized regression coefficients (see Table G in Multimedia Appendix 1 for all estimated parameters). Particularly, one standard deviation of increase in the daily-additional sick posts (1 sick post per 1 million posts) predicted a 0.133 (95% CI 0.065-0.201) to 0.275 (95% CI 0.134-0.416) standard deviation of the increase in the daily-additional new cases 1-14 days in advance. After including the 20 lags of sick posts, the adjusted $R^2$ value of the model increased by 0.128, suggesting that sick posts could explain an additional 12.8% of the variance of daily-additional new cases beyond the autoregressive terms and intervention effects.

Furthermore, we estimated the relationship between other COVID-19 post counts and daily-additional new cases using the same linear model. Figure 4A further illustrates the standardized estimates. Compared with sick posts, other COVID-19 posts were weaker signals of future case counts, as demonstrated by their smaller standard regression coefficients. This indicates that Weibo posts that discussed some aspect of COVID-19 but did not explicitly report a person’s symptoms or diagnosis had lower forecasting power than sick posts.

To corroborate the above results, we tested the Granger causality of sick posts on cases within Hubei and outside Hubei (see Table H in Multimedia Appendix 1). Within Hubei, the results generally agreed with the national pattern mentioned above. Daily-additional sick posts predicted daily-additional new cases in Hubei up to 19 days in advance, as illustrated in Figure 4B. In contrast, other COVID-19 posts had fewer lag terms that could forecast new cases. Outside Hubei, the predictive pattern of sick posts was similar to the national pattern despite a limited time range: sick posts could forecast new cases 2 to 8 days in advance (see Figure 4C).

Figure 4. Standardized estimates of Granger causality for time-lagged, daily-additional Weibo posts (sick posts and other COVID-19 posts) predicting daily-additional cases.
Discussion

Principal Findings

The novel coronavirus causing COVID-19 is a new pathogen in the human reservoir. It poses an extraordinary challenge for public health systems worldwide because screening and diagnostic tests must be developed from scratch. Even when such tests eventually become available, testing capacity is often severely limited; this can fuel the outbreak, as many patients can unknowingly infect other people. Based on approximately 15 million COVID-19-related Weibo posts between November 1, 2019 and March 31, 2020, we developed a supervised machine learning classifier to identify “sick posts,” in which a user reports their own or other people’s symptoms and diagnosis of COVID-19. Using the officially reported daily case counts as the outcome, our work shows that sick posts significantly predict daily cases up to 14 days ahead of official statistics. This finding confirms prior research that social media data can be usefully applied to nowcasting and forecasting emerging infectious diseases such as COVID-19 [22,34].

One of the greatest challenges of digital disease surveillance is identifying true disease signals, especially when facing the deluge of social media activity that resulted from COVID-19 mitigation measures [12,34-36]. Our finding that sick posts have greater predictive power than other COVID-19 posts shows that not all social media data are equally informative. Specifically, COVID-19 has dramatically disrupted everyday life; due to the pandemic, people are sheltering in place and increasingly communicating with others via social media. As shown in prior work [18] as well as in our data set, the majority of COVID-19–related chatter on Weibo reflected public awareness of COVID-19 rather than actual symptom reports. Most previous studies took rather coarse-grained approaches, relying primarily on either aggregated search query data or social media data retrieved from limited keyword searches [19,22]. In our work, we gathered the largest, most comprehensive, and most granular collection of social media data related to COVID-19 in the Chinese language. More importantly, we demonstrate a viable method to separate valid signals from noise using reports of symptoms and diagnosis, which makes a significant contribution to the literature on digital surveillance.

Another important finding is that while the predictive power of sick posts on daily case counts holds true for both Hubei and non-Hubei regions, the effect sizes vary. Being the epicenter of the outbreak, Hubei province experienced extreme testing shortages during the early stage of the study period. As a result, many Hubei residents turned to social media sites such as Weibo to seek help for testing and medical care. In contrast, social media help-seeking activities were uncommon in other parts of China, where testing and health care resources were much more adequate. Taking these regional variations into account, we still observed predictive signals of sick posts on case counts, suggesting that the predictive power of sick posts was robust against testing delays. Further, the variations in the effect estimates show that the predictive power of social media data may vary across different geographic areas, with different levels of preparedness, and at different stages of the outbreak. Future studies based on longer periods of data monitoring could explore the temporal and spatial variations of COVID-19 social media surveillance efficacy in more depth.

Our work has broad public health implications. The high speed and low cost of social media surveillance can be especially useful in the early stages of the COVID-19 outbreak to inform containment and mitigation efforts when they are most cost-effective. For countries and regions where public health infrastructures do not allow for widespread screening and diagnostic tests, social media disease surveillance provides much-needed information for public health agencies to model the trajectories of the outbreak and to make swift decisions about allocation of resources such as hospital beds, ventilators, and personal protective equipment.

Another advantage of social media surveillance is that it can be performed from a distance. As COVID-19 continues to spread worldwide, countries lacking testing and screening infrastructures will become “dark spots,” endangering their own citizens as well as the entire world. It is imperative that international organizations such as the World Health Organization integrate such data into their outbreak forecasting management practices to mobilize and coordinate relief efforts to help combat COVID-19.

Limitations

This study has several limitations. First, Weibo posts were retrieved retrospectively rather than in real time; therefore, deleted or censored posts were absent from our data set. However, we have no reason to believe that deletion or censorship favored “sick posts” in measurable ways. In fact, a recent study on Weibo censorship from December 2019-February 2020 shows that only 1.7/1000 Weibo posts were censored; also, these censored posts generally pertained to the missteps in the government’s COVID-19 response, not individual reports of symptoms and diagnoses [37]. Therefore, our results should not be affected by censorship. Second, as some studies suggest [38-40], confirmed COVID-19 case counts published by China CDC may underestimate the actual counts, due in part to limits in testing capacity and the existence of asymptomatic carriers. Still, the data here represent the best-known data of confirmed case counts, and our models rely on trends and changes in these case counts rather than the actual numbers. Third, it is important to acknowledge that sick posts as disease signals are not without noise because Weibo users who reported COVID-19 symptoms were not necessarily clinically diagnosed with COVID-19; Weibo users may not speak the truth; and Weibo users may “overreport” (posting about their symptoms or diagnoses multiple times) or “underreport” (not posting despite their symptoms or diagnoses) for a variety of reasons. Such inaccuracies are inherent in user-generated social media data and widely exist in all infoveillance studies. However, it should be noted that the goal of infoveillance has never been to achieve one-for-one matching between social media posts and clinical cases. Rather, infoveillance approaches strive to mine useful early signals from social media and internet data as a supplement to conventional surveillance efforts. Despite this noise, we still found that sick posts predicted COVID-19 case counts,

http://www.jmir.org/2020/5/e19421/
indicating the validity of this signal in reflecting disease spread in the population.

Conclusions

The threats of COVID-19 and other infectious diseases are likely to recur in the future. Reports of symptoms and diagnoses on social media during emerging disease outbreaks send invaluable warning signals to the public. Researchers and disease control agencies should pay close attention to the social media infosphere. In addition to monitoring overall search and posting activities, it is crucial to sift through the contents and efficiently separate true signals from noise. Our main findings highlight the importance of using rigorous procedures and understanding information sharing behaviors to obtain quality disease signals. Future studies based on longer periods of data monitoring could explore the time and spatial diffusions of COVID-19 in more depth. A more detailed examination of post contents reporting restraints in information or medical resources will be helpful in developing local outbreak responses.
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Abstract

Background: Dementia is a global epidemic and incurs substantial burden on the affected families and the health care system. A window of opportunity for intervention is the predementia stage known as mild cognitive impairment (MCI). Individuals often present to services late in the course of their disease and more needs to be done for early detection; sensor technology is a potential method for detection.

Objective: The aim of this cross-sectional study was to establish the feasibility and acceptability of utilizing sensors in the homes of senior citizens to detect changes in behaviors unobtrusively.

Methods: We recruited 59 community-dwelling seniors (aged >65 years who live alone) with and without MCI and observed them over the course of 2 months. The frequency of forgetfulness was monitored by tagging personal items and tracking missed doses of medication. Activities such as step count, time spent away from home, television use, sleep duration, and quality were tracked with passive infrared motion sensors, smart plugs, bed sensors, and a wearable activity band. Measures of cognition, depression, sleep, and social connectedness were also administered.

Results: Of the 49 participants who completed the study, 28 had MCI and 21 had healthy cognition (HC). Frequencies of various sensor-derived behavior metrics were computed and compared between MCI and HC groups. MCI participants were less active than their HC counterparts and had more sleep interruptions per night. MCI participants had forgotten their medications more times per month compared with HC participants. The sensor system was acceptable to over 80% (40/49) of study participants, with many requesting for permanent installation of the system.

Conclusions: We demonstrated that it was both feasible and acceptable to set up these sensors in the community and unobtrusively collect data. Further studies evaluating such digital biomarkers in the homes in the community are needed to improve the ecological validity of sensor technology. We need to refine the system to yield more clinically impactful information.

(J Med Internet Res 2020;22(5):e16854) doi:10.2196/16854
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Introduction

Background
Dementia is a neurodegenerative disease of epidemic proportions and incurs substantial burden on the affected families and the health care system. Globally, about 47 million people were living with dementia in 2015, and this number is projected to triple by 2050. The global costs of dementia in 2015 were estimated at US $818 billion, a 35.4% increase compared with 2010. Up to 1 in 5 of the community-dwelling older adults aged 65 years and above suffer from mild cognitive impairment (MCI) [1]. MCI is considered as an at-risk state for dementia, a stage when the affected person is likely responsive to appropriate interventions. Existing evidence suggests that multidomain, multicomponent interventions can improve or maintain cognitive function of persons with MCI, delaying further cognitive decline [2]. If dementia onset is delayed by 5 years, then it would halve the global dementia prevalence and would result in substantial reduction in medical, family, and social care burden for dementia. There is an urgent need for the early detection of MCI to facilitate monitoring and intervention and to allow individuals and their families to plan ahead. According to the practice guidelines for MCI by the American Academy of Neurology [3], detecting MCI early, performing serial assessments and implementing interventions, and allowing individuals to plan ahead are essential.

Delayed recognition of MCI in the community is a missed opportunity for early intervention. One challenge that clinicians face is the reliance on patients or their relatives for reporting subtle changes or decline, and these often occur when the cognitive decline is relatively advanced. As a result, only a fraction of individuals with MCI seek early medical attention.

There are many undiagnosed MCI cases in the community who would only seek help when they have more fulminating symptoms of dementia, thus missing the opportunity of having early interventions to delay the progression to dementia. In rapidly ageing societies, working adult children cannot be relied upon to detect these subtle changes; hence, innovative methods have to be employed to be our eyes and ears in the community.

Technology can be these eyes and ears. Indeed, sensor technology is quickly gaining popularity in the medical community for its utility in continuous health monitoring [4]. In contrast to the extensive literature on the usage of sensors to detect falls, assess gait, and remotely monitor physical health [5-7], the use of sensors to monitor cognition and mental well-being is comparatively less well studied. Extant studies are often laboratory based and conducted in test beds or facilities [4,8,9]. A systematic review of home-based monitoring of cognitive function published this year indicated that few studies have done real-life evaluations in uncontrolled conditions [10]. Some earlier studies looked at continuous recording of daily audio patterns and linked it to social and mental well-being [11], whereas others looked at utilizing mobile phone sensors to evaluate depressive symptom severity and physiological signals associated with mental, emotional, and physical stresses [12,13].

Specific to cognition, one group approached early detection of dementia by using infrared sensors to monitor in-house activities; they found that subjects with impaired cognition had lesser number of outings and a shorter sleep time compared with controls [14]. This same group replicated their findings in a bigger sample over the course of 1 year and found that senior citizens who had shown cognitive decline had lesser outings [15]. Similar passive in-home sensor setups were reported in other two studies evaluating cognitive states [16,17]. The coefficient of variation of median walking speeds in the MCI group was twice that of controls [16], and there were distinct trajectories of walking speeds between different cognitive states over 2.6 (SD 1.0) years of follow-up [17].

To establish feasibility and acceptability of remote monitoring of senior citizens’ behavior patterns in our community, we conducted a pilot study utilizing multiple sensors installed at home to capture certain behaviors. These behaviors would typically be assessed in a clinical evaluation, such as forgetfulness, sleep, and activity levels. We hypothesized that (1) sensor-derived data of specific activity patterns between 2 groups of community-dwelling seniors, those with MCI and those who are cognitively healthy (healthy cognition; HC), will differ and (2) sensors for remote monitoring in the homes of senior citizens would be acceptable.

Methods

Study Design and Participant Recruitment
This was a cross-sectional study conducted over a period of 2 months. The study commenced in March 2016 and was completed in August 2018. Participants were recruited from existing community studies such as the Singapore Longitudinal Ageing Study and Jurong Ageing Study (JAS). These participants had previously consented to be recontacted for related studies. Participants were also recruited from the community through senior citizen activity centers such as Presbyterian Community Services. Institutional ethics review board approvals were obtained (reference number: 2015/01076).

Informed consent was obtained before participants were screened for eligibility. Participants were included if they were (1) aged between 65 and 85 years, (2) living alone, (3) able to provide written informed consent in English/Mandarin, and (4) available for the entire duration of the study. Participants were excluded if they (1) had a previous diagnosis of dementia/any neurodegenerative condition, (2) had a diagnosis of any psychiatric disorder, (3) had limitations of physical mobility or required assistance with their activities of daily living, or (4) were not willing to have sensors deployed in stipulated areas of the home.

Data Collection
At baseline, basic sociodemographic data were collected. Depressive symptoms were elicited using the Zung Self-Rating Depression Scale (SDS) and Geriatric Depression Scale (GDS). Subjective sleep quality was captured using the Pittsburgh Sleep Quality Index (PSQI). The Friendship Scale (FS) was used to capture social connectedness. Measures of global cognition including the Montreal Cognitive Assessment (MoCA) and modified Mini-Mental State Examination (MMSE) were administered. Participants who had not been administered the...
Clinical Dementia Rating (CDR) or neuropsychological test batteries within the past 6 months (as part of other studies) performed these tests. Structured Clinical Interview for DSM Disorders was administered to all participants. Participants who screened positive for any DSM disorder were excluded. SDS, GDS, PSQI, FS, MMSE, and MoCA were repeated at 2 months. Participants were asked for feedback at the end of the 2 months of participation. This was an unstructured qualitative written feedback.

Participants’ cognitive status of HC vs MCI was established at baseline with the MMSE, MoCA, CDR, and neuropsychological test performance and via a consensus panel.

The diagnosis of MCI was defined according to the following published criteria: (1) subjective memory and cognitive difficulties or informant/clinician-observed cognitive difficulties; (2) objective cognitive impairment in one or more domains: MMSE global score ranging from 24 to 27 and at least one neurocognitive domain (attention, memory, executive function, language, or visuospatial abilities) with a score of 1 to 2 standard deviations less than the age- and education-adjusted mean values; (3) CDR scale global score >0.5; (4) essentially independent in performing basic activities of daily living; and (5) not demented. Subtyping into amnestic and nonamnestic MCI based on the presence or absence of memory impairment was done according to established criteria [18].

Sensor Setup and Behaviors Captured

Upon completion of baseline assessments, participants had their homes instrumented with a network of sensors (Figure 1) for a duration of 2 months. The multimodal sensor system comprised passive infrared (PIR) motion sensors, proximity beacon tags, a sensor-equipped medication box (forgetfulness; Figure 2), a bed sensor (sleep), and a wearable (pedometer and heart rate). Each sensor periodically sensed the physical environment and then wirelessly transmitted the sensed data to the gateway. The gateway transmitted the aggregated data to the backend server via secure cellular communications (eg, 3G) for monitoring and processing. Each data point was identifiable only via the sensor node identifier; the mapping between the sensor node identifier and the home was securely stored and accessible only by the study investigators.

The sensor network was used to capture several behaviors of interest. The main feature/outcome of interest was forgetfulness. The other features were in-home activity levels, sleep quality, and physical activity; other changes are seen in cognitive decline but are often overlooked.

A combination of sensor data was used to measure forgetfulness. Participants were provided with a sensor-equipped medication box to store all their prescription medication; data were generated whenever the box was opened [19]. These data, taken together with the expected medication frequency information obtained at baseline, allowed us to determine the number of times a participant forgot to take their medication at the prescribed time. Proximity beacon tags were attached to participants’ personal effects such as keychains and wallet, allowing us to estimate the distance between the item and the home gateway. Efforts were made at baseline to ensure that these personal effects were items that were routinely brought out. Coupled with the wearable and PIR motion sensors, we were able to determine if the participant had forgotten to bring these items with them when leaving home. The faucet usage sensor was used to determine if the participant had forgotten to switch off the faucet after moving away from the designated area (detected by motion sensors). The in-home activity levels and number of outings were inferred from the PIR motion sensors and door contact sensor, which detects opening and closing of the main door of the participant’s residence. The bed sensor (based on fiberoptic technology) placed under the participant’s mattress provided data on sleep duration and quality. The wearable activity band (Microsoft band) measured heart rate and daily steps. Participants were expected to wear the band at all times, with the exception of shower time. The smart plug was used to detect if specific appliances in the home were used, most commonly the television [20].
Safety

Although detection of no movement was not an aim of this study, given that it is a capability of the system, we provided this feature for safety monitoring as all the senior citizens enrolled were living alone. As such, if the system detected no movement for 8 hours, an alert was sent to the caregiver, care provider (social service agency), or research team.

Sample Size Justification

An earlier study with a sample size of 14 comparing walking speeds and variance in MCI and healthy controls using continuously obtained data from sensors revealed a significant difference [16]. Given the feasibility and resource constraints of the study, we planned a priori to enroll 36 participants at a minimum.

Data Analysis

Raw sensor data readings were converted into a common format and aggregated into a database. Purging of the data was performed to remove erroneous data and periods where the system was down/partially down. It was necessary to remove days where the system was down, as it would affect the forgetfulness metric. After data purging, sensor-specific data cleaning or validation was performed to ensure that only valid sensor data are processed. Frequency of each metric was computed, for example, frequency of forgetting medication per month, frequency of outings per day, and frequency of sleep interruptions per night. Investigators involved in obtaining sensor data and analysis were blinded to participants’ cognitive status.

Descriptive statistics for demographic information and psychometric scores were computed for all participants at
baseline. As psychometric measures were administered at baseline and at 2 months, these scores were averaged to provide a precise cross-sectional estimate. Demographic, psychometric characteristics, and behavior metrics (computed from sensor data) were compared between the HC participants and MCI participants using the Student t test or the Wilcoxon rank sum test for continuous variables and the Pearson chi-square test and the Fisher exact test for categorical variables. Depending on the distribution of data, Pearson or Spearman tests were applied to look at a correlation between sensor-derived data and psychometric test measures.

Results

Participant Characteristics

A total of 59 participants were screened. One participant was ineligible because of an existing mental health condition. Another 8 participants were not enrolled because of reasons of hospitalization, family objections, or overseas travel during the study period. One participant was enrolled but dropped out shortly after the sensors were deployed because of discomfort with the bed sensor. In total, 49 participants completed the study. Of the 49 participants, 28 were diagnosed with MCI and 21 with HC. Half of the MCI participants were of the amnestic subtype and half were of the nonamnestic subtype. Participant demographics and psychometric measures are shown by group in Table 1. There were no statistically significant differences in demographics between the completers (n=49) and the noncompleters (n=10).

Table 1. Participant characteristics by group—normal cognition vs mild cognitive impairment.

<table>
<thead>
<tr>
<th>Demographics</th>
<th>Cognitively healthy (n=21)</th>
<th>Mild cognitive impairment (n=28)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>73.0 (5.3)</td>
<td>75.1 (6.3)</td>
</tr>
<tr>
<td>Gender, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>7 (33)</td>
<td>9 (32)</td>
</tr>
<tr>
<td>Female</td>
<td>14 (67)</td>
<td>19 (68)</td>
</tr>
<tr>
<td>Years of education, mean (SD)</td>
<td>7.0 (4.0)</td>
<td>4.5 (3.9)</td>
</tr>
<tr>
<td>Employment (currently employed part time), n (%)</td>
<td>8 (38)</td>
<td>2 (7)</td>
</tr>
<tr>
<td>Housing type—Housing Development Board 1-2 room flat, n (%)</td>
<td>14 (67)</td>
<td>20 (71)</td>
</tr>
<tr>
<td>Marital status, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Never married</td>
<td>8 (38)</td>
<td>10 (36)</td>
</tr>
<tr>
<td>Separated/divorced</td>
<td>7 (33)</td>
<td>9 (32)</td>
</tr>
<tr>
<td>Widowed</td>
<td>5 (24)</td>
<td>9 (32)</td>
</tr>
<tr>
<td>Medical conditions, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hypertension</td>
<td>11 (52)</td>
<td>17 (60)</td>
</tr>
<tr>
<td>Hyperlipidemia</td>
<td>12 (57)</td>
<td>19 (68)</td>
</tr>
<tr>
<td>Diabetes mellitus</td>
<td>4 (19)</td>
<td>6 (22)</td>
</tr>
<tr>
<td>Stroke</td>
<td>0 (0)</td>
<td>3 (11)</td>
</tr>
<tr>
<td>Ischemic heart disease</td>
<td>2 (10)</td>
<td>4 (14)</td>
</tr>
<tr>
<td>Psychometric measures, mean (SD)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mini-Mental State Examination</td>
<td>28.1 (3.2)</td>
<td>26.3 (2.2)</td>
</tr>
<tr>
<td>Montreal Cognitive Assessment</td>
<td>27.5 (1.6)</td>
<td>24.0 (3.1)</td>
</tr>
<tr>
<td>Geriatric Depression Scale</td>
<td>0.6 (0.7)</td>
<td>1.4 (1.0)</td>
</tr>
<tr>
<td>Zung Depression Scale</td>
<td>44.5 (2.1)</td>
<td>42.7 (3.4)</td>
</tr>
<tr>
<td>Pittsburg Sleep Quality Index</td>
<td>3.8 (3.2)</td>
<td>5.0 (2.2)</td>
</tr>
<tr>
<td>Friendship Scale</td>
<td>18.5 (1.7)</td>
<td>19.1 (1.7)</td>
</tr>
</tbody>
</table>

Behaviors of Interest and Psychometric Measures

Frequencies of incidents of forgetfulness and various behaviors of interest (as described above) were computed and compared between the MCI and HC groups (Table 2). As expected, the MCI group had lower MMSE scores than the HC group. They also tended to have poorer sleep quality, with higher scores on the PSQI. With the sensor-derived data, we found that MCI participants were less active than their HC counterparts; MCI participants had an average of 3407 steps a
day compared with 4033 steps in the HC group. MCI participants spent less time away from home daily. They had more sleep interruptions per night (2 per night) compared with the HC group (1 per night). The MCI group had forgotten their medications an average of two times more per month compared with the HC group (30 vs 28). The MCI group forgot their wallet when leaving the home at a similar frequency to the HC group. Unexpectedly, the HC group had a higher frequency of forgetting their keys per month as compared with the MCI group. It is important to note that none of these differences achieved statistical significance. Faucet use data were not analyzed as the sample size of usable data was too small; there were many implementation issues with the sensor. Correlation analysis of sensor-derived behavior metrics with psychometric measures did not yield any significant results.

Table 2. Comparisons of activities between the cognitively healthy group and mild cognitive impairment group.

<table>
<thead>
<tr>
<th>Behaviors of interest, mean (SD)</th>
<th>Cognitively healthy (n=21)</th>
<th>Mild cognitive impairment (n=28)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Steps (daily)</td>
<td>4033 (2148)</td>
<td>3407 (2688)</td>
<td>.40</td>
</tr>
<tr>
<td>Heart rate (bpm)</td>
<td>72 (4)</td>
<td>75 (7)</td>
<td>.22</td>
</tr>
<tr>
<td>Sleep duration daily (min)</td>
<td>440 (155)</td>
<td>427 (246)</td>
<td>.84</td>
</tr>
<tr>
<td>Number of sleep interruptions</td>
<td>1 (1)</td>
<td>2 (2)</td>
<td>.27</td>
</tr>
<tr>
<td>Number of outings daily</td>
<td>1 (1)</td>
<td>1 (1)</td>
<td>.93</td>
</tr>
<tr>
<td>Time away from home daily (min)</td>
<td>300 (153)</td>
<td>267 (132)</td>
<td>.44</td>
</tr>
<tr>
<td>Frequency of forgetting medication/month</td>
<td>28 (13)</td>
<td>30 (28)</td>
<td>.85</td>
</tr>
<tr>
<td>Frequency of forgetting keys per month</td>
<td>21 (16)</td>
<td>17 (13)</td>
<td>.40</td>
</tr>
<tr>
<td>Frequency of forgetting wallet per month</td>
<td>24 (17)</td>
<td>24 (22)</td>
<td>.94</td>
</tr>
<tr>
<td>Television use daily (min)</td>
<td>174 (176)</td>
<td>219 (220)</td>
<td>.52</td>
</tr>
</tbody>
</table>

Acceptability

A total of 83% (41/49) of the participants gave positive feedback at the study conclusion. Many participants found it reassuring that the system was able to detect deviations in their daily activity patterns and liked it that someone was aware if they declined physically or psychologically. Many asked if there was an option for the system to be permanently installed. Some negative feedback included needing to charge the wearable, worrying about electricity costs, and finding the water usage sensor inconvenient. Selected positive and negative feedback obtained from the participants at study conclusion are shown in Textbox 1.
Principal Findings

The results of this pilot study indicate that it is feasible to set up sensor networks in the homes of community-dwelling seniors and unobtrusively collect potentially meaningful clinical data. Differences between HC and MCI in several behaviors of interest including daily activity (step count and time away from home), sleep (duration and interruptions), and forgetting medication suggest that cross-sectional remote observation of behaviors can yield discernible patterns, albeit not achieving statistical significance. Our observations on activity and sleep measures are consistent with earlier studies [14,15] and existing understanding of MCI [21,22]. Some collected sensor-derived data were counter-intuitive—minimal differences in frequency of forgetting wallet and higher frequency of forgetting keys in HC. A possible explanation for these observations may be that the study period of 2 months was short; hence, lower-frequency events are less likely to demonstrate identifiable patterns. Half of the MCI participants were of the nonamnestic subtype; hence, they may not have demonstrated differences in the forgetfulness behavior metric. With a longer observation period, behavioral markers that are better indicators of cognitive impairment can be determined.

Given our initial concerns that senior citizens would be wary of remote monitoring systems and past research on unobtrusive systems indicating privacy or security concerns [23], over 80% of the participants giving positive feedback and finding the system acceptable was an immensely encouraging result. Negative feedback was related to practical user issues with...
specific devices such as having to charge the wearable, blinking lights of the motion sensor, and the need for multiple plugs. Despite the largely positive reception of the system from participants, we are careful not to extrapolate this acceptability to all senior citizens in general. The senior citizens in this study were all living alone and over two-thirds lived in 1-2 room public housing, a proxy of lower socioeconomic status. They are a group most at risk of undetected cognitive decline and most likely to benefit from an unobtrusive home monitoring system. Many existing sensor systems on trial by social care agencies for this group are specifically set up to detect falls or death, outcomes that sometimes go unnoticed in this group of vulnerable senior citizens.

**Strengths and Limitations**

Strengths of this pilot study include the use of an entirely unobtrusive system without the use of cameras, protecting the privacy of participants. Moreover, clinically useful behavior metrics such as forgetfulness, activity levels, and sleep were captured. These sensors were trialed in actual residential homes and not in laboratory settings or assisted living facilities; senior citizens were observed in their natural environments with no change to their lifestyle. Unobtrusive observation in the senior citizens’ own homes highlights the potential translational value of having technology be the *eyes and ears* to monitor the senior citizens’ health without taxing the working adult population.

This study was planned to evaluate feasibility and was exploratory in nature. It is limited by its small sample size and short duration of observation. There was some data loss in the initial phases of the study when the system was down. This was quickly addressed, and the system uptime was at 80% to 90% for much of the study duration. The accuracy of some of the behavior metrics that act as proxies for *forgetfulness* will need to be refined in future studies. Missed medication doses may indicate both the intentional nonadherence to prescribed doses of medication or genuine forgetfulness. In future studies, apart from capturing baseline medication intake frequency, there should be a measure of baseline adherence to various medications. Similarly, the behavior metric of forgetting personal effects will also require fine-tuning in subsequent studies. Forgetting to switch off the faucet is a commonly asked clinical question. Unfortunately, the technical trial of the water usage sensor was not successful in this study. Finally, participants were recruited from previous cohort studies as well as senior citizen activity centers, and this may have led to selection bias. Moreover, the inability of motion sensors to differentiate between 2 unique individuals led to an inherent selection bias, with only individuals living alone being recruited.

**Conclusions**

We found that it was both feasible and acceptable to use sensors to unobtrusively monitor behavior patterns in the homes of community-dwelling senior citizens. A larger study with a longer observation period of 2 to 3 years is underway. Negative feedback from the pilot has been addressed as far as practicable, including using fewer sensors and a different wearable. Analysis of trajectories and variability over time will yield more useful information, including behavior patterns that predict decline from MCI to dementia. Artificial intelligence methods including supervised learning models will be applied. Moving forward, we need to look at reducing the number of sensors to obtain more information. To improve generalizability to all senior citizens rather than only those who live alone, innovative solutions are needed to circumvent limitations of the motion sensor while still maintaining privacy. Identifying sensor-derived behavior metrics that do away with the motion sensor will allow the inclusion of senior citizens who live with others, improving the scalability of this solution. Although the system does not comprise video cameras, addressing privacy and security concerns is paramount when implementing and refining remote monitoring systems. Utilizing Internet of Things and artificial intelligence to monitor cognitive and physical well-being should be further developed to deliver value-added health care for senior citizens. Early detection of anomalies allows for self-management, timely interventions in the home and community, and facilitating remote capture of clinically meaningful data that can be utilized by health care professionals for diagnostic and prognostic purposes.
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CDR: Clinical Dementia Rating
FS: Friendship Scale
GDS: Geriatric Depression Scale
HC: healthy cognition
JAS: Jurong Ageing Study
MCI: mild cognitive impairment
MMSE: Mini-Mental State Examination
MoCA: Montreal Cognitive Assessment
PIR: passive infrared
PSQI: Pittsburgh Sleep Quality Index
SDS: Self-Rating Depression Scale
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